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3.1 The percentage firing thresholds for different population connections,
input->filter is the only inhibitory connection. Percentage firing thresh-
old is the percentage of the pre-synaptic population that need to fire to
produce a spike in the post-synaptic population. Inhibitory connections
do not induce a spike but are scaled in the same fashion. This metric is
used to standardise weights across varying convolutional kernel sizes. 55

3.2 Qualitative comparison among the PyTevProto and the SNNevProto.
From the left column to the right column: the example number, a
RGB image representing the scene shown to iCub (the input stimu-
lus), PyTevProto saliency map and SNNevProto saliency map. This
table shows only results from clutter experiments of the SalMapIROS
dataset. The events are recorded directly from the event-driven cam-
eras mounted on iCub’s eyes. The objects and the 2D printed patterns
are placed on a desk in front of the robot. . . . . . . . . . . . . . . . 58

3.3 Metrics summary. This table takes inspiration from [19] . . . . . . . . 59
3.4 Table showing the number of neurons and SpiNNaker boards required

given a percentage of overlapping (OL) for the VM filters. The spalloc
server was used to run these jobs which allocates boards in multiples
of 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.5 Results of latency in milliseconds for different datasets of SalMapIROS.
The test is done measuring the latency of two different samples for
each dataset. Each row represents a dataset used to measure the latency
in two separate samples. Each dataset represents static and dynamic
objects placed in front of iCub (such as a paddle, a puck, calibration
circles, proto-object patterns, a mouse, a cup and clutter (see Fig. 3.4) 64
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2.2 A typical artificial neuron: real-valued inputs, xi, (including a bias)
are passed along weighted synapses, wi, and summed at the neuron.
The weighted sum is passed through some nonlinear activation, σ, to
produce the neuron output. . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 A typical artificial spiking neuron: inputs are discrete spikes, si, in
time (a binary value indicating a spike at time t or not), spikes pass
along weighted synapses, wi, and activation collects at the neuron. The
contribution of the weighted inputs is added to the neuron’s membrane
voltage (its internal state, vmem); the membrane voltage will decay with
time but if enough input is received and it crosses its threshold, vth, the
neuron will release a spike and vmem will be reset to the resting voltage
vrest ; following a spike there is a refractory period, tre f ract , in which
the neuron cannot spike again. . . . . . . . . . . . . . . . . . . . . . 34

2.4 An example of a parameter being updated via gradient descent. The
gradient of the error with respect to a parameter is calculated at a point
and the parameter (red cross) is updated in the direction that the gradi-
ent (black dotted line) points towards reducing error. The parameter is
continuously updated this way, possibly even overshooting the optimal
value, until some termination criteria is met. . . . . . . . . . . . . . . 37
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2.5 The middle plot shows an input data stream, this can be imagined as
a single photo sensitive element of a charge-coupled device (CCD).
The top plot shows an example of how a frame-based sensor would
collect information from the sensor; with regularity in time the current
value of the sensor is recorded. The bottom plot shows how an event-
based sensor records data; the current value is set following a thresh-
old crossing and when the value next moves a threshold distance away
from the stored value an event is triggered. An ON event (green) sig-
nifies the value is a threshold above the stored value and an OFF event
(red) signifies it went a threshold below the stored value. The red lines
connecting dots gives a rough example of how the signal could be re-
constructed from the stored values. Both frame-based and event-based
sensors recorded 10 data points yet the event-based sensor retains more
of the original signal, owing to its asynchronous sensing, and filters the
relatively quiescent parts. . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 A labelled SpiNNaker chip. Not shown is the DTCM (Data Tightly-
Coupled Memory) which is physically mounted on top of the cores and
router and stitch-bonded to it. . . . . . . . . . . . . . . . . . . . . . . 43

2.7 Each core is capable of simulating up to 1000 neurons, 18 cores com-
pose a SpiNNaker chip, 48 chips are on a single SpiNN5 board, 24
boards are in a rack with 5 racks per cabinet for a total of 10 cabinets.
In total this means the over 1 million core machine could in theory
simulate around 1 billion neurons. . . . . . . . . . . . . . . . . . . . 44
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3.1 An overview of the model architectures for the PyTevProto (on the left)
and the SNNevProto (on the right). The events are split based on the
polarity and fed into the two models as input. The event-based model
generates different scales by subsampling the "event-frame" and creat-
ing a pyramid. The resulting scaled "event-frames" are convolved with
VM (Von Mises) filters at 4 different orientations (Border Ownership
Pyramid) and grouped at the Grouping Layer which processes the in-
put with the two layers of Border Ownership and Grouping Pyramids.
The red lines are inhibitory signals. The spike-based implementation
processes the events asynchronously exploiting layers of VM shaped
neuron receptive fields at different scales and rotations. The Proto-
Object Neurons (Grouping Pyramid Layer) integrate the response con-
necting VM filters with opposite rotation and pool the response from
different scales. The outcome of both models is the saliency map. . . 51

3.2 Representation of the VM filter described in Eq. 3.1 at 0 ◦ . . . . . . . 51

3.3 Representation of a VM layer and its connections. Each VM filter is
split into 4 sections all connected to the same Filter neuron. The blue
area around the "active" part of the neuron (the moon shaped yellow
region) is connected to the Filter neuron with an Inhibitory connection
(red lines). This stage of the model represents the Border Ownership
pyramids detecting closed contours. Two complementary VM filters
with opposite orientation are then connected to the same Proto-Object
Neuron (Grouping Pyramid) to identify possible proto-objects. This
structure is repeated for each layer with different orientations of the
filter: 0◦, 45◦, 90◦ and 135◦. . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Qualitative comparison of the PyTevProto and the SNNevProto. From
the left column to the right column: the example number, an RGB im-
age representing the scene shown to iCub (the input stimulus), PyTevProto
saliency map and SNNevProto saliency map. These examples are a se-
lection from 13 scenarios of the SalMapIROS dataset. The events are
recorded directly from the event-driven cameras mounted on iCub’s
eyes. The objects and the 2D printed patterns are placed on a desk in
front of the robot. The RGB input images are only for a better visuali-
sation of the input stimulus. . . . . . . . . . . . . . . . . . . . . . . . 57
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3.5 Comparison with different metrics evaluating the similarity between
the SNNevProto saliency maps and the PyTevProto saliency maps [63]
using the SalMapIROS dataset exploring different OL percentages (a)
exploring a range of inhibition percentage firing thresholds (b) (%/µS
conductances) with fixed OL percentage at 60%. The metrics used are:
the Normalized Scanpath Saliency (NSS), Area under the ROC Curve
(AUC-Borji) & (AUC-Judd), Pearson’s Correlation Coefficient (CC)
and Similarity (SIM) [15, 16, 19, 65], Structural Similarity (SSIM) and
Mean Square Error (MSE). A higher score is better for all excluding
the MSE where the lower score determines similarity. . . . . . . . . . 60

3.6 Representation of examples from the NUS3D (robot scenario) dataset.
The three columns represent the input RGB image, the outcome from
the SNNevProto and the related ground truth from the NUS3D dataset.
These examples show how the model performs when the observer fix-
ation maps focus on objects. The response from the model is with 60%
OL and 0.013 inhibition. . . . . . . . . . . . . . . . . . . . . . . . . 62

3.7 Representation of random chosen examples from the NUS3D (random
subset) dataset. The three columns represent the input RGB image, the
outcome from the SNNevProto and the related ground truth from the
NUS3D dataset. These examples show how the model performs when
the observer fixation maps are sparse and unclear. The response from
the model is with 60% OL and 0.013 inhibition. . . . . . . . . . . . . 62

3.8 Comparison with different metrics evaluating the similarity of the SNNevProto
saliency maps with the NUS3D fixation maps (ground truth) [76] in
two different subsets (robot scenario (a) and random subset (b)) for dif-
ferent OL percentages. The metrics used are: the Normalized Scanpath
Saliency (NSS), Area under the ROC Curve (AUC-Borji) & (AUC-
Judd), Pearson’s Correlation Coefficient (CC) and Similarity (SIM) [15,
16, 19, 65], Structural Similarity (SSIM) and Mean Square Error (MSE).
A higher score is better for all excluding the MSE where the lower
score determines similarity. . . . . . . . . . . . . . . . . . . . . . . . 63
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4.1 A diagram from the original e-prop paper published in Nature [11]. It
shows how the eligibility, et

ji, at time t is synapse specific, in this case
between neuron i and j. Inputs, xi, are passed into the network at each
timestep as well as the neuron specific learning signal, Lt

j, generated
by the error module which is a part of the task environment. . . . . . 77

4.2 (a) Generic spiking neural network architecture suitable for training
with e-prop: input neurons provide network stimulation; hidden neu-
rons perform the computation; and readout neurons capture network
output. During training, the readout neuron population additionally
computes an error E via supervision, and communicates this to the
rest of the network to drive learning. (b) Populations of neurons are
partitioned and mapped on individual SpiNNaker cores, with synaptic
information stored local to the postsynaptic core. . . . . . . . . . . . 80

4.3 Experimental setup of the temporal credit assignment task. The mouse
starts at the beginning of a hallway and is presented with left and right
cues as it progresses down. Each cue lasts 100ms with a 50ms gap
between each. There is a 1 second wait following the final cue before
a prompt signal is sent for the network to make a decision which of left
or right presented the most cues. . . . . . . . . . . . . . . . . . . . . 84

4.4 Wave-form matching task. Top: repeating staggered input spikes. Mid-
dle: initial performance before any learning and after one weight up-
date (indicated by dashed line). Bottom: Converged performance after
200 presentations of the inputs. . . . . . . . . . . . . . . . . . . . . . 85

4.5 Error for each presentation of a target wave-form as seen in the ex-
periment of Fig. 4.4. Each presentation lasts 1024 timesteps with a
timestep size of 1ms, error is accumulated over the test to give the iter-
ation error. Performance rapidly improves with convergence at around
the 65th presentation. . . . . . . . . . . . . . . . . . . . . . . . . . . 86

10



4.6 Performance of e-prop on the left-right task. The black line shows
the running average accuracy over the last 64 tests with the required
threshold performance shown in the horizontal dashed green line. The
dashed red line displays performance for random action selection. The
vertical blue line displays the trial at which the network achieved over
90% accuracy over 64 tests and the number of cues is increased. The
first blue line shows completion of the 1 cue task and the last the 7 cue
task, network parameters are retained between transitions. . . . . . . 87

4.7 A comparison of firing rate estimation with a constant rate across 8
neurons (top plot) and 256 neurons (bottom plot) using exponential
decay (blue) and a running average (green). The average Poisson firing
rate is shown with the red line and the actual spike times for each
neuron are represented by the black dots in the bottom half of each plot. 90

4.8 A comparison of firing rate estimation with bursting behaviour across
8 neurons (top plot) and 256 neurons (bottom plot) using exponential
decay (blue) and a running average (green). The average Poisson firing
rate is shown with the red line. In this instance the 10Hz Poisson firing
of 2048ms is condensed into 12.85ms to give an extreme example of
bursting behaviour. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1 (a) the general structure of the EDN (Error Driven Neurogenesis) al-
gorithm. First an input is presented which produces an associated er-
ror. If the magnitude of the error is above the error threshold then
neurogenesis is triggered. Input synapses of the newborn neuron are
selected and the values of the current inputs set the centre of the kernel
function on the synapses. An output synapse connects the neuron to
outputs whose error was above threshold with a weight proportional to
the error produced. (b) an example topology created with EDN. The
different colours connected to the hidden neurons signify different sub-
sampled input vectors, which have been stored on the synapses; they
all contribute equally to neuron activity. The colour and thickness of
connections between the hidden layer and the outputs displays that
output connections are weighted and the magnitude can be negative
or positive. The weight of these connections is determined during the
training process by the error produced when neurogenesis is triggered. 102
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5.2 A comparison of a standard ANN (Artificial Neural Network) neuron
with ReLU activation and an EDN neuron’s activation. The black dot
is a single data point, the pink shaded area shows the output activation
of the neuron in both cases, with a deeper colour representing a higher
level of activation. The red and blue shaded areas represent the level
of activation of each synapse, which possess the triangle kernel shown
in the bottom right, with spread s and centred at individual values of
v. The EDN neuron’s activity is the average of the incoming synapse
activity and is also passed along an outgoing synapse using a triangle
kernel with the same s value and v = 1. This output synapse acts to
threshold neuron activity and create the bounded purple area in the
input space in which the neuron is active. . . . . . . . . . . . . . . . 105

5.3 A selection of training steps of EDN (top) and an ANN trained with
GD (Gradient Descent) (bottom) are shown for a toy classification ex-
ample. The data set is composed of three classes: blue, green and
red. Class boundaries are drawn in a darker shade than the data points
showing what output each model would associate to that point in space.
The white area around the EDN plots indicates that there are no output
values at that point in the input space. . . . . . . . . . . . . . . . . . 107

5.4 A example of how output values of 0 and 1 are combined to create
a position on the regression scale. As described in Equation 5.8 the
output value for the real part of the scale (red) is divided by the total
of the real and inverted (blue) outputs to create the position on the
regression scale, in this case 26

26+14 = 0.65. This value is then scaled to
the full range of regression values possible in the task to produce the
estimated regression value of the input. . . . . . . . . . . . . . . . . . 109

5.5 A comparison of testing accuracy during training on the wine cultivar
classification task of EDN (black) and an ANN trained via gradient de-
scent using Adam (Adaptive moment estimation) optimisation (blue).
An inset is shown for the first few iterations of training to display the
initial emptiness of the EDN network producing no output and the ini-
tialisation bias of the ANN network already achieving testing accuracy
equivalent to random choice. The fast acquisition of information in
EDN allows it to overtake the testing accuracy of GD before the first
batch update is done at the 8th training instance. . . . . . . . . . . . . 115
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5.6 A comparison of an ANN trained via gradient descent using Adam
optimisation (red and blue, with lr being the learning rate and b being
the batch size) against EDN (black) applied to the auto-mpg non-linear
regression task task. A zoomed in inset is given to display the learning
curve of EDN. Batch sizes and learning rates were chosen which gave
the fastest convergence in gradient descent. . . . . . . . . . . . . . . 117

5.7 A comparison of an ANN trained in tensorflow using Adam optimisa-
tion (blue) against EDN with surprise driven input selection (black)
and random input selection (red) applied to the MNIST (Modified
NIST) classification task. A batch size of 64 is used to train the ANN
and the moving average of the last 50 batches is used to calculate the
running training accuracy. EDN training accuracy is the moving aver-
age of the last 3200 (50*64) training examples as it does not perform
batch updates. Training accuracy is used as since this is the first epoch
none of the data has been seen before and therefore it is equivalent to
testing accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.8 A visualisation of the expectation for the class 3 retrieved from the
parameters stored by EDN during training on MNIST. A range of sur-
prise thresholds, sth, are given to show how this effects the stored val-
ues and the subsequent effect on testing accuracy after a single epoch
through the training set. . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.9 The values of v stored on each neuron’s incoming synapses form a
record of the inputs which were captured by EDN during training. The
weight on the synapse connecting the neurons to the outputs enables
the receptive field of each class to be determined by multiplying the
stored values by their neuron’s associated weights. When taking the
positively weighted neurons of each class and multiplying their stored
v values by their associated output weight you create the first row of
the plot, this forms a weighted expectation of each class. The sec-
ond row is generated by also including the negatively weighted neu-
rons connected to each output, showing the average receptive field of
each class. The bottom row is an unweighted combination of the input
synapses which are instances of each class. . . . . . . . . . . . . . . 121
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5.10 EDN with varied network size limits benchmarked against an ANN
trained in tensorflow using an actor-critic model (black) applied to the
inverted pendulum task. The lines show the running average of the
last 100 trials with the dashed line showing the threshold performance
required for the task to be considered solved. Each configuration is
repeated 100 times and the average of their performance is shown. . . 123

5.11 Showing the effect of range of parameter values for kernel spread s

(top) and surprise threshold sth (bottom) on neuron and synapse count
after training on the wine classification task. The left y-axis and the
line in blue of each plot corresponds with neuron counts. The right
y-axis and the red line correspond with the synapse count. The vertical
bars show the standard error over a stratified 10 fold cross validation. . 125
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Acronyms

Adaptive moment estimation (Adam) Adam optimisation is a stochastic gradient de-
scent method that is based on adaptive estimation of first-order and second-order
moments. 12, 13, 29, 36, 114–119, 122

Adaptive-Leaky-Integrate-and-Fire (ALIF) A variant of the LIF neuron which has
its internal threshold increased following the emission of a spike, it will then
decay back to resting threshold. 74, 77, 83, 85, 87, 88, 134

Address Event Representation (AER) A way in which spike events in an SNN can
be represented as addresses for routing, where each address corresponds to the
source the spike came from. 43, 49

Artificial Neural Network (ANN) A typical computation structure used in machine
learning comprised of a network of linearly weighted real valued inputs fed into
a node with a nonlinear activation which produces a real valued number. 12, 14,
24, 25, 45, 69–74, 77, 96–98, 100, 101, 103–105, 112, 114–118, 122, 123, 128,
130, 132, 134, 136

Back-Propagation (BP) A method which employs the chain rule to calculate the gra-
dients of parameters with respect to an objective function for neural networks.
24, 45, 72, 75, 76, 97

Back-Propagation-Through-Time (BPTT) A variant of backpropagation which is
applied to recurrent neural networks. It involves storing previous state and then
rolling back the gradients and errors in time. 74, 137

Convolutional Neural Network (CNN) A neural architecture in which repeating fil-
ters with shared weights are tiled over an input, typically visual. 36, 47, 67, 71,
97, 132, 133
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Data Tightly-Coupled Memory (DTCM) An ARM name for a scratchpad memory
holding program data. 7, 43

Error Driven Neurogenesis (EDN) An optimisation algorithm which uses neurogen-
esis and synaptic nonlinearities to immediately store information. 11–14, 28–30,
99–107, 109, 111–124, 128–130, 136, 138, 158

Evolutionary Algorithm (EA) An optimisation algorithm which uses processes akin
to natural Darwinian evolution to create solutions to problems. 71, 134, 137

Genetic Algorithm (GA) An evolutionary algorithm in which the gene defines the
agent. Agents are then evaluated, mutated and recombined to produce subse-
quent generations. 134

Gradient Descent (GD) An optimisation algorithm which calculates the gradient of
an error with respect to parameters to move towards a position in the solution
space with reduced error. 12, 24, 25, 30, 35, 36, 39, 71, 72, 75, 94, 97, 100, 107,
114, 116–118, 122, 128, 130, 132, 134, 135

Instruction Tightly-Coupled Memory (ITCM) An ARM name for a scratchpad mem-
ory holding instruction data. 43

Leaky-Integrate-and-Fire (LIF) A standard type of spiking neuron which integrates
inputs over time, with some leak, and when the input crosses a threshold a spike
is emitted. 72, 74, 78, 79, 134

Long Short Term Memory (LSTM) A neural architecture used in machine learning
to imbue networks with a form of memory capable of being trained with gradient
descent 36, 77, 98

Modified NIST (MNIST) A dataset of images containing handwritten digits 13, 29,
99, 117, 119, 120, 126–129

Overlap (OL) The measure of overlap between filters. It is relative to the filter size
and is measured as a percentage enabling it to be invariant to the filter size. 55,
56, 58, 63–65, 67
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Radial Basis Function (RBF) A form of activation function used in RBF networks
which has activity relative to a position in space, often a Gaussian funcion is
used. 97, 113

Spiking Neural Network (SNN) A version of an ANN in which activity is commu-
nicated via discrete spikes rather than numbers. 27, 29, 33, 35, 36, 49, 53, 54,
61, 66, 67, 69, 71–74, 77, 80, 134, 135, 137

Synchronous Dynamic Random-Access Memory (SDRAM) Memory in computers
which has high density and performance. 43, 81

Von Mises (VM) A crescent shaped filter kernel designed to respond to curved edges.
8, 50, 51, 53–56, 58, 61, 66, 67
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Abstract
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Models of intelligence can come in many forms, from concept driven approaches such
as formal mathematical reasoning to data driven approaches such as machine learning.
Current state of the art approaches fall into the second category, requiring vast amounts
of data to form statistical representations within the architecture of neural networks.
This is in stark contrast to biological brains whose neural networks can learn with
limited examples and training time. Biology originally inspired the neural network but
there is still much more to be learned from nature about how to construct and train
neural architectures.

By exploring techniques employed by biology it can be possible to overcome the
challenges of modern machine learning algorithms. Biological brains can be trained on
tasks sequentially without forgetting previously gathered information and data integra-
tion is performed online and in real-time, except for processing done during sleep. The
brain also only consumes 12W of energy, which is a far cry from the energy budget of
CPU and GPU implementations of neural networks.

The research described in this thesis first investigates the use of biologically in-
spired models of visual attention, on the SpiNNaker neuromorphic hardware, creating
an event-driven low latency model of visual saliency. Following this, biologically plau-
sible training algorithms are examined with the e-prop learning algorithm being instan-
tiated on SpiNNaker to explore the challenges faced when learning using only locally
available information. Finally, abstractions of dendritic nonlinearities are co-opted
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for use in tandem with neurogenesis to create a learning architecture, which does not
rely on gradient descent whilst retaining previously learned information. It is shown
to reach similar levels of performance to a network trained using Adam optimisation
with less presentations of data samples on a number of benchmark tasks.
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Chapter 1

Introduction

1.1 Introduction

From mathematical reasoning to function approximation

In essence artificial intelligence is an attempt to capture the most relevant properties
of the brain and apply them to a task. This began in earnest with the idea of for-
mal reasoning in which it was thought possible that the processes of human thought
could be mechanised and co-opted [12]. It was later with the advent of McCulloch and
Pitts’s neuron model and the mathematical foundation of neural networks that models
of intelligence began to more closely resemble the biological brain [88], and also lend
increased computational complexity to models. The universal function approximation
capability of neural networks enables them, in theory, to be used to model any com-
putable input-output mapping [25]. The growing processing power of computers has
again lifted the capabilities of models enabling large data sets to be processed and sum-
marised within a neural network. The machine learning community often sees gains in
two ways, algorithm improvement or increased computing resource.

Biology is the greatest muse

What this thesis will argue is that by modelling the biology of the brain we can lend
increased computational power to behavioural models. It was noted above that moving
from formal mathematical models of intelligence to more biological inspired models
lent increased computational complexity to a system. The understanding and abstrac-
tification of the biological neuron has enabled complex models of the world to be
created. However, the formulation of neural network models has since relied on math-
ematical methods such as BP (Back-Propagation) in conjunction with GD (Gradient
Descent) to imbue ANNs (Artificial Neural Networks) with a model of data. They
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have proven themselves as useful tools in the creation of impressive computational
constructs, capable of besting humans at tasks thought to have too many possible
game state for appropriate calculation, such as chess and go. However, GD is not a
panacea and requires added tricks to be able to reach high-levels of performance, such
as dropout, which is is similar to the inherent stochasticity of biological neuron’s firing
in which, with some probability, a neuron will not emit a spike after receiving supra-
threshold input. An eye must always be kept towards biology for inspiration and clues
about how to further improve the complexity of models of intelligence. ANNs are
impressive but they are a far cry from the biological brain.

Evolution is the greatest architect

Evolutionary search has provided the impressive breadth and depth of the world’s bio-
logical diversity. It does not succumb to the bias humans do when designing intelligent
systems as it does not have specific agency; evolution is a random process in which
the probability of a gene persisting is relative to its benefit in its environment. This
has resulted in many complex organisms, which are well suited to its surroundings.
Arguably the most impressive adaptation is the ability to adapt during one’s lifetime
through learning. The organ in the seat of learning is the brain and it has proven it-
self an invaluable tool to a creature’s survival. Computational models often abstract
the brain to a collection of point neurons, which linearly sum inputs and then perform
some non-linear function on them. This is incredibly powerful and can approximate
any input-output mapping [25], although it misses many elements of the brain such as
dendritic trees, working memory, attention and one of the major unknown states hu-
mans spend a third of their life in, sleep. GD is attractive as it offers a way to guide
universal approximators towards reduced error but it then becomes restricted to the
predefined architecture and requires vast amounts of data to train. Gaze must move
towards the solutions stumbled upon by evolution to be able to inform future direc-
tions; biology has been discovering solutions for billions of years, it would be remiss
to not investigate it as a source of inspiration in any way possible. The question then
becomes, what techniques does biology use and what level of abstraction is necessary
to achieve similar performance?

1.2 Hypothesis - Research questions

This thesis looks towards biology for inspiration and explores applying those ideas to
the development of neural computation. The main areas approached in this work are:
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• Can visual attention be modelled in a spiking neural network architecture on
neuromorphic hardware?

• What are the challenges involved in the application of spiking neural network
learning algorithms and their instantiation on the SpiNNaker neuromorphic hard-
ware?

• How can biologically inspired dendritic nonlinearities in conjunction with net-
work growth be used to develop learning architectures?

1.3 Contributions

The research questions presented above are broad and possess many potential answers.
Each chapter will roughly address each point respectively with the main work of this
thesis approaching those challenges with the following contributions:

• Providing and investigating a fully event-based model of a biologically inspired
attention model for SpiNNaker simulation running on the iCub humanoid robot,
surpassing the latency achieved with previously implemented GPU models

• Creating a SpiNNaker implementation of the e-prop learning algorithm for on-
line and real-time spiking neural network learning on neuromorphic hardware
using locally available information

• Developing and exploring the use of neurogenesis and synaptic non-linearities
for online and one-shot learning in neural networks

1.4 Publications

This thesis contains work which has been presented in the following publications:

Giulia Veronica D’Angelo, Adam Perrett, Massimiliano Iacono, Stephen Furber,
and Chiara Bartolozzi. 2022. Event driven bio-inspired attentive system for the
iCub humanoid robot on SpiNNaker. Neuromorphic Computing and Engineering
(April 2022). This journal article was a joint first authorship between myself and Giu-
lia D’Angelo. This work started from a workgroup collaboration at the Capo Caccia
workshop and was continued during a 3 month interruption to visit IIT in Genoa, Italy.
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My main contribution was the conversion of the attention model into a spiking neural
network architecture for SpiNNaker as well as the testing and gathering of data. Giulia
performed the data analysis and comparison with other data sets (as well as integration
with the iCub robot, although this work was not completed and is therefore omitted).
This forms the core of Chapter 3.

Adam Perrett, Sara Summerton, Andrew Gait, and Oliver Rhodes. 2022. On-
line Learning in SNNs with E-Prop and Neuromorphic Hardware. In Neuro-
Inspired Computational Elements Conference (NICE 2022), Association for Com-
puting Machinery, Virtual Event, USA, 32–39. This conference paper was a first
authorship by myself with assistance and discussion from Sara Summerton and An-
drew Gait on the software and hardware integration of e-prop with SpiNNaker. Oliver
Rhodes was instrumental in the development of this work. He instigated the project
and helped develop the initial framework that the final e-prop implementation was
built upon. It was accepted for a long presentation at the NICE conference in Texas
(virtually presented). The experimental work in Chapter 4 comes from this paper.

Petrut, Antoniu Bogdan, Garibaldi Pineda García, Michael Hopkins, Edward
Jones, James Courtney Knight, and Adam Perrett. 2020. Learning in neural
networks. In SpiNNaker, Steve Furber and Petrut, Antoniu Bogdan (eds.). Now
Publishers Inc, United States, 209–265. A contribution was made to the SpiNNaker
book [46] regarding learning in neural networks, with a focus on neuro-evolution, and
their application to neuromorphic hardware. Some of this work is included in the
background section of Chapter 4.

Adam Perrett, Steve B. Furber and Oliver Rhodes. 2022. Error driven Synapse
Augmented Neurogenesis. Frontiers in AI, (2022). This journal article explores a
non-spiking implementation of synaptic non-linearities in conjunction with a network
growth algorithm [107]. It is entirely my own work with guidance and proof reading
from Oliver Rhodes and Steve Furber. It forms the work of Chapter 5.

1.5 Thesis structure

The thesis begins in Chapter 2 with an overview of how natural systems have devel-
oped forms of intelligence and how research attempts to capture properties of intelli-
gence. This will set the context for the rest of the thesis with Chapter 3 beginning the
discussion with an event-based implementation of an attention model. Learning algo-
rithms and their application to SNNs (Spiking Neural Networks) will be explored in
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Chapter 4 with an implementation of the e-prop algorithm on SpiNNaker being inves-
tigated. Chapter 5 introduces the EDN (Error Driven Neurogenesis) algorithm which
makes use of neurogenesis and synaptic nonlinearities to drive learning in a one-shot
fashion without gradient calculation. Finally, Chapter 6 will summarise the work and
discuss potential future directions of research.

1.5.1 Chapter 2 - Background

To set the context of the wider thesis the background chapter will discuss machine
learning techniques from a biological perspective. The main literature review sur-
rounding the separate research contributions will come as a component of each subse-
quent chapter. First, the progress of artificial intelligence and the advances leading to
the development of modern neural networks will be introduced. Next, their qualities
and limitations will be touched upon with an eye towards future implementations with
more biological insight. This leads into neuromorphic hardware and more biologically
inspired technologies.

1.5.2 Chapter 3 - Visual attention

Chapter 3 explores the implementation of an event-based attention system. Attention
leads the gaze of the observer towards interesting items, allowing a detailed analysis
only for selected regions of a scene. A robot can take advantage of the perceptual
organisation of the features in the scene to guide its attention to better understand its
environment. Current bottom-up attention models work with standard RGB cameras
requiring a significant amount of time to detect the most salient item in a frame-based
fashion. Event-driven cameras are an innovative bio-inspired technology to asyn-
chronously detect contrast changes in the scene with a high temporal resolution and
low latency.

A new neuromorphic pipeline is proposed exploiting the asynchronous output of
the event-driven cameras to generate saliency maps of the scene in a more biologically
inspired way. In an attempt to further decrease the latency, the neuromorphic attention
model is implemented in a spiking neural network on SpiNNaker. SpiNNaker is a
dedicated neuromorphic platform whose architecture is closer to the biological brain
compared to traditional computers. The proposed implementation has been compared
with its bio-inspired GPU counterpart, and benchmarked against ground truth human
fixation maps. The system successfully detects items in the scene, producing saliency
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maps comparable with the GPU implementation. The asynchronous pipeline achieves
an average latency of 16ms to produce a usable saliency map compared to∼170ms for
the GPU implementation.

1.5.3 Chapter 4 - E-prop on SpiNNaker

Chapter 4 discusses learning in spiking neural networks and explores their challenges.
A neuromorphic implementation of the biologically inspired alternative to the back-
propagation algorithm, e-prop, is explored. It offers a way to train SNNs online using
only locally available information.

Online learning in neural networks has the potential to transform AI research. By
enabling new information to be assimilated into existing systems, platforms can be
adaptive to unseen data and can personalise performance to an individual. A common
approach in providing AI to a user is to send queries to a remote cloud service which
processes the information and sends back a response. Neuromorphic hardware offers
an alternate solution by providing a dedicated computing platform from which neural
networks can be run locally and efficiently.

1.5.4 Chapter 5 - Error driven neurogenesis

Capturing the learning capabilities of the brain has the potential to revolutionise arti-
ficial intelligence. Humans display an impressive ability to acquire knowledge on the
fly and immediately store it in a usable format. Parametric models of learning, such as
gradient descent, focus on capturing the statistical properties of a data set. Information
is precipitated into a network through repeated updates of connection weights in the
direction gradients dictate will lead to less error.

Chapter 5 presents the EDN algorithm which explores how neurogenesis coupled
with non-linear synaptic activations enables a biologically inspired mechanism to im-
mediately store data in a one-shot, online fashion and readily apply it to a task without
the need for parameter updates. Regression (auto-mpg) test error was reduced more
than 135 times faster and converged to an error around 3 times smaller compared to
gradient descent using Adam (Adaptive moment estimation) optimisation. EDN also
reached the same level of performance in wine cultivar classification 25 times faster
than gradient descent and twice as fast when applied to MNIST (Modified NIST) and
the inverted pendulum (reinforcement learning).
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1.5.5 Chapter 6 - Conclusions

Chapter 6 summaries the work and discusses future directions. Each chapter discusses
biologically inspired neural computation from different perspectives yet each would
likely gain the most benefit from integration with the others. The attention system in
Chapter 3 shows the potential for low latency saliency map generation, yet a learning
algorithm on top would enable applicability to a broader context than is covered by the
current architecture. The implementation of e-prop in Chapter 4 shows the potential
for neuromorphic implementations. This algorithm could benefit from a vision based
architecture, as is displayed in the attention model, or from stable learning without
catastrophic forgetting, as is displayed by EDN. The algorithm discussed in Chapter 5,
EDN, would definitely benefit from some fine tuning of parameters, as could be offered
by GD. Some form of network conversion or distillation of the trained model may also
allow continual learning and more generalised representations. This could be likened
to sleep mechanisms in which knowledge acquired during the day is processed and
stored in a long term format.

Biology has approached the problem of generating intelligence from multiple per-
spectives. The evolutionary process has determined the initial architecture learning is
performed on. The learning that is performed on the initial architecture is optimised to
gather particularly useful information, such as language in humans. Neurons contain
many computational elements, such as ion channels, neurotransmitters and dendritic
compartments, which create many complex interactions. Connections are made and
broken between neurons via structural plasticity whilst synaptic plasticity alters the
strength of connections. There are many interwoven elements that make up the biolog-
ical brain, the deeper the understanding of each part, the better the systems that can be
create. But it will not be one element in isolation, which creates high-level intelligence,
it will be an amalgamation of many into a cohesive whole.



Chapter 2

Background

2.1 Understanding biological intelligence

Thinking about the brain

One of the great mysteries of our time is understanding how the brain functions as a
whole. Holding an as yet unsurpassed capability to capture information, manipulate it
and apply it to a range of tasks, the human mind presents one of the great frontiers of
science. The Ancient Egyptians first thought the heart to be the seat of intelligence but
with developments through the ages we have come to understand with greater clarity
the role the brain plays in behaviour. Starting with Luigi Galvani’s discovery of the role
of electricity in nerves in the late 18th century, the importance of the brain in control-
ling bodily functions was becoming clear. Following the invention of the microscope
by Zacharias Janssen and the development of a staining procedure by Camillo Golgi,
Santiago Ramón y Cajal would go on discover the neuron as the fundamental unit of
the brain which would win him the Nobel Prize in 1908, see Figure 2.1 for a diagram
of a typical biological neuron as we know it today.

Alan Hodgkin and Andrew Huxley’s experiments on the giant squid axon provided
the first use of a mathematical model to represent neural systems [57]. They discovered
how ion-channels embedded into the cell membrane govern the progression of the
neuron membrane voltage throughout an action potential. Their work culminated with
the creation of the Hodgkin-Huxley conductance based circuit model which accurately
describes the excitation and inhibition of the cells [56], a model which remains to this
day one of the most biologically faithful models of neuron behaviour.
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Figure 2.1: A typical biological neuron: synapses at the end of dendrites receive chem-
ical or electrical input from other neurons which is sent towards the soma (cell body),
charge collects at the soma until a threshold is crossed at which a spike is emitted down
the axon, the myelin sheath is produced by the Schwann cells and acts to insulate the
axon improving transmission quality and speed and the nodes of Ranvier act as signal
boosters/repeaters along the axon improving transmission quality over distance. This
image by Dhp1080 is licensed under CC BY-SA and has been further annotated for
this work.

The known and unknown unknowns of neurons

As collective understanding of neurons, and the brain as a whole, progresses it is fur-
ther grasped that neurons, and brain areas, come in many forms and serve a diverse
range of purposes. It is only in recent years that we are beginning to appreciate the
role dendrites, the branching arms of neurons, play in brain dynamics. No longer as-
sumed to be passive cables for charge there is mounting evidence surrounding their
role in cognition and memory formation [47, 67, 136]. For every piece of information
we gain we realise another hole in our understanding. It is this inescapable chasm of
knowledge we must cross before we can harness the computational power of the brain
with enough clarity to ever seriously attempt creating human-level intelligence. Mathe-
matics is a language to define an understanding but it struggles to facilitate innovation
in domains such as artificial intelligence. It allowed the formalisation of neurons as
computational units but it took experimentation and investigation to first find out what
properties to be modelled. Biology has been guided by one of the greatest innovators
we know of, evolution.

Machine learning has taken to using a high level abstraction of biological neurons;
they are point neurons with linearly weighted inputs being summed and passed through
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Figure 2.2: A typical artificial neuron: real-valued inputs, xi, (including a bias) are
passed along weighted synapses, wi, and summed at the neuron. The weighted sum is
passed through some nonlinear activation, σ, to produce the neuron output.

a nonlinear activation function to produce the output of a neuron (Figure 2.2). The spik-
ing nature of biological neurons is instead compressed into a rate-based model where
a real-valued number is the output of a neuron and represents an instantaneous firing
rate. This has proved very effective but the abstraction loses important subtleties, such
as the temporal element of spiking neurons and the nonlinearities of dendrites. SNNs
(Spiking Neural Networks) are a lower level abstraction and, therefore, more faithful
to the biological neurons, see Figure 2.3. Their membrane voltage, vmem, possesses
a time constant which imbues the spiking neuron with a temporal dynamic, as past
states can influence future states. Different data encoding schemes can also be used in
which the timing of spikes can communicate information, such as the relative timing
of rank-order coding [138] and precise-time coding which encodes information in the
arrival time of spikes [151].

A spiking neuron’s potential benefits over their non-spiking counterparts can be
summarised as follows:

• sparse activity (neuron spiking is often be zero, reducing communication)

• temporal element to processing (internal states integrate over time)

• energy efficiency (sparse and binary activity saves energy)

• information density (with non rate-based codes single spikes can be information
dense)

• event-driven (offers high temporal resolution and energy efficiency, discussed in
Section 2.3)

• low latency (event-driven input allows rapid processing)
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Figure 2.3: A typical artificial spiking neuron: inputs are discrete spikes, si, in time (a
binary value indicating a spike at time t or not), spikes pass along weighted synapses,
wi, and activation collects at the neuron. The contribution of the weighted inputs is
added to the neuron’s membrane voltage (its internal state, vmem); the membrane volt-
age will decay with time but if enough input is received and it crosses its threshold,
vth, the neuron will release a spike and vmem will be reset to the resting voltage vrest ;
following a spike there is a refractory period, tre f ract , in which the neuron cannot spike
again.
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These benefits are attractive for a number of applications, such as mobile devices with
limited battery size and self driving cars to reduce reaction time. However, the discon-
tinuity of the SNN neuron’s spiking activation proves a challenge to gradient descent
approaches because the derivative is not defined at time of spike and zero otherwise.
Modern approaches tend to use a derivative of the membrane potential rather than
spiking activity, this will be further discussed in Chapter 4.

2.2 Learning how to learn

Gradient descent ascends to greatness

At present, the main approach to imbuing a model with intelligence is via GD (Gradient
Descent), see Figure 2.4. This offers a mathematically grounded way to update the
parameters of a model in a fashion that reduces an objective error. This process of
neural network training begins first with defining a computational structure. Following
this, the derivatives of the model parameters with respect to the error are calculated
and the parameters are updated in the direction the gradient suggests will minimise the
error. However, there are a number of challenges with gradient descent techniques:

• catastrophic forgetting (learning can overwrite previously acquired information)

• requires differentiability (no derivatives, no gradients, no learning)

• only smooth transitions (alters parameters, not creation of new ones or architec-
tural changes)

• vanishing gradients (gradients effectively become zero halting learning)

• exploding gradients (gradients accumulate making weight updates large and caus-
ing unstable learning or numerical overflow)

• saddle points (points within the solution space without gradients)

• hyperparameter sensitivity (slight alterations to learning rate, batch size etc can
significantly effect learning)

• sensitive to initial conditions (the parameters the model begins with shapes the
converged representation)
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There are proposed solutions to these problems, such as batch learning to mitigate
catastrophic forgetting, gradient clipping to limit exploding gradients, skip connec-
tions to limit vanishing gradients and learning with momentum to avoid saddle points.
The Adam (Adaptive moment estimation) optimizer, used in Chapter 5, incorporates
previous gradient calculations to create a per parameter moment for future weight up-
dates that reduces the likelihood of being caught in saddle points and has been shown
to speed up learning [68]. However, the general learning structure remains the same
with a predefined architecture gradually acquiring information during training, which
is incorporated in the model parameters. With representative data this leads to a statis-
tical summary of the data within the model. This is a different paradigm to biological
brains, which process information in real time and explore their predictions actively
rather than passively. This is termed active sensing and describes how information is
acquired through action and is often controlled by attention mechanisms [123]. In real
time scenarios this could enable efficient data acquisition [97] and hypothesis testing,
as opposed to passive streams of information being captured in a statistical model, al-
though machine learning approaches would need to account for this bias in sampling
as the data could no longer be statistically representative.

As progress in the field of machine learning advances, the complexity of the train-
able architectures increases. We have transitioned from single layer networks to multi-
layer networks to CNNs (Convolutional Neural Networks) and recently to transform-
ers [33, 143], LSTMs (Long Short Term Memorys) have also been an important struc-
tural addition to neural networks with regards to temporal processing [52, 110, 121,
135]. Each transition highlights the importance of the topology of the model in con-
trolling the way in which information can be processed, and stored via learning, within
the network. GD offers a great way to update the parameters of a model as the structure
has already been defined. GD allows movement around a continuous solution space.
However, when training relies on the smooth updates of network parameters, this cre-
ates a bottleneck of potential updates. There is no way gradient descent could update a
feedforward network to create a CNN or a transformer as these are non-smooth archi-
tectural transitions. In theory a feedforward network could create the same mapping
as a CNN but it would rely on the data being representative enough that the mapping
is translation invariant. GD also struggles with an SNN neuron’s nonlinearity (as the
derivative is undefined around spiking because of its discontinuity), although there are
a number of proposed solutions to this. The difficulties in training SNNs will be further
expanded in Chapter 4.
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Figure 2.4: An example of a parameter being updated via gradient descent. The gra-
dient of the error with respect to a parameter is calculated at a point and the parameter
(red cross) is updated in the direction that the gradient (black dotted line) points to-
wards reducing error. The parameter is continuously updated this way, possibly even
overshooting the optimal value, until some termination criteria is met.
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Evolution is the old revolution

One potential solution to learning without smooth transitions is the application of evo-
lution to network generation. Evolution does not require a gradient to be able to iterate
and instead relies on a combination of network evaluation, combination and mutation.
Using similar principles as Darwinian evolution, that the fittest have a higher probabil-
ity of passing on their genes and random mutation is a driver of genetic change, evo-
lutionary algorithms can solve tasks without the need for gradient calculation. There
are incremental methods such as NEAT [130] in which the complexity of the agents
is increased with successive generations, although direct encoding methods like this
often suffer from an inability to scale. Indirect encoding methods, in which a single
gene can encode multiple agent parameters, such as hyperNEAT [131], enable larger
networks with complex structures to be formed. The genes allow multiple different
neuron types with a range of activation functions, such as linear, sigmoid, Gaussian
and sinusoidal, to be combined in a network. The network is then queried to determine
the connectivity of a secondary network enabling the creation of complex structured
connectivity. By developing networks in such a way, architectural design does not re-
quire expert knowledge because the learning algorithm is able to adapt. This could
create feedforward or convolutional networks as the task demands. However, gen-
erally evolutionary algorithms struggle when it comes to the fine tuning of network
parameters which is where gradient based methods excel. A combination of gradient
based techniques and evolution, often called learning-to-learn [139], which can have
evolution controlling the initialisation and hyperparameters of the inner-loop gradient
optimisation, has been shown to combine the strengths of both approaches and allow
generalised initialisation and improved fine-tuning of parameters [8, 14].

Online is off-brand

When creating intelligent systems and installing them in robotic scenarios there are a
number of challenges to be faced. The first challenge is the generation of the model.
Current popular development techniques require either the presentation of vast amounts
of data to the learning model, such as in gradient descent methods, or the evaluation of
many candidate models, such as evolutionary algorithms. The commonality between
these approaches is the need for offline network training. This puts a limit on robotic
applications as it requires the learned model to capture everything the robot could en-
counter in its environment. If there was to be some environmental change or damage to
a component there would have had to have been explicit training about such a scenario,
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as well as the ability to detect it, for the robot to be able to adapt its behaviour. Meth-
ods such as data augmentation [125] allow small examples to be extrapolated to many
training examples but often they are translational augmentations or an added variance
to data which cannot capture the full range of possible future situations.

Continuous models continually forget

A common problem with the application of continuous learning is that of catastrophic

forgetting [43]. Parametric learning models, such as GD, require that updates are
passed into existing network parameters. This allows the network to gradually move
towards a position in the solution space with an estimated reduction in error. However,
if care is not taken, this can cause previously learned information to be overwritten.
In standard training regimes batch updates or low learning rates are used to smooth
weight updates over multiple examples which are presented in a random order; this
gradually moves the parameters towards a position in the solution space which reduces
the error across a number of examples, ideally the whole data set. If you were to train
a classification model on each class sequentially then each subsequent class’s weight
updates will be put into the same parameters which stored the previous class’s up-
dates overwriting the previously learned information [69]. This is termed catastrophic

forgetting, which restricts neural networks to narrow intelligence as they cannot learn
tasks sequentially without sacrificing performance on previous tasks [152]. In a robotic
scenario this could prove fatal to operation. An agent trained to interact with an envi-
ronment could forget large amounts of its training if learning was not halted or con-
trolled in some way.

Biology has managed to tackle the problem of continuous learning. Instead of
memories being lost when new things are learnt, they follow very reliable forgetting
curves [36, 98]. Memories are formed and processed during the day to be later consoli-
dated during sleep [132]. It is processes like this of memory formation and subsequent
consolidation that is missed from current machine learning approaches. Generally, gra-
dient descent approaches skip the step of memory formation and jump straight to the
creation of a consolidated model. This works well for scenarios in which a large and
representative sample of the data has been collected for training but struggles in more
dynamic and complex environments, as would be found in real world robotics applica-
tions. This suggests a missing step between the maths and the biology. Mathematical
approaches want a predefined structure which rigorous operations can be applied to,
biological approaches aim for a continuously changing and adapting model with quick
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acquisition of experience. If we wish to iterate machine learning more towards human-
level intelligence then we need to investigate these biological primitives further.

Attention reduces what needs to be attended to

An important primitive that is missed from many machine learning models is that of
attention. It offers an agent the ability to reduce the dimensionality of the problem and
allows computational resource to be focused on the more salient parts of an environ-
ment [93, 97]. At a higher level it can also allow an agent to be attentive to different
goals depending on the situation, which is an executive form of attention. Being able
to better allocate processing power can mean increased processing of important infor-
mation and reduced energy expenditure on irrelevant information. In biology this is
important to reduce energy expenditure, which would mean increased need for food
consumption, and it is especially relevant in machine learning given the energy cost to
train models [105].

Current research has found great computational benefits in the use of transformers
which are a form of attention mechanisms. First they were applied to natural language
processing [143] but have also more recently shown advances in machine vision [33].
They dispense with recurrent connections and convolutions, which are typically used
to facilitate processing of related elements, and display state of the art performance
whilst also being shown to require significantly less time to train, which means energy
and time savings. Transformers are an important step towards instantiating forms of
attention in intelligent systems, although higher level executive attention is still yet to
be displayed.

2.3 The medium matters

Machine learning models are typically run on CPUs, GPUs or TPUs. Their focus is
generally on the calculation of matrix multiplications as neural network activations and
connections are often expressed as vectors and matrices. Their specialised hardware
allows many computations to be done per second but it is far from how a biological
brain behaves. There is significantly sparser connectivity in the human brain compared
to the all-to-all connections you find in typical machine learning architectures. The
spiking nature of biological neurons also means activity is sparse in time too. This
construction creates inefficiencies in matrix operations as they do not account for the
spatial and temporal sparsity. This leads to more calculations performed per operation
than is necessary as many elements are zero and therefore have no effect on the result.
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Figure 2.5: The middle plot shows an input data stream, this can be imagined as a
single photo sensitive element of a charge-coupled device (CCD). The top plot shows
an example of how a frame-based sensor would collect information from the sensor;
with regularity in time the current value of the sensor is recorded. The bottom plot
shows how an event-based sensor records data; the current value is set following a
threshold crossing and when the value next moves a threshold distance away from
the stored value an event is triggered. An ON event (green) signifies the value is a
threshold above the stored value and an OFF event (red) signifies it went a threshold
below the stored value. The red lines connecting dots gives a rough example of how
the signal could be reconstructed from the stored values. Both frame-based and event-
based sensors recorded 10 data points yet the event-based sensor retains more of the
original signal, owing to its asynchronous sensing, and filters the relatively quiescent
parts.
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Sensing a change

There is increased attention given to event-based sensors. These are sensors which
represent their inputs as an asynchronous stream of discrete, typically ON and OFF,
events rather than the constant stream of data seen in traditional sensors, such as RGB
cameras. Figure 2.5 shows a comparative example of frame-based and event-based
sensors receiving an input stream. Although event-based sensors only store ON and
OFF events they can be interpolated to achieve a representative reconstruction of the
original signal. This is in part a result of the asynchronous sensor, which has a signif-
icantly lower latency than frame-based cameras enabling fast contrast changes to be
captured. Frame-based sensors save the continuous sensor reading for each frame but
the relatively high latency means quick fluctuations in the sensor are not captured. Dur-
ing periods when the sensor value does not change the frame-based sensor continues
to record values, which is less computationally efficient compared to the event-based
sensor, which would not produces events.

By also providing an input stream which is encoded as discrete spikes, as is done
with the event-based sensor, an entire data processing pipeline can be made which is
biologically inspired, where inputs encoded as events are passed through a sparsely
connected and active network to produce an output. The event-based nature of the
computation could reduce the number of timesteps which are needed for inference
leading to increased response time. A movement needs to be made from constant com-
putation to event-based computation where updates are only performed in the presence
of events. Sparse activity and connections could significantly reduce the cost of infer-
ence. This is of particular importance when you consider the energy budget of large
deep learning models [105]. The amount of computation used to train deep learning
models is doubling approximately every 3.4 months [5], if this trend continues the en-
ergy required to train these models will become staggering. The estimated energy to
train GPT-3 was 1287MWh [106], with the average domestic electricity consumption
per year of an English household at 4MWh [4]. This means the energy used to train
GPT-3 could have provided a year of electricity to around 320 English households.

Brain-like computers

Neuromorphic computers offer a solution to biologically plausible processing by struc-
turing their computational framework to better match biology. The word neuromorphic
means ‘brain like’ and neuromorphic systems aim to create computers that better match
the operation and power efficiency of the neuronal architectures, rather than treating
them as elements in matrices to perform operations on. There are a number of potential
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Figure 2.6: A labelled SpiNNaker chip. Not shown is the DTCM (Data Tightly-
Coupled Memory) which is physically mounted on top of the cores and router and
stitch-bonded to it.

solutions from analogue chips which have passive electrical components whose com-
bined behaviour emulates neurons [22, 122], to digital chips with configurable cores
capable of simulating a range of learning rules and neuron types [28, 46].

The neuromorphic hardware used in this work is SpiNNaker [45], a highly par-
allel digital computing platform. A single chip has 18 interconnected ARM968 pro-
cessors with 64kBytes of DTCM for data memory and 32kBytes of ITCM (Instruc-
tion Tightly-Coupled Memory) for instruction memory locally at each core. There is
also 128MBytes of SDRAM (Synchronous Dynamic Random-Access Memory) shared
across all cores on a single chip, see Figure 2.6 for a chip schematic. Using a Globally
Asynchronous Locally Synchronous approach, each chip is connected to 6 neighbour-
ing chips. Following the AER (Address Event Representation), communication across
the SpiNNaker machine is in the form of small packets containing either 32 or 64 bits
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Figure 2.7: Each core is capable of simulating up to 1000 neurons, 18 cores compose
a SpiNNaker chip, 48 chips are on a single SpiNN5 board, 24 boards are in a rack with
5 racks per cabinet for a total of 10 cabinets. In total this means the over 1 million core
machine could in theory simulate around 1 billion neurons.

of data. Typically, the only information in a packet is the information about the source
location which is used for routing and eventually neuron updates. This is similar to the
biological brain in which spikes/events do not communicate information apart from
knowledge the source node emitted a spike/event which is then broadcast to all con-
nected nodes. 48 interconnected chips compose a SpiNNaker board which can also
be interconnected enabling many more cores to operate in parallel, as on the million
core SpiNNaker machine, see Figure 2.7 for a broken down version of the scale of the
million core machine. In theory this could simulate up to 1 billion neurons which is
equivalent to around 10 mouse brains or 1% of a human brain.

SpiNNaker presents an ideal platform for biologically plausible algorithms. Its
communication fabric possesses many of the same qualities as the biological brain,
namely: information is communicated through packets, data is mainly available lo-
cally and operation is in real-time. It is a digital and programmable computational
resource, which lends a high level of configurability to simulations. Its real-time oper-
ation also makes it ideal for robotics applications, though, when looking at the current
state-of-the-art machine learning approaches towards training, which involve many
thousands of presentations of inputs to a model, running at real-time can be seen as
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a disadvantage. It is for this reason that different paradigms of learning must be ex-
plored, the biological brain does not require the many thousands of presentations of
inputs to grasp certain concepts and only operates in real-time.

2.4 Summary

The brain is one of the most complex structures in the known universe and under-
standing it will likely be a never ending task. Humans have abstracted away important
elements of brain cognition, most notably neural networks, but there is still a large
chasm between the ANNs (Artificial Neural Networks) used in machine learning and
the biological neurons present in the brain, and likely an even larger difference be-
tween the algorithms used to train them. Geoffrey Hinton, one of the pioneers of BP
(Back-Propagation), is quoted as saying he is "deeply suspicious" of BP and "My view
is throw it all away and start again" [80]. It is the dependence on labelled data that
Hinton is justifying the need for abandoning BP for, something that is not required
for much learning in the brain. An eye must be kept towards biology and we must
be cautious of becoming over reliant on existing mathematical tools to develop neural
architectures.

The following chapters will explore a number of biologically inspired mechanisms
of neural processing. First, an entirely event based implementation of a visual attention
system on the SpiNNaker neuromorphic hardware will be presented. Following this
an implementation of the biologically plausible alternative to the BP algorithm, e-
prop, will be instantiated on SpiNNaker to explore its effectiveness and limitations
of learning online on neuromorphics with only locally available information. Next, a
model of dendritic nonlinearities will be integrated with a neurogenesis mechanism to
create a gradient free learning architecture in a biologically inspired way. Finally, the
work will be concluded and possible future work discussed.



Chapter 3

Visual attention

3.1 Introduction

Overt and covert

Attention covers a range a definitions which have different interpretations depending
on the context. One of the most fundamental ways to divide classes of attention mech-
anisms is into overt and covert. Overt is where focus is actively brought towards the
most salient stimuli, this could be foveating the eyes towards a position in the visual
field. This is of particular importance in biological contexts as the centre of the fovea
has the highest density of receptors and therefore higher resolution processing is done
on objects centred in the visual field. In robotic contexts this is less important as the
visual field generally has a uniform packing of photoreceptors. Covert attention is
where focus is brought toward a part of the visual field without the moving of the eyes,
such as with saliency map generation (to be discussed later). This is generally how
attention works in robotics and machine learning contexts as often the inputs are fixed
and it is selectivity to them that is modified rather than alterations to their resolution or
a movement of the visual field. Visual transformers [33, 143] always receive all inputs
and it is only the weighted vector representation of them that is is processed rather than
any down or up sampling that is taking place.

Attentive in and out

A key aspect of attention is to guide processing in an effort to better allocate com-
putational resource. This processes can be exogenous, produced outside, and driven
by low level stimuli, such as a bright object moving fast across your visual field; this
is sometimes referred to as bottom up attention. The alternative is endogenous, pro-
duced inside, and driven by high level features derived from goals and desires; this is

46
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sometimes called top down attention. Both are important to survival, you want to be
able to react quickly to stimuli without it needing to be relevant to the current goal and
you want to be able to direct attention providing more computational resource towards
stimuli related to complex goals. There is also a higher level of attention which is re-
ferred to as executive attention, this is a mechanism which allows switching between
goals and moving focus between different tasks and subtasks.

All modalities of attention are important for efficient processing and action se-
lection. This chapter explores the application of biologically motivated concepts of
attention and their application to a robotic context. It falls into the category of covert
attention as the visual field is not moved during the experimentation; the processing
outputs a saliency map of the environment. It is driven by high level features, putting
it somewhere between exogenous and endogenous attention. Exploring how biologi-
cal primitives drive attention in the absence of learning mechanisms allows unbiased
inferences to be made about how features can drive attention. The design of future
learned attention architectures can then be influenced by the conclusions drawn, anal-
ogous to how CNNs (Convolutional Neural Networks) are influenced by the structures
in the visual system but their shared weights for learning are not biologically plausi-
ble [44, 60].

3.2 Background

Visual attention guides the perception of the environment [83]. It is a mechanism
that selects relevant parts of the scene to sequentially allocate the limited available
computational resources to smaller regions of the field of view. In the animal world,
this is coupled with eye movements, aimed to sequentially centre the selected region
within the highest resolution region of the retina [141]. The detailed analysis only of
salient regions of the visual field can dramatically reduce the computational load of
processing the full visual field at once. In a similar manner, a robot working in real-
time can exploit visual attention advantageously to optimise the use of computational
resources.

Machine attention

The motivation of this work is to develop an attention system, which can produce a re-
duction in computational loads for autonomous systems. Robots, such as the humanoid
robot iCub [89], would need to generate a fast and precise response autonomously to
interact with the environment when reacting to external stimuli. Recent studies in
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computer vision have exploited the concept of attention for different tasks: classify-
ing MNIST handwritten numbers only on regions of interest (ROIs) of the visual field
with the 1.07% error [93] (making the visual processing invariant to input dimension),
fixation prediction adding audio cues [90], visual search [91], and object recognition,
where it has been demonstrated that attentional selection (based on saliency) increases
the number of objects that can be identified in a visual scene [119].

Attention has attracted interest since the first psychological experiments where
Yarbus et al. [150] were recording the fixation points of subjects examining different
pictures. Since then, attention has been modelled in order to understand its under-
lying neural implementation, and to equip artificial agents with similar capability to
obtain a reasonable perception of the scene [64]. Biological attention is a complex
mechanism that results from the interplay of a bottom-up process that is driven by the
physical characteristic of the stimuli and top-down effects that depends on priors and
goals [149]. Diverse studies tried to model the bottom-up components of attention.
Some proposed the use of the saliency map formalism [37, 109, 140]. A saliency map
is the representation of visual saliency in a scene, where each item appears to be inter-
esting (salient) based on the observer’s visual exploration [70]. Specifically, selective
attention extracts features from the environment and explains the situation as fast as
possible filtering what is not necessary to understand the scene [86].

Model attention models

The widely used feature-based saliency model [64] extracts in parallel multiple dif-
ferent visual features and finds regions of high contrast within each feature channel.
Their contribution defines the saliency of each point in the field of view. The weight
of each feature map can be modulated to model the effect of top-down mechanisms
competing with each other for the representation of the scene. This model was then
augmented [144], by integrating principles of perceptual grouping of individual com-
ponents that reflect “Gestalt laws” as proximity, common fate, good continuity and
closure [72]. These principles give perceptual saliency to regions of the visual field
that can be perceived as "proto-objects" [71, 134].

A proto-object describes regions of the visual field that may correspond to real
objects in the physical world, referring to the human ability to organise part of the
retina stimuli into structures [102]. The work of Russell et al. [118] improved [144]
by creating a filter capable of detecting partial contours. Recent studies added other
sources of information to the proto-object model such as motion [94], depth [58] and
texture [142]. Further, a new line of research has started to develop these types of
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models using event-driven cameras as input. In these cameras, the contrast change
in the scene is output asynchronously, with high temporal resolution, low latency, and
most importantly, a reduced data rate. For a real-time application in a robotics scenario,
this leads to a faster response given the low processing required [49, 112].

An event for the senses

Adams et. al. [3] exploited the AER (Address Event Representation) and the neuromor-
phic platform SpiNNaker to allow the humanoid robot iCub [89] to perform real-world
tasks fixating attention upon a selected stimulus. Rea et. al. [111] exploited visual at-
tention for a bio-inspired pipeline using event-driven cameras (ATIS cameras) [108]
mounted on iCub, the neuromorphic robot [7]. This implementation [111] exploits the
low latency of the event-based cameras, further increasing the speed of the response
towards online attention, but does not include the proto-object concept, that was later
included by modifying a frame-based proto-object model [118] in a way that is suitable
for event-based cameras [63].

The implementation proposed by Iacono et al. [63] adapts the proto-object model
based on RGB cameras to event-driven input, using the contrast feature maps naturally
encoded by event-driven cameras. However that work did not fully exploit the ad-
vantages given by the event-based sensor. In fact events were accumulated over time
generating frames that were then processed using a GPU. In an attempt to decrease
latency and computational cost the model proposed in [63] was implemented on the
SpiNNaker neuromorphic computing platform [46] that is able to properly exploit the
asynchronous output of the event-based cameras. SpiNNaker is a dedicated neuromor-
phic computational device which provides a digital platform to model SNNs (Spiking
Neural Networks) at large scale in real time. Using an asynchronous and highly paral-
lel architecture, large numbers of small data packets can be processed, which in most
applications represent spikes being sent between biological neurons. This provides an
ideal computational tool for event based processing.

The neuromorphic platform supports asynchronous spiking models that propagate
events from the sensors in the network. Such models yield minimum processing la-
tency, most of which depends on the propagation across layers and on the accumula-
tion of sufficient information [20]. The contribution of this work is the validation of
the model implemented in a biologically plausible way on SpiNNaker (SNNevProto)
through a direct comparison with the event-driven proto-object (PyTevProto) (i.e. its
counterpart implemented on GPU using PyTorch). The two models are compared us-
ing the data set from [63] (SalMapIROS) and are both benchmarked against human
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fixation maps [76]. Analysis of the trade off between accuracy, number of neurons,
computational cost and latency is performed.

3.3 Event-based SNN proto-object model of saliency

The model before the event

This work takes inspiration from the bio-inspired saliency-based proto-object model
for frame-based cameras initially proposed by Russell et al. [118] and its event-camera
adaptation [63]. The former is composed of three channels: intensity, colour oppo-
nency and orientation, competing with each other to represent the scene. Its core is
composed of four layers: Center Surround Pyramids (CSP), Edge Pyramids, Border
Ownership and the Grouping Pyramid (see Figure 3.1). The term pyramid indicates
that it exists at multiple spatial scales.

The CSP layer convolves the input image with a difference of Gaussians kernel
to detect regions in the scene with either positive or negative contrast, emulating the
Center Surround (or Bipolar) cells present in the retina [18, 61]. The difference of
Gaussians kernel has a strong weight in the middle and a weaker inverse sign weight
surrounding it to respond to points of high contrast. In parallel, the system convolves
the RGB image with Gabor filters, emulating the edge extraction done by the Primary
Visual Cortex [74], creating the Edge Pyramids. The Border Ownership and Grouping
Pyramid implement the ‘Gestalt laws’ of continuity and figure-ground segmentation,
mimicking the neurons in the Secondary Visual Cortex area, which are mostly selective
to edges [155]. This groups previous inputs to create a response to contours, the Border
Ownership layer, and then closed contours, the Grouping layer. All the computation
steps are performed at several scales to obtain object size invariance/tolerance.

In the Border Ownership layer the output of the CSP is convolved with curved
VM filters (see Figure 3.2). The convolution with four different orientations of the
filter detects partial contours of objects. All filters in the same location are connected
via inhibitory connections to each other creating local competition for the dominant
orientation. The output is then pooled by the Grouping Pyramid which combines op-
positely rotated contours oriented to the same centre forming a partially closed contour.
Closed contour activity is captured by the proto-object neurons whose combined ac-
tivity creates the saliency map. In [63] this model was adapted to run using the output
of event-driven cameras. Here it is taken a step further, implementing the model with
spiking neurons on neuromorphic hardware.
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Figure 3.1: An overview of the model architectures for the PyTevProto (on the left) and
the SNNevProto (on the right). The events are split based on the polarity and fed into
the two models as input. The event-based model generates different scales by subsam-
pling the "event-frame" and creating a pyramid. The resulting scaled "event-frames"
are convolved with VM (Von Mises) filters at 4 different orientations (Border Owner-
ship Pyramid) and grouped at the Grouping Layer which processes the input with the
two layers of Border Ownership and Grouping Pyramids. The red lines are inhibitory
signals. The spike-based implementation processes the events asynchronously exploit-
ing layers of VM shaped neuron receptive fields at different scales and rotations. The
Proto-Object Neurons (Grouping Pyramid Layer) integrate the response connecting
VM filters with opposite rotation and pool the response from different scales. The
outcome of both models is the saliency map.

Figure 3.2: Representation of the VM filter described in Eq. 3.1 at 0 ◦
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Figure 3.3: Representation of a VM layer and its connections. Each VM filter is split
into 4 sections all connected to the same Filter neuron. The blue area around the
"active" part of the neuron (the moon shaped yellow region) is connected to the Filter
neuron with an Inhibitory connection (red lines). This stage of the model represents
the Border Ownership pyramids detecting closed contours. Two complementary VM
filters with opposite orientation are then connected to the same Proto-Object Neuron
(Grouping Pyramid) to identify possible proto-objects. This structure is repeated for
each layer with different orientations of the filter: 0◦, 45◦, 90◦ and 135◦.

The event that changed it all

Event-driven cameras’ pixels asynchronously produce an event every time a local il-
lumination change occurs larger than a set threshold, providing the information of
positive or negative change in contrast. As such, they perform an inherent operation
of edge extraction that can functionally be equivalent to the edge extraction performed
by center-surround (CS) cells in the frame-based model. Similar contrast change in-
formation is provided by the CS cells [124]. The event-driven camera does not obtain
the local contrast change due to lateral inhibition as in the CS cells, but rather due to
the relative motion between the camera and the scene. The two processes are different
but the related outcome, the edge extraction and the contrast information, are similar.

PyTorch lights the way to the event

The inherent capabilities of event-based cameras can be used as substitutes for the first
two layers of processing in the event-based version of the saliency-based model [63]:
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center-surround filtering and edge extraction. Assuming a dynamic scene where a dark
object is moving over a white background the leading edge would produce negative
events and the trailing edge positive events, therefore providing information about the
object contrast with respect to the background.

In the PyTevProto model implementation running on a GPU, the output from the
event-based cameras is used to create frames of events divided into positive and nega-
tive polarity. The frames of events are fed into the Border Ownership layer following
the process explained above. The pipeline following the event-based camera is not
spike-based and contains no inhibitory connections, as implemented in the following
SNN model.

Event-based through and through

This work proposes a new fully spike based pipeline, with dedicated neuromorphic
hardware, to improve the speed and reduce the latency of the model, dubbed SNNevProto.
Code is available at https://github.com/adamgoodtime/SpiNNiCub. The SpiNNaker
neuromorphic platform [46] acts as a computation medium modelling the SNN in a
feedforward architecture (see Figure 3.1). The SpiNNaker IF_curr_exp neural model
mimics the cells as populations of current-based leaky integrate and fire neurons, the
default PyNN parameters are used [29]. These neurons process the data coming from
the ATIS cameras in the form of events carrying the information of the position in the
visual field, polarity (positive or negative contrast change, although they are treated
uniformly by the model) and the timestamp of the event.

A full pipeline of SNNevProto can be seen in Figure 3.3. Events are passes into
the convolved VM filter segments, on SpiNNaker this is created using the KernelCon-
nector to speed up loading onto the machine. All delays throughout the model are
set to 1ms, the timestep of the SpiNNaker simulation. The output of these neurons
is combined to create the overall VM filter activity and passed into the filter neuron.
The area surrounding the VM is also connected with inhibitory connections to the filter
neuron to increase the selectivity of the kernel, in contrast to PyTevProto which did not
possess these connections. Complementary filters are then grouped and their activity
is passed into the proto-object neuron whose firing creates the saliency map output by
the model.

The VM filter, shown in Figure 3.2, is a kernel designed to respond to curved edges
that can potentially delimit a closed area. They are formalised as a curve (Equation 3.1)
with the largest value at its midpoint providing the ideal shape to respond to closed
contours:

https://github.com/adamgoodtime/SpiNNiCub
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V Mθ(x,y) =
exp(ρ ·R0 · cos(arctan2(−y,x)−θ)

I0(
√

x2 + y2−R0)
(3.1)

Where x and y are the kernel coordinates with origin in the centre of the filter, R0

is the radius of the filter, ρ determines the arc length of active pixels in the kernel
allowing the convexity of the kernel to change, θ its orientation and I0 is the modified
Bessel Function of the first kind [6]. The VM output is then thresholded to reduce
sensitivity to localised activity:

e(x,y) =

1 for V Mθ(x,y)> 0.75

−1 else
(3.2)

Where e(x,y) describes whether the pixel at (x, y) is connected to the filter neuron with
excitatory synapses (e(x,y) = 1) or inhibitory synapses (e(x,y) =−1) (see Figure 3.3).
Connection weights, w, are determined using Equation 3.3 where n is the size of the
pre-synaptic population and p is the percentage firing threshold for that particular pro-
jection between populations. A value of 5µS is chosen as it is the minimum weight
at which one excitatory input spike produces a spike in the post-synaptic neuron in
this implementation of conductance based neurons. As varied kernel sizes are used
in the different pyramids, this provides a way to scale weights in a way invariant to
filter size and instead a percentage of the population that must fire to produce the same
downstream effect. Inhibitory connections are scaled using the same method, but do
not produce a post-synaptic spike. Values of the percentage firing thresholds of con-
nection weights can be found in Table 3.1. The filters are used as convolutional kernels
which are tiled over the whole image.

w =
5
pn

(3.3)

A spiking model

This implementation of the model is an SNN where the first layer is covered with VM
filters spaced with strides relative to their size. Consequently, each VM filter has its
own receptive field onto the input layer. Therefore each incoming event triggers a
specific pixel belonging to one filter. Each VM filter is composed of four rotationally
distributed segments. As the inputs are discrete spikes generated by an event-based
camera it is possible for noise and other artefacts to produce a high number of events
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input->segment segment->filter input->filter filter->proto-object

0.02% 0.8% 0.0013% 0.75%

Table 3.1: The percentage firing thresholds for different population connections,
input->filter is the only inhibitory connection. Percentage firing threshold is the per-
centage of the pre-synaptic population that need to fire to produce a spike in the post-
synaptic population. Inhibitory connections do not induce a spike but are scaled in the
same fashion. This metric is used to standardise weights across varying convolutional
kernel sizes.

in a small area unrelated to the visual scene. Splitting the VM filter into four sec-
tions helps to reduce the sensitivity to localised activity, aiding the filter to respond
more selectively to input spikes arranged in the shape of the VM. As the strides of the
convolutional kernels are relatively large, appropriate control of VM filter activity is
important to reduce undesired spikes and, therefore, inaccurate saliency map genera-
tion.

Each filter segment is connected to a neuron representing the entire VM filter. The
refractory periods of the segment neurons and input weights to the filter neuron are
balanced to require all segments to fire within a narrow temporal window to produce
a spike. In addition, all spikes within the filter region that are not part of the VM
kernel will have an inhibitory contribution to the combined filter neuron, effectively
increasing the selectivity to the VM shape (see Figure 3.2).

The grouping cells, called proto-object neurons, pool the output of VM comple-
mentary cells that form a closed contour representing proto-objects (see Figure 3.3).
The output of the convolution, and the subsequent output of the proto-objects which
form the saliency map, are all represented as spikes emitted by a neuron. The filters ex-
ist in 4 rotation pairs with their complementary filters rotated 180◦, evenly distributed
from 0-135◦, and in 5 spatial scales (104, 73, 51, 36, 25 pixels2).

Over each layer the VM filters are placed overlapped with each other. Overlap
is related to stride used in the convolutional layers of neural networks. Instead of
measuring how much the filter has shifted relative to the previous filter it measures
how much it is overlapping with the previous filter, which makes it filter size invariant.
The overlap among the VM filters is important to define the robustness of the model. In
biology, cell receptive fields are often overlapped for robustness, ensuring a response
even if a cell no longer functions [40, 128]. Over time, overlapping cells have been
used as a way to avoid the aliasing problem in bio-inspired models [21].

The OL (Overlap) percentage increases resolution and accuracy and it is directly
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linked to the number of neurons required in the implementation and, hence, its power
and computational cost (see Table 3.4). It was therefore decided to use the OL as
a parameter of the model to be explored. A percentage is used to ensure a uniform
overlap at multiple spatial scales.

Each VM filter is connected with its mirrored counterpart (VM in Figure 3.3) of
the opposite side creating a sub-population. All projections between sub-populations
share a common weight as described in Equation 3.3. This approach is analogous to
tuning the percentage of the pre-synaptic neurons that must fire to produce a spike in
the post-synaptic neuron of the next layer. A list of percentage firing thresholds for
population projects can be found in Table 3.1. This stage of the SNNevProto mimics
the Border Ownership Pyramid in [118].

A similar process to the Border Ownership in [118] pools the activity of mirrored
VM filter orientations into a single neuron. The combined filter neuron has maximal
activation at the presentation of a closed surface of the same size as the convolution
filter size. Following the Gestalt principles [72] this represents detection of a proto-
object.

The proto-object spikes are added to a combined saliency map with their energy
spread over the surrounding pixels using a 2D Gaussian distribution with standard
deviation a third of the filter size in pixels. Therefore, a pooling stage mimicking
the Grouping Pyramid is computed making the response size invariant. Values from
all scales and the four pairs of rotations are pooled together to produce a combined
saliency map.

3.4 Experiments and Results

The SNNevProto, the SpiNNaker implementation of the proto-object attention model,
was validated by comparing its performance with PyTevProto, the PyTorch GPU im-
plementation [63]. The system is further benchmarked using the Human 2D fixation
maps of the NUS-3D dataset [76], obtained recording the eye movements of 14 sub-
jects observing the images of the dataset and averaging their scan paths to create a
combined saliency map.

The characterisation compares the responses from the two models qualitatively,
showing the strength and the weaknesses of each system. Next, quantitatively, the
response was compared between the SNNevProto and the PyTevProto using the latter
model as the baseline. The best set of parameters were searched for, exploring different
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Example # Input stimulus PyTevProto SalMap SNNevProto SalMap

1

2

3

4

Figure 3.4: Qualitative comparison of the PyTevProto and the SNNevProto. From the
left column to the right column: the example number, an RGB image representing the
scene shown to iCub (the input stimulus), PyTevProto saliency map and SNNevProto
saliency map. These examples are a selection from 13 scenarios of the SalMapIROS
dataset. The events are recorded directly from the event-driven cameras mounted on
iCub’s eyes. The objects and the 2D printed patterns are placed on a desk in front of the
robot. The RGB input images are only for a better visualisation of the input stimulus.
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Example # Input stimulus PyTevProto SalMap SNNevProto SalMap

1

2

Table 3.2: Qualitative comparison among the PyTevProto and the SNNevProto. From
the left column to the right column: the example number, a RGB image represent-
ing the scene shown to iCub (the input stimulus), PyTevProto saliency map and
SNNevProto saliency map. This table shows only results from clutter experiments
of the SalMapIROS dataset. The events are recorded directly from the event-driven
cameras mounted on iCub’s eyes. The objects and the 2D printed patterns are placed
on a desk in front of the robot.

OL percentages of the VM filters on each layer and the best inhibition value. Increas-
ing the overlap is equivalent increasing the resolution of the model and, therefore,
exploring this parameter determines how important resolution is to the final output.
Increasing inhibition increases how selective each filter is to the specific VM shape.

The experiments

To characterise the response, this analysis exploits the SalMapIROS dataset which
contains patterns and robotic scenarios with objects and clutter in the scene. The
SalMapIROS dataset is obtained recording the events coming from the event-driven
cameras mounted on iCub looking at different scenes with real objects or 2D printed
patterns. The robot performs small circular periodic stereotyped ocular movements to
generate stimulus-dependent activity from event-driven cameras for static scenes.

To estimate the selectivity to a range of sizes a pattern representing circles of dif-
ferent dimensions was used (see Figure 3.4, third row). The other two patterns in
Figure 3.4 (first and second row) describe the definition of non proto-object and proto-
object exploiting the design used by [118]. The proto-object is represented by the four
corners facing each other forming closed contours reminiscent of a square shape. The
remaining pictures see objects of different sizes over a desk (fourth row) to study the
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Metrics

Normalized Scanpath Saliency (NSS)
CC approximation, good for saliency
evaluation.

Area under ROC Curve (AUC)
Invariant to monotonic transformations,
driven by high-valued predictions.
Good for detection applications.

Pearson’s Correlation Coefficient
(CC)

Linear correlation between the predic-
tion and human fixation distributions.
Treats false positives and false negatives
symmetrically.

Similarity (SIM)
Similarity computation between his-
tograms, more sensitive to false nega-
tives than false positives.

Structural Similarity (SSIM)
Similarity among images, highly sensi-
tive to structural changes.

Mean Square Error (MSE)
Similarity among images, global com-
parison.

Table 3.3: Metrics summary. This table takes inspiration from [19]

OL% # of neurons # of SpiNNaker boards
10% 10428 3
20% 12000 3
30% 15801 3
40% 22266 3
50% 30306 6
60% 48878 6
70% 82084 12
80% 176248 24

Table 3.4: Table showing the number of neurons and SpiNNaker boards required given
a percentage of overlapping (OL) for the VM filters. The spalloc server was used to
run these jobs which allocates boards in multiples of 3.
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(a)

(b)

Figure 3.5: Comparison with different metrics evaluating the similarity between
the SNNevProto saliency maps and the PyTevProto saliency maps [63] using the
SalMapIROS dataset exploring different OL percentages (a) exploring a range of inhi-
bition percentage firing thresholds (b) (%/µS conductances) with fixed OL percentage
at 60%. The metrics used are: the Normalized Scanpath Saliency (NSS), Area under
the ROC Curve (AUC-Borji) & (AUC-Judd), Pearson’s Correlation Coefficient (CC)
and Similarity (SIM) [15, 16, 19, 65], Structural Similarity (SSIM) and Mean Square
Error (MSE). A higher score is better for all excluding the MSE where the lower score
determines similarity.
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applicability of the system in a scenario where the robot is interacting with items in the
scene. Table 3.2 shows two cases of simple clutter represented by a pattern and a bag
of nails alongside with an object (a puck).

Qualitative response

Figure 3.4 and Table 3.2 qualitatively show the saliency map from the two models on
some samples of the SalMapIROS dataset. Overall, the response from the models is
coherent and both implementations detect the objects in the scene. In Figure 3.4 the
response from the SNNevProto is more sparse and localised over the targets which is
helpful if a robot needs to locate and reach the object. The PyTevProto does not cor-
rectly get rid of the clutter in Figure 3.2 (first row) but does in Figure 3.2 (second row).
The SNNevProto instead successfully discards clutter in both cases. This result shows
robustness to clutter of the SNN model. This behaviour was achieved by tuning the
level of inhibition, which PyTevProto does not possess as it does not contain inhibitory
connections. By balancing inhibition appropriately the filter can be made selective to
the VM kernel shape without silencing the firing of the filter neurons. As the clutter
did not contain the specific contours the VM filter is selective to, the inhibition effec-
tively suppresses firing from the filter neurons. PyTevProto does not possess inhibitory
connections and therefore is not a selective to the VM shape.

Fastest model in the West

The SalMapIROS dataset has been used also to obtain data related to the latency mea-
surements. As the SpiNNaker simulation is run in real-time, latency is both walk-
clock time and simulated time. The results in Table 3.5 show the amount of time
needed to obtain spikes from the proto-object neurons, which compose the saliency
map, given an input. Each sample is obtained by waiting for the onset of input spikes
following a quiescent period and measuring the time taken for activity to flow out of
the model. This allows the delay of input spike to consequential output spike to be
most clearly extracted. The average latency is 18.5ms (2.40ms standard deviation) and
19.2ms (3.37ms standard deviation) for the second set of samples, compared with the
∼120ms needed on average for the PyTevProto model to obtain a saliency map of the
scene.

Quantitative response

Figure 3.5a shows the comparison between the SNNevProto and the PyTevProto saliency
maps using the SalMapIROS dataset. The similarity was evaluated among the out-
comes using Normalized Scanpath Saliency (NSS), Area under the ROC Curve (AUC-
Borji) & (AUC-Judd), Pearson’s Correlation Coefficient (CC) and Similarity (SIM) [15,
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Image # NUS3D RGB image SNNevProto SalMap NUS3D Fixation Map

23

6

91

Figure 3.6: Representation of examples from the NUS3D (robot scenario) dataset.
The three columns represent the input RGB image, the outcome from the SNNevProto
and the related ground truth from the NUS3D dataset. These examples show how the
model performs when the observer fixation maps focus on objects. The response from
the model is with 60% OL and 0.013 inhibition.

Image # NUS3D RGB image SNNevProto SalMap NUS3D Fixation Map

238

468

558

Figure 3.7: Representation of random chosen examples from the NUS3D (random
subset) dataset. The three columns represent the input RGB image, the outcome from
the SNNevProto and the related ground truth from the NUS3D dataset. These examples
show how the model performs when the observer fixation maps are sparse and unclear.
The response from the model is with 60% OL and 0.013 inhibition.
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(a) (b)

Figure 3.8: Comparison with different metrics evaluating the similarity of the
SNNevProto saliency maps with the NUS3D fixation maps (ground truth) [76] in two
different subsets (robot scenario (a) and random subset (b)) for different OL percent-
ages. The metrics used are: the Normalized Scanpath Saliency (NSS), Area under the
ROC Curve (AUC-Borji) & (AUC-Judd), Pearson’s Correlation Coefficient (CC) and
Similarity (SIM) [15, 16, 19, 65], Structural Similarity (SSIM) and Mean Square Er-
ror (MSE). A higher score is better for all excluding the MSE where the lower score
determines similarity.

16, 19, 65], Structural Similarity (SSIM) and Mean Square Error (MSE) (see Ta-
ble 3.3 for a summary of each metric). These metrics are computed to compare the
saliency maps to the human fixation maps, following standard analysis methods in the
literature[15, 16, 19, 65]. A single saliency map cannot perform well in all the metrics
since they judge different aspects of the similarity between average human saliency
and predicted saliency map [75]. These metrics offer a way to determine how well a
saliency-based model approximates human eye fixations.

The properties of the chosen images for the benchmark, such as dataset bias (centre
biasing, blur and scale), probabilistic input and spatial deviations, affect the result of
the metrics [19]. Saliency based models can include such properties. In this work
the robot needs to detect objects of different sizes to potentially interact with them.
In fact, the SNNevProto only focuses on the scale of the objects rather than other
properties. MSE and SSIM are metrics used in classical computer vision to explore
the similarity among images. MSE estimates the error between two images and it is a
global comparison, and the SSIM estimates the similarity between two images taking
into account structural changes in the images.

There is not a significant difference over the OL percentages comparing the saliency
maps between the SNNevProto and the baseline (PyTevProto). Only AUC-JUDD and
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dataset # First sample latency [ms] Second Sample latency [ms]
1 18 19
2 18 18
3 17 18
4 22 29
5 18 15
6 21 19
7 15 17
8 14 16
9 18 19
10 19 20
11 19 20
12 22 19
13 20 21

average 18.5±2.40 19.2±3.37

Table 3.5: Results of latency in milliseconds for different datasets of SalMapIROS. The
test is done measuring the latency of two different samples for each dataset. Each row
represents a dataset used to measure the latency in two separate samples. Each dataset
represents static and dynamic objects placed in front of iCub (such as a paddle, a puck,
calibration circles, proto-object patterns, a mouse, a cup and clutter (see Fig. 3.4)

SIM slightly increased with increasing the OL percentage. Although there is not a
remarkable increment 60% OL was chosen to explore the inhibition parameter (%/µS
conductances). 60% OL represents a good compromise between the robustness of the
model, ensuring enough overlap to cover the whole visual field without losing any area
of the visual field, the number of SpiNNaker boards needed (see Table 3.4) and the
results obtained. Each significant increment of neurons causes an increase in the num-
ber of SpiNNaker boards required. Nevertheless, the number of neurons required does
not affect the latency of the model because the pipeline remains unaltered. Figure 3.5b
explores a range of different inhibitions showing again no significant incremental or
decremental trend. Only SIM and CC show a slight improvement with increasing the
inhibition parameter (decreasing the magnitude of inhibition as an increased percent-
age firing threshold means more spikes are required to produce the same effect). The
results exhibit a stable response exploring different parameters showing no need to
create a complex network with a large number of neurons to get usable saliency maps.
Overall SSIM and AUC-JUDD seem the best metrics to explain the saliency map re-
sults.
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Let’s fixate on human fixation

Along with the characterisation where the response of this implementation is compared
with the PyTevProto, the response from the model was evaluated by benchmarking the
saliency maps with the human fixation maps provided by the NUS-3D dataset [76].
The investigation includes the comparison between the saliency maps generated by the
SNNevProto and the fixation maps qualitatively and quantitatively evaluating the sim-
ilarity between the two maps. The 2D fixation maps of the NUS-3D were collected
from subjects looking at images while recording eye movements. The human fixa-
tion benchmark obtained recording the response from the subjects includes different
mechanisms of bottom-up and top-down processings, increasing the complexity of the
observers’ fixations. The observer response does not exclusively derive from a data-
driven process but also a task-driven mechanism focusing the gaze towards a particular
region of the scene. Attention is a complex interplay between these two mechanisms
combining bottom-up and top-down mechanisms to perceive the surroundings [149].
The model proposed is a bottom-up system that does not include top-down mecha-
nisms, but 2D fixation maps can be used to evaluate the response of the system as they
represent the only benchmark that can be referred to.

To use the NUS-3D dataset within the event-driven proto-object model, the Open
Event Camera Simulator [113] is used to shake the images to simulate small periodic
circular eye movements. Two subsets of data were chosen from the dataset: one is
a selection of 50 images representative of a robotic scenario (robot scenario) and the
second one is a collection of 50 random images (random subset). The first subset
(see Figure 3.6) represents a simple robotic scenario where objects are placed over a
surface. The second subset (see Figure 3.7) is a random selection among all the dataset
images adding complexity and variety to the scenarios.

Qualitatively, the saliency maps from the model and the fixation maps are sparse
and not easily understandable at a first glance (see Figure 3.6 and Figure 3.7). Fig-
ure 3.6 represents a scenario where the SNNevProto Saliency Map and the human
fixation target select the same objects as interesting. The highest response (brightest)
is located around the objects in the scene. Figure 3.7 shows a slightly sparse response
from the model compared to the fixation maps, not allowing a clear understanding of
the agent’s attention.

Quantitatively, Figure 3.8 shows good results for both datasets exploring different
percentages of OL. Furthermore, all the metrics do not show a significant increment
changing the OL, validating the response of the model either for simple or for complex
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scenarios.

Although the complex bottom-up top-down interplay [149] is not included in this
implementation, overall the results yield a good representation of the scene for the
work’s purposes. Moreover, the metrics used to quantify the similarity do not give
equal results among them. All the metrics are used in the literature to explain saliency-
based model performances. They compare different aspects depending on the bench-
mark representation and the definition of the saliency map of the model. These metrics
treat differently false negative and positives, viewing biases, spatial deviation and the
pre-processing of the saliency maps. Initially there was interest in the location of the
responses from the saliency maps rather then the value in that position, for that SSIM
could be relied on as the metric. SSIM estimates the structural similarity between two
images comparing small sub-samples of the images with each other. This metric well
describes this situation where there is more interest in having a response in the same
location rather then having the same amount of response in terms of intensity. Other
metrics used in the literature were added for completeness [19]. Overall, in this case
SSIM seems a good metric to explain the saliency maps. Alongside with the SSIM,
AUC-JUDD provides good results too, where each saliency pixel is treated as a classi-
fier splitting them into ‘fixation’ and ‘background’. This metric computes the ratio of
true and false positives to the total number of fixations and saliency map pixels using
a thresholded mechanism [116].

3.5 Conclusion

Inhibiting is exciting

Overall the response of the spiking implementation of the event-driven attention model
on SpiNNaker (SNNevProto) is coherent with PyTevProto, showing a significant im-
provement in removing the clutter with respect to the baseline GPU-based implemen-
tation (PyTevProto). This can be well explained by the nature of the model. The SNN
model, as a result of the inhibitory connections, is far more selective to the shape of the
VM filter, than in a classic convolution using a kernel with no negative weighting. The
convolution will produce activity everywhere the filter overlaps with events, enabling
clutter to evoke a response in the saliency map. The advantage of the resulting higher
selectivity and localised activity in the saliency map is in the possibility to improve
object localisation and segmentation and, hence, the interaction of the robot with the
selected object.
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For the same structural reason, the response from the SNN is more sparse and
focused on the location where the detected objects are placed. Two VM filters of
opposite rotation are connected together for every scale and set of rotations. Only
when they both respond is there a response from the successive layer of the SNN.
Therefore, this helps significantly in generating a more precise saliency map.

More is not always more

Given the parallel structure of SpiNNaker, increasing the number of neurons does not
affect the latency. For this reason, the model is tested for an increasing OL percentage,
and therefore increasing the density of the convolutions. This strategy appears to pro-
vide little benefit to model performance and requires the use of additional SpiNNaker
boards. Results for low values of OL percentage, equivalent to a large stride in CNNs,
produce a similarly reasonable representation of the visual scene compared to high val-
ues, with significantly reduced network size. This displays the feasibility of fitting the
SNNevProto model on a single SpiNNaker board and having it work in tandem with
the iCub humanoid robot which possess a single SpiNNaker board.

Event-based, more like speed based

The SNN implementation provides a saliency map of the scene in around 18.9ms.
In comparison with the PyTevProto (∼120ms), these results are a significant improve-
ment that enables the system to run online in dynamic environments, where the saliency
map can be used to drive the gaze and actions of the robot in real-time. To this aim,
the SNN implementation on SpiNNaker could easily include Winner-Take-All com-
petition and Inhibition of Return [64] to dynamically select the location of the next
saccade within a scene. Additionally, the saliency map allows the system to focus its
attention towards a specific target, devoting computational resources to perform other
tasks, such as object recognition, only in the area where they are needed.

Humans - the ultimate benchmark

Finally, attention and gaze of robots are extremely important in the interaction with
humans [147], it is therefore questioned how close the saliency map (used as proxy
for the robot’s fixational eye movements) was to humans’. The system was validated
and characterised, but the quantitative results of the benchmark do not capture the true
merit of the model. Quantitatively, the similarity among the benchmark results (robot
scenario and random subset datasets) suggests another question; how do we define
the complexity of a scenario and which aspects should we take into consideration for
attention? These results proved that the random subset does not produce lower results,
hence, it may not contain complex scenarios as could be expected.
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Each metric captures a specific aspect of the saliency maps, this analysis is instru-
mental to give a quantitative comparison but mostly to study the effects of the different
parameters on the model performance. Moreover, most of the metrics present a high
variance due to the mismatch between the SNNevProto and the human fixation saliency
maps. This should be investigated in depth creating several subsets from the 600 im-
ages of the NUS3D dataset investigating the response’s variability. As expected, a pure
bottom-up neuromorphic attention system taking into consideration only the input in-
tensity as a feature to determine the saliency map only partially predicts the fixational
eye movements of humans. To this aim, the model can be enriched with other chan-
nels (such as motion, depth, texture, etc) and with top-down processing to focus the
attention towards a specific task.

The model could benefit from the leveraging of learning dynamics in the fine tuning
of network parameters. This could allow the model to adapt itself to particular data sets
and reach a higher level of performance. This may improve the inference of the model
given appropriate training and data as compared to handcrafted parameter selection. It
may also provide specific goal driven attention, which could better match the fixation
maps of humans, especially if trained using human fixation maps.

Moreover, the spatial integration [26] and the lateral inhibition [31] could enrich
the model following a detailed biologically inspired pipeline and further reducing the
amount of data to be processed. Finally, further experiments could be done emphasis-
ing the clutter removal capabilities exploring the potential of the model.

The wider context

This chapter has displayed how biologically inspired mechanisms can be used to drive
attention. The translation into a spike based implementation enabled a sparse and
efficient implementation to be run on the neuromorphic hardware SpiNNaker. This
created a biologically plausible attention system both at the algorithmic and computa-
tional level. Compared to its non-spiking counterpart, PyTevProto, it boasted sparser
activation and significantly reduced latency. As a result of its hand crafted design it
functioned in a limited capacity with differences between its saliency and human fix-
ation maps likely coming from the difference in the primitives driving attention in the
two cases.

Although saliency is driven by high level features in SNNevProto, it lacks the en-
dogenous drives and biological primitives, such as being attentive of faces, that humans
possess. But how do you instil a network with alternative forms of attention? To remain
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within a hand crafted regime new filters could be constructed but this makes every al-
teration an engineering problem. Learning mechanisms allow function to be driven by
data and remove the need for engineered solutions. The problem then becomes, how
do you train a network? There are many solutions within ANNs (Artificial Neural Net-
works) and a large portion of their techniques are transferable to SNNs (see Chapter 4
for further details), although there are still many unanswered questions about how to
unlock the full potential of spiking neurons and how biology has managed to reach the
computational complexity of the brain. The following chapters will explore potential
techniques to train neural networks in a biologically inspired way.



Chapter 4

E-prop on SpiNNaker

4.1 Introduction

Time for intelligence

Biological processes have approached the generation of intelligence across two timesc-
ales. The first is in the order of millions of years with evolutionary processes guiding
random genetic mutations in an organism’s DNA towards better adaptation to its en-
vironment. This technique proved effective with an incredible diversity of solutions
created. However, as the evolutionary process works over a long timescale it can only
provide slow alteration to a creature’s behaviour, which limits the capacity of intel-
ligent actions. Evolution then stumbled upon a method to increase the capacity for
behavioural adaptability through lifetime learning.

Learning during the process of one’s life enables acquisition of information about
an environment without the need for evolutionary adaptation. This provides a huge
benefit to an organism relative to its non-learning counterparts. An animal can learn
to avoid dangerous environments and remember places of likely food sources without
the need for evolutionary pressures to build in some preference. It can also allow
adaptive modelling of prey and competition giving the edge in prediction and action.
The majority of current machine learning techniques fall within this second category of
fast timescale learning. A neural topology is created (expert knowledge simulating the
evolutionary process of brain development) and then a learning algorithm incorporates
knowledge into the parameters of the network.

Biology inspires creativity

The progress of neural network research has highlighted the importance of architec-
ture in the model that can be generated by an ANN (Artificial Neural Network). A

70
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multi-layer feedforward architecture is a universal approximator [25] and yet the the
advent of CNNs (Convolutional Neural Networks) revolutionised computer vision by
altering the architecture learning is performed across. CNNs mimic the connectivity of
the early mammalian visual system [60] and the sharing of weights (which is not bio-
logically plausible) allows reduced computational load in training and memory whilst
also solving problems of translation invariance. Although ANNs can approximate any
function [25] and can be trained precisely with GD (Gradient Descent), inspiration
from biology enabled a large step to be made within machine learning.

What follows what came first

First, lifetime learning algorithms will be discussed within the context of neural net-
works, specifically SNNs (Spiking Neural Networks), with their limitations contrasted
with EAs (Evolutionary Algorithms). Next an implementation of the e-prop learn-
ing algorithm with be presented with its instantiation on the SpiNNaker neuromorphic
hardware. Finally, the work performed will be put in the greater context and future
directions of research will be suggested.

4.2 Background

Evolution to an update solution

Learning algorithms come in many forms but in this context they are considered sep-
arate from evolutionary algorithms in that they do not use a population of individuals
and instead create a single model which gradually incorporates information about the
world through experience. Compared to natural Darwinian evolution, they operate on
much shorter time scales and in biology this enables an individual to adapt to their
surroundings during their lifetime, increasing their individual fitness. There have been
many attempts to harness the learning capacity of the biological brain with neural net-
works forming the foundation of the most successful modern approaches. Training
algorithms often rely on the updating of network parameters as governed by some er-
ror metric with the most successful forms using a mathematical gradient of the network
parameters with respect to the error. With successive data presentations this charac-
terises a learning dynamic in which performance on a task increases with time.

As the field of neural networks matures, the methods available to harness their
power have diversified accordingly. The selection of neuron type and learning algo-
rithm allows tailoring of network training to match a range of different applications.
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BP (Back-Propagation) is considered a state of the art algorithm with the power to cal-
culate the gradients of weights in deep networks and incrementally incorporate knowl-
edge about errors into the weights of the network. An approximation of the network’s
gradient with respect to the error is leveraged to move the network weights to a position
in the solution space with reduced overall error. This requires a record of the network
response to be combined with an error, which is propagated backwards through the
same weights the activity was first passed forward, thus back-propagation. Despite its
effectiveness as an algorithm, researchers struggle to posit how the biological brain
could achieve such calculation. The main biological challenge is the weight transfer
problem, in which the path the error is propagated back along must have knowledge
of the forward propagation’s contribution to previous states [81]. In addition, the algo-
rithm requires the halting of network activity whilst updates are calculated, operating
offline and restricting instant incorporation of new information.

Continuing past discontinuity

A major challenge with the application of gradient descent algorithms used in deep-
learning to SNNs is the discontinuity of the spiking neuron’s activation function. As
the derivative is undefined around spiking, a gradient cannot be as easily extracted as
with ANNs, making it difficult to construct weight updates for training. A number of
possible solutions have been proposed to facilitate the application of gradient descent
algorithms to SNNs. Broadly speaking they fall into three categories: pseudo deriva-
tives and surrogate gradients [8, 66, 77, 100, 126], which apply some function to the
membrane voltage to approximate the differential of neuron activity; smoothed acti-
vation curves [62, 78], where LIF (Leaky-Integrate-and-Fire) neuron dynamics are al-
tered to enable continuous gradients; and spike time based gradients [23, 96, 148, 151],
in which the timing of the spikes is used to generate a derivative of the weight with re-
spect to the error. E-prop (discussed later in this chapter) falls into the first category in
which pseudo derivatives are used to approximate the gradient of neuron activation.

Biology never switches off

The above mentioned algorithms attempt to tackle the issue of transferring gradient
based learning to SNNs but because of this they fall into the same traps as GD with
ANNs, notably in this case the need to compute offline. Biological brains are continu-
ously acquiring information and updating models without access to global information
or the state of other synapses. There are neurotransmitters which can have a wider
local effect but GD algorithms often rely on the knowledge of the weights across a
network, a record of activity over multiple instances and a global error signal which



4.3. ONLINE AND LOCAL LEARNING 73

are not as biologically plausible. E-prop addresses these problems with its online and
local formulation and error signal which acts in a away analogous to neurotransmitter
release.

4.3 Online and local learning

Artificial intelligence pervades everyday life, from smart fridges to phone assistants,
yet often relies on queries sent to a remote server running a pre-trained AI model such
as a neural network. Although functionally this provides more computational power
than is available on an edge device to a neural network model, it also precludes local
tailoring of the system. Local learning has the potential to enable speech recognition
to become tailored to your voice and facilitate a personal understanding of queries.
There is the added benefit of removing the need to communicate personal data if the
network is kept locally, aiding individual privacy. Computing locally also opens up
edge applications such as satellites and operating in hazardous environments in which
communication with a remote system may prove limiting.

As training becomes more parallel and networks become larger, we must look to
novel hardware to meet a wider range of computational requirements. Neuromorphic
systems aim to fill this niche by providing novel computing architectures dedicated to
SNN simulation. In contrast to standard ANNs, which require information to be passed
along a synapse at each timestep, SNNs communicate state intermittently through a
discrete spike indicating that accumulated input crossed a threshold. This creates a
temporal element to SNN computation, which is missed in standard ANNs. SNNs
have been posited as the next generation of neural networks [85], however challenges
remain around how to train them to reach and surpass the performance of their non-
spiking counterparts.

A recent breakthrough in training SNNs on real-world tasks was the development
of the e-prop learning rule [9]. This work developed a learning rule based on synaptic
traces, enabling online training in both supervised and reinforcement learning scenar-
ios. The proposed synaptic traces capture an ‘eligibility’ for the weight updates that
drive learning, and are computed based only on locally available information, avoiding
the weight transfer problem [81]. In contrast, standard ANN training requires informa-
tion of neuron activation to be passed backwards through the network, requiring global
information which is not biologically plausible. This localisation makes e-prop a can-
didate for implementation in neuromorphic hardware, potentially offering a low-power
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online training paradigm for spiking neural networks, with accuracy performance com-
parable to the commonly employed BPTT (Back-Propagation-Through-Time) training
algorithm in recurrent ANNs.

The following work explores the requirements of neuromorphic hardware to run
the e-prop learning algorithm online and in real time. SpiNNaker is used as the neuro-
morphic development platform as its programmable nature enables implementation of
the e-prop algorithm. Its architecture also imposes similar restrictions to other neuro-
morphic systems (e.g. co-location of memory and compute). This setup is applied to
two tasks, one explores the application of e-prop to a wave-matching task and the next
tests the ability to learn when the error signal is delayed in time from the inputs. First,
the algorithm and computing platform will be discussed.

4.3.1 E-prop

E-prop [9] is a biologically inspired online learning algorithm for recurrently con-
nected neural networks. It incorporates historic information, obtained and stored lo-
cally on a cellular and synaptic level, to accurately update the connectivity of an SNN
in response to a global learning signal. Changes to the network’s synaptic weights can
be made in an online fashion, at each simulation timestep or in batches, incorporating
performance information in real time. This is an attractive advantage in that past states
of the network, or indeed its performance over the entire duration of a task, need not
be precisely recorded to make adjustments to synaptic weights, as is required by BPTT
and other learning algorithms for ANNs.

Components

The e-prop learning rule has been developed using two spiking neuron models, and can
be employed in networks comprising one or a combination of both types. LIF neurons
linearly sum inputs as contributions to their membrane potential, which decays over
time. The neuron will release an action potential, or fire, when a critical membrane
potential is reached, after which the potential resets to a baseline and cannot fire again
for a short refractory period. In a LIF model, the internal state of the neuron can be
wholly described by its membrane potential and time since last action potential. In
contrast, ALIF (Adaptive-Leaky-Integrate-and-Fire) neurons allow the neuron’s firing
threshold to vary relative to its spike frequency. This threshold adaptation cannot be
immediately measured from the neuron’s current membrane potential, and as such, the
firing threshold in ALIF neurons is considered a hidden variable and must be stored
internally. E-prop depends on a pseudo-derivative of the membrane voltage and firing
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threshold for each neuron that, combined with synaptic activity, allows quantification
of its behaviour over time in an eligibility trace that is unique to each synapse.

It is important to note that the eligibility trace is derived from purely local infor-
mation, not shared between neurons or over the entire network. By low-pass filtering
the synapse and neuron variables an approximation of the contribution to performance
through time can be made. Information about the performance of the network at any
moment in time is provided globally in the form of a learning signal and propagated
to all neurons in the network via random feedback weights [81]. This can be de-
scribed as analogous to a neurotransmitter being released and diffusing through the
brain. The learning signal only quantifies errors in the network’s output at the current
point in time, but combined with the eligibility trace it allows synapses to be adjusted
according to their impact on the network’s behaviour over time. This reliance on local,
synapse-specific historic information and only one global error signal is well-suited to
implementation on neuromorphic systems.

4.3.2 SpiNNaker

A summary of the SpiNNaker architecture and design can be found in Section 2.3,
with specific alterations the SpiNNaker architecture described later in this chapter in
Section 4.4.3 Code is available at https://github.com/SpiNNakerManchester/ with the
separate repositories being: DataSpecification, PACMAN, PyNN8Examples, spalloc,
SpiNNakerGraphFrontEnd, spinnaker_tools, spinn_common, SpiNNFrontEndCommon,
SpiNNMachine, SpiNNMan, SpiNNStorageHandlers, SpiNNUtils, sPyNNaker, sPyN-
Naker8 and SupportScripts is also useful. sPyNNaker uses the branch eprop_adaptive
for the sinewave matching task and eprop_left_right for the temporal credit assignment
task. All other branches are master if eprop_adaptive is not available.

4.4 Implementation and experimental design

4.4.1 An overview of e-prop

The pseudo gradient

Like other GD techniques, e-prop relies on assigning credit to network weight pa-
rameters in relation to an error signal. Instead of directly calculating gradients, as in
BP, e-prop uses a combination of the incoming spike train, z, and the pseudo deriva-
tive of the post-neuron’s membrane potential, ψ. This essentially assigns credit to the

https://github.com/SpiNNakerManchester/
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synapses that had a lot of spikes move across them and are connected to neurons which
are close to threshold, as the peak of the triangle-like pseudo derivative is centred at
the threshold. It could also be thought of as determining which synapses would af-
fect performance the most if altered. The combined incoming spike train and pseudo
derivative creates the synapse specific eligibility, e. The exact equations describing this
will be discussed later.

The error creates the correction direction

The environment generates the error, E, which is broadcast to the network. The error
is passed down randomly distributed feedback weights, B, which creates the neuron
specific learning signal, L. This relies on the principle of random feedback alignment
which states that the error distributed to neurons does not need to be directly related
to their activity or synapse weights and that the learning undertaken begins to align
with B and improve the performance of the network [81]. Essentially it determines
beforehand which weights will be strongly effected by the error and by what sign.
The learning signal is then combined with the synapse eligibility to create the weight
update. Figure 4.1 shows the general structure of learning.

E-prop offers an alternative to BP by locally storing information about previous
activity in an eligibility trace, capturing the effect of making a change in the synaptic
weight, akin to a gradient. This record allows weight updates to be calculated online
without the need for global knowledge of the connection weights and any propagation
of errors through the network. Error is instead incorporated via a global error signal,
which is broadcast to the network [8]. This error signal is passed along random feed-
back weights, which have been shown to enable similar learning to symmetric feedback
weights because the network weights and feedback weights align during learning [81].
While there are variants of the e-prop algorithm in which learning takes place on these
feedback weights to allow them to align with the feedforward weights, these are not
explored in this work.

4.4.2 E-prop neuron models

Working spiking neuron working memory

For many applications a direct input-output mapping is sufficient for task completion,
e.g. F(x) = y to classify a picture. However, there any many tasks in which inputs
have to be accumulated over time, e.g. F(xt , ...,xt−k) = y to generate the spoken text
of an audio sample. The later type requires some internal state of the network to
store information about previously received input, also known as working memory.
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Figure 4.1: A diagram from the original e-prop paper published in Nature [11]. It
shows how the eligibility, et

ji, at time t is synapse specific, in this case between neuron
i and j. Inputs, xi, are passed into the network at each timestep as well as the neuron
specific learning signal, Lt

j, generated by the error module which is a part of the task
environment.

In standard ANNs this could imply the use of LSTM (Long Short Term Memory)
units [55] due to their memory mechanics possessing a differentiable gradient. There
are approaches that achieve similar working memory in SNNs. The mechanism imple-
mented in this work employs ALIF neurons. These neurons increase their threshold
after firing, creating a memory of previous input, before decaying back down to resting
threshold. Equation 4.3 describes the current state of the ALIF neuron’s threshold and
Equation 4.4 governs how the adaptive threshold increases following a spike and de-
cays back to resting voltage threshold. Training an SNN with ALIF neurons has been
shown to produce comparable results to training an ANN with LSTM units [8].

The adaptive neuron’s fixed equations

The membrane voltage of neuron j at time t + 1, vt+1
j , for an ALIF hidden neuron is

governed by Equation 4.1, where W rec
ji is the weight between neuron i and j, zt

i is a
binary value indicating whether neuron i spiked at time t, W in

ji is the weight between
neuron j and input i, xt

i is a binary value indicating whether input i spiked at time t

and At
j is the current value of the adaptive threshold, At

j is multiplied by zt
j to reset

the membrane voltage by subtraction following a spike by neuron j. The membrane
voltage at time step t of neuron j is decayed by α which equals e−δt/τm , where δt is
the timestep of the SpiNNaker machine which for all simulations is set to 1ms and
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τm governs the rate of decay of the membrane voltage, it is set to 1000ms, making
α≈ 0.999.

vt+1
j = αvt

j +∑
i 6= j

W rec
ji zt

i +∑
i

W in
ji xt+1

i − zt
jA

t
j (4.1)

Equation 4.2 describes how a spike in neuron j is produced if its membrane voltage
goes above its adaptive threshold A j, otherwise no spike is produced. The membrane
voltage reset is governed by the last term in Equation 4.1 which is a reset by subtrac-
tion.

zt
j =

1, if (vt
j−At

j)> 0

0, otherwise
(4.2)

Equation 4.3 below describes how the adaptive threshold changes with time. It is
a combination of the base threshold value, vth = 10mv, and adaptive threshold compo-
nent, at

j, which is scaled by β = 10.

At
j = vth +βat

j (4.3)

The adaptive threshold component, α, of the combined adaptive threshold, A, is
governed by Equation 4.4, showing it increases by 1 following a spike from the neuron
and is decayed by ρ, where ρ = e−δt/τa with τa = 6500ms and δt, as earlier, being the
timestep of the SpiNNaker machine set to 1ms in these experiments.

at+1
j = ρat

j + zt
j (4.4)

Calculating calculation

As determined in Equation 4.5, this leads to the pseudo derivative, ψ, for the neurons,
where vthbase is the base voltage threshold at which a spike is emitted. A value of
γpd = 0.3 is used to scale the pseudo derivative, as in the original work [8].

ψ
t
j =

1
vth base

γpd max

(
0,1−

∣∣∣∣∣vt
j−At

j

vth base

∣∣∣∣∣
)

(4.5)

At
j is the value of the adaptive threshold for neuron j at time t (for the LIF neuron

At
j = vthbase when calculating the pseudo derivative).

The eligibility, et
ji, of the synapse between neuron i and j at time t is shown in

Equation 4.6, where z̄t−1
i is the lowpass filtered incoming spike train and εt

ji,a is the
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adaptive threshold contribution which is zero in the LIF neuron case. It is determined
using Equation 4.7 and initialised to zero. The variables used in this equation are the
same as presented earlier.

et
ji = ψ

t
j

(
z̄t−1

i −βε
t
ji,a

)
(4.6)

ε
t+1
ji,a = ψ

t
j z̄

t−
i +(ρ−ψ

t
jβ)ε

t
ji,a (4.7)

Finally, the eligibility is lowpass filtered to give the eligibility trace, ē ji, and mul-
tiplied by the learning signal, Lt

j, and learning rate, η, to give the synaptic weight
update ∆Wji shown in Equation 4.8. The error, Et

k, for output k at time t is produced by
subtracting the target output, y∗,tk , from the predicted output, yt

k. The neuron specific
learning signal, Lt

j, is created by multiplying the Et
k by the feedback weight, B jk, for

neuron j and output k. The weighted error for each output is summed to produce the
overall learning signal for the neuron.

∆Wji =−η∑
t

∑
k

B jk

=Et
k︷ ︸︸ ︷

(yt
k− y∗,tk )


︸ ︷︷ ︸

=Lt
j

ē ji (4.8)

The lowpass filtering of the incoming spike train, z, and eligibility, e, is used to ef-
fectively produce a running average of their values and is controlled by Equation 4.9,
where c̄ is the lowpass filtered version of c (which stands in place of z and e here) and
α is the same value as earlier when decaying the membrane voltage, approx. 0.999.

c̄t+1 = αc̄t +(1−α)ct (4.9)

4.4.3 SNN architecture & mapping to SpiNNaker

This work defines SNN architectures according to the generic description displayed in
Figure 4.2(a). Neural network models are defined in PyNN [30], created from groups
of neurons known as populations, with models typically containing populations of:
input neurons providing network stimuli, hidden neurons providing the core compu-
tation, and readout neurons capturing network output. Projections capturing synaptic
connections are made between populations, as depicted by the solid blue and green
arrows in Figure 4.2(a). All connections are trained using the e-prop learning rule,
and are therefore said to contain e-prop synapses (Sec. 4.4.2). The readout neurons
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Figure 4.2: (a) Generic spiking neural network architecture suitable for training with
e-prop: input neurons provide network stimulation; hidden neurons perform the com-
putation; and readout neurons capture network output. During training, the readout
neuron population additionally computes an error E via supervision, and communi-
cates this to the rest of the network to drive learning. (b) Populations of neurons
are partitioned and mapped on individual SpiNNaker cores, with synaptic information
stored local to the postsynaptic core.

capture network output, and during training are therefore able to quantify the error be-
tween the network prediction and a target. While this target can take different forms
in different problems (Sec. 4.4.4), the process of distributing an error is common, and
forms the learning signal L, which drives plasticity (solid black line in Figure 4.2(a)).
When modelling neurons and synapses on SpiNNaker, neuron populations are parti-
tioned into sub-groups suitable for execution on a single core. This enables large-scale
neural networks to be partitioned and mapped to the many-core SpiNNaker architec-
ture [117]. This process is displayed in Figure 4.2(b), with the input population divided
across two SpiNNaker cores and the hidden population across six, while the readout
population occupies a single core. This partitioning enables parallelisation and distri-
bution of operations over multiple chips, and hence demonstrates the potential of the
system to scale to larger SpiNNaker machines and SNNs.

A number of changes are made to the standard SpiNNaker programming model
for SNNs [114], to accommodate the unique features of the e-prop learning rule for
specific tasks. While spikes are communicated between cores using the conventional
multicast packets with no payload, the learning signal is distributed via multicast pack-
ets with 32-bit payload. This payload carries the error, which is evaluated and sent
on the core executing the readout population. While this error represents the global
learning signal, each individual neuron receives a uniquely-weighted learning signal
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by combining the globally-distributed value with an individual feedback weight, rep-
resented as an additional parameter within the neuron model stored locally to the re-
ceiver. Storage and updating of the synaptic matrix also requires a new approach rel-
ative to the conventional SpiNNaker programming model [114]. The SpiNNaker chip
was designed to house large data structures such as synaptic matrices in the chip-level
128 MB SDRAM (Synchronous Dynamic Random-Access Memory), as subsections
of these structures are typically only required (and therefore fetched) on the arrival of
a spike. However, the e-prop learning rule requires direct access to the synaptic state,
as updating the eligibility trace requires continuous access to both the incoming spike
train and the postsynaptic neuron state. In this work these data structures are therefore
located in core-local memory, enabling them to be updated on every timestep along
with the neuron state. This is possible on SpiNNaker due to its programmable core
and flexible memory allocation. However, the relatively small local memory (64 kB),
limits the total number of e-prop synapses per hidden neuron. A total of 6 intermediate
state variables are used to capture the operations of Eqs. 4.6 & 4.8, meaning a total of
24 bytes are used per e-prop enabled synapse. In this work cores simulating hidden
neurons were therefore assigned 8 neurons, each with a potential 256 e-prop synapses.

4.4.4 Tasks

Two tasks were implemented to display the learning capabilities of e-prop on neuro-
morphic hardware. The first is tailored to test the ability to match a target output in an
online manner. The second is to explore the learning capability when the error signal
is delayed in time relative to the inputs, referred to as the temporal credit assignment
problem. Together they encompass a regression task and a classification task which
requires working memory.

Readout neuron design

As SpiNNaker is a real-time neuromorphic system, any environment or test a simu-
lation interacts with must also be processed in real-time. This puts a number of con-
straints on network simulation and testing. The most pertinent restrictions are memory,
with regards to hardware restrictions on shared memory, limiting the scale and com-
plexity of environment simulation on chip. Without simulating the environment on
chip a large amount of data would need to be streamed on and off the SpiNNaker
system, which has data rate limitations and restricts potential parallelism.
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The readout neurons act to encapsulate everything that is needed around the net-
work for learning. This population retains the state of the environment and uses that to
control the inputs as necessary. Another key part of its function, and why it is called
the readout population, is the incorporation of output neurons. They receive spikes and
update membrane potentials as leaky integrator neurons that cannot produce a spike.
The membrane voltages of these readout neurons act as the output values that are used
for task evaluation. They need to be kept on the same core as the test environment to
enable quick access to the current values for error calculation at each timestep.

Task 1: Wave-form matching

The task explores the training of the readout neurons to produce a 1-D continuous
function from a fixed predefined and repeating Poisson spiking input. The inputs are
all-to-all connected to the outputs via plastic weights. A target wave-form is composed
from the combination of two sine waves of different frequencies, as shown in Equa-
tion 4.10. Possessing this capability translates to a number of tasks, such as creating
the appropriate motor commands to move a joint in a robotic arm. Following this, from
the Fourier transform, all continuous signals can be described as a combination of si-
nusoids. Therefore, being able to match a target wave-form displays the theoretical
ability to match any target signal.

y = Asin(pt)+Bsin(qt) (4.10)

Here y is the output of the target wave-form at time t, A = 2, p = 4π/1024, B = 2 and
q = 8π/1024.

The network receives input from a population of 100 neurons firing at an aver-
age rate of 10Hz. The spikes are generated by a Poisson process and repeated every
presentation of the target signal. Replaying the same inputs each trial is crucial to per-
formance. If they are controlled by a random process, even with the same average rate,
the network is not able to produce the target output as there is no regularity to sample
from. This is a result of the readout neuron requiring a repeating input to create a re-
peating output. Further improvement in performance was achieved by staggering the
inputs in time, although, this is not required to solve the task. By splitting them into
20 groups firing intermittently at 200Hz, maintaining a population average firing rate
of 10Hz, the network receives more timing information and can better match the tar-
get signal. Inputs are directly all-to-all connected to the readout neurons with weights
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initialised from a normal distribution, (µ = 0,σ = 1) and divided by the square-root of
the input size. A learning rate of η = 0.04 is used. The error is described by

E = 0.5(y∗− y)2 (4.11)

δE = y∗− y (4.12)

here E is the error between readout output, y, and target output, y∗ and δE is the partial
derivative of the error which will be broadcast to the network. The network output
is the membrane voltage of readout neuron. It cannot spike to allow the membrane
voltage to act a readout for a continuous value.

The target value for each timestep is generated beforehand and loaded onto the ma-
chine as part of the readout neuron’s parameters. The target wave is a repeating signal
of length 1024 timesteps, which is looped back through at the end of each presentation.
At each timestep the membrane potential of the readout neuron is compared with the
current target value and an error is produced via Equation 4.11. The partial derivative
of this error, Equation 4.12, is broadcast to all neurons at every timestep via a multi-
cast packet with payload. The feedback weights are stored locally at the neuron and are
multiplied by the broadcast error to produce the neuron specific learning signal for that
timestep, Lt

j. The learning signal is then multiplied by the synaptic eligibility trace,
ē ji, to produce the weight updates, as described in Equation 4.8. These weight updates
are accumulated and used to update the network weights at the end of the presentation
(Equation 4.8), acting as a small batch update, but performed online without halting
SNN execution.

Task 2: Temporal credit assignment

This task explores the application of working memory to a classification task. An
environment is simulated in which the network acts as a mouse moving down a hallway
in search of a reward, as in the original experiment [95], see Figure 4.3 for a diagram
of experimental setup. The mouse moves down the hallway and at intervals cues are
presented on either the left or right with seven cues presented in total. Following this a
prompt signal is given to the network to signify the end of the hallway is reached and it
must decide whether it received more cues on the left or the right, which corresponds to
the location of the reward. Completing this task requires storing of cues in the working
memory of the ALIF neurons and combining this information to evaluate the correct
choice. The error signal is evaluated and delivered at the end of the test. This requires
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Figure 4.3: Experimental setup of the temporal credit assignment task. The mouse
starts at the beginning of a hallway and is presented with left and right cues as it
progresses down. Each cue lasts 100ms with a 50ms gap between each. There is a 1
second wait following the final cue before a prompt signal is sent for the network to
make a decision which of left or right presented the most cues.

credit to be historically assigned to each neuron’s performance through time.

Following the experimental setup used in the original e-prop implementation of
the task [11], the network receives from four inputs: left cue, right cue, prompt and
random noise. The input is population encoded as a variable rate Poisson spike source
of 10 neurons for each input. The rate of the Poisson input is controlled by the readout
population which can sends rate updates in the payload of a packet to update the rate of
the Poisson source depending on the state of the task. The random input fires constantly
at 10Hz, which acts as a bias for the neurons to sample from. The cues produce no
spikes, 0Hz, unless selected, at that point the rate is increased to 100Hz for 100ms
before returning to zero. There is a 50ms wait before a new cue is randomly selected
and presented to the network. After the cues have been presented, there is a 1s wait
before the prompt signal of 100Hz is given to the network for 150ms. This is the only
point in the test at which an error is generated and broadcast to the network. It is
because of this that credit must be applied to temporally shifted activity.

The test is set up in an incremental fashion, with the number of cues increasing only
when the current difficulty is solved. This is determined by averaging the classification
accuracy over the last 64 tests, with the number of cues increased once this average
crosses 90%. Starting from one random cue, the number of cues increases by two
each time threshold performance is achieved until the final difficulty of seven cues is
solved, after which learning is terminated. The readout neuron handles the timings of
the experimental inputs and generation of error. The cues are randomly selected and
an updated Poisson rate is sent to the appropriate inputs. After the cues have all been
sent and following the 1s delay the prompt signal is delivered to the network. The
error between the correct output choice and readout membrane potentials is broadcast
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Figure 4.4: Wave-form matching task. Top: repeating staggered input spikes. Mid-
dle: initial performance before any learning and after one weight update (indicated by
dashed line). Bottom: Converged performance after 200 presentations of the inputs.

to the network only for the 150ms duration of the prompt signal. The softmax of the
two readout neuron membrane values is combined with the one-hot-encoded output
values to produce the cross-entropy error. Weight updates are accumulated over two
trials before being committed into the network weights.

Inputs are all-to-all connected to a single layer of 100 ALIF neurons which are
in turn all-to-all connected to the readout neurons. All weights are initialised from
a normal distribution and divided by the square-root of the population size. Xavier
initialisation [48] is used to ensure the network is started in a state in which spikes
can flow through the network. This results in weights being normally distributed with
µ = 0.55 and σ = 1. Without this the pseudo derivative ψ, remains too small to drive
learning without firing rate regularisation. A learning rate of 0.3 is used and an ALIF
threshold time constant of τa = 6500 ms and adaptive threshold scale factor β= 10 mV.

4.5 Results

4.5.1 Wave-form matching

This task investigates the power of the readout neuron to sample from its inputs to
produce a desired continuous output. Figure 4.4 shows the final performance of the
network after training. It can be seen that the membrane voltage of the readout neu-
ron (in blue) matches the target wave with a high level of agreement. Even after the
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Figure 4.5: Error for each presentation of a target wave-form as seen in the experiment
of Fig. 4.4. Each presentation lasts 1024 timesteps with a timestep size of 1ms, error
is accumulated over the test to give the iteration error. Performance rapidly improves
with convergence at around the 65th presentation.

first weight update the output captures the general form of the target wave with the
remainder of the learning process fine tuning the response. The largest disagreement
is present at the highest and lowest value of the wave-form. The presence of error at
this part of the target signal is likely a result of the high curvature of this section of
the wave-form. The quick change from one direction to another proves a challenge
for the algorithm to match smoothly with spiking input and leaky-integrator readout
dynamics.

The online functionality of this algorithm was able to reach convergence, requiring
around 65 presentations of the target-wave form to create a close match, see Figure 4.5.
This is approximately 65 seconds of real-world compute time to incorporate enough
information about the task to achieve agreement between a target and the actual output.
This displays the ability of e-prop to combine local traces of network activity with an
instantaneous error to match a global error signal. The online functionality does appear
to add some noise to the learning process, as past a certain accuracy the network re-
mains in a state of oscillation with weight updates incrementally moving up and down
struggling to match the finer details of the task. It is likely this could be alleviated with
the addition of a decay in the learning rate. By slowly decreasing the learning rate, the
weight updates would tend towards zero and performance would stabilise. Additional
experiments were also run with a hidden layer between the inputs and outputs, however
due to the instability of the learning process the hidden layer struggled to converge on
a static firing pattern. This created an irregular input for the readout to sample from
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Figure 4.6: Performance of e-prop on the left-right task. The black line shows the run-
ning average accuracy over the last 64 tests with the required threshold performance
shown in the horizontal dashed green line. The dashed red line displays performance
for random action selection. The vertical blue line displays the trial at which the net-
work achieved over 90% accuracy over 64 tests and the number of cues is increased.
The first blue line shows completion of the 1 cue task and the last the 7 cue task,
network parameters are retained between transitions.

hampering final convergence.

4.5.2 Temporal credit assignment

This task highlights the power of e-prop to use instantaneous approximations of pre-
vious network activity to solve a task which requires memory of previous states. The
main component of memory within the network is the ALIF neuron. As described in
Sec. 4.4.2 the ALIF neuron’s threshold increases after emitting a spike, decaying back
to resting threshold as governed by the time constant τa. This provides the neuron
with a memory of previous input, which can be combined with the trace of previous
neuronal activity and a global error signal to update the synaptic weights in response
to inputs received previously in time. The memory of previous activity enables the on-
line learning to incorporate more than the instantaneous information available locally
and solve the temporal credit assignment problem. Although the learning is online, the
simulation had to be run at eight times slow-down to ensure the neuromorphic fabric
could handle all spikes at each timestep whilst updating all environment and neuron
variables.
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As in Sec. 4.4.4, the test begins in its simplest form in which only 1 cue is pre-
sented. The incremental learning approach breaks down the task enabling quick ac-
quisition of appropriate mapping between inputs and outputs, which can later be fine
tuned as the task becomes more difficult. Figure 4.6 shows the network initially at ran-
dom chance of correctly choosing left or right. Following this the network begins to
incorporate enough errors into the weights to classify better than random (50%) chance
at approximately the 100th test. This leads to a quick improvement in performance,
with the target performance of 90% accuracy over the previous 64 tasks reached at the
175th trial.

Next the task difficulty is increased; the network is now trained using three cues,
of which the correct choice is the input which generated the most prompts by the
end of trial. This proved a small increment to the network which mostly maintained
above target performance reaching the next task increment at the minimum 64 trials.
The increase to five cues proved a challenge to learning with performance dropping
and taking a further 180 trials to reach target performance. This is likely due to the
increased separation in time between input cues and the final prompt to decide. For
example, if the first three cues are for the left and the last two signal the right, the
network must be able to store this information in the decaying ALIF neuron thresholds
without the last two cues becoming the dominant memory retained within the network.
This requires a fine balance of the input contribution to each of the ALIF neurons
as an imbalance can become amplified given the decay of the memory through time,
resulting in an incorrect choice at the end of the trial. The training achieved in the five
cue setup was enough to enable the seven cue task to be solved immediately within 64
trials.

4.5.3 Firing rate (ir)regularisation

During the learning process care must be taken to keep neurons within a certain firing
range. If the rate becomes too high then the entropy of the system drops and little
information is carried to the outputs. If the rate becomes too low this can create ‘dead
neurons’ which do not receive enough input to learn. As shown in Equation 4.13, the
error, Erate, is generated at the core by comparing the current rate with a target rate of
10Hz. This error is then added to the learning signal to calculate the combined weight
update.

Erate = frate(t)− ftarget (4.13)
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Two ways were attempted to estimate the firing rate of the population. The first, shown
in Equation 4.14, involves taking the number of spikes, n, and dividing by the elapsed
time, t, to get the frequency via a running average.

frate(t) = (n(t)−n(t0)/(t− t0) (4.14)

The second method, shown in Equation 4.15, employs an exponential decay to create
a running average of the firing rate. The number of spikes in the current time step is
added to the running total, frate, which is decayed by τ. As this is done every timestep
with a ms timestep τ = e−1/1000 creating an approximation of the spike rate in Hz.

frate(t) = τ frate(t−1)+(n(t)−n(t−1)) (4.15)

A constant rate is not constant

Figure 4.7 shows a comparison between the two forms of firing rate calculation when
all neurons in the population are firing with a constant 10Hz Poisson rate. The top
plot shows how the rate calculation looks across 8 neurons, as in this implementation
on a single SpiNNaker core. The bottom plot displays how the rate calculation looks
averaged over the whole population of 256 neurons, as in the original TensorFlow
implementation.

It can be seen that even with a constant rate across all neurons, 8 neurons is in-
sufficient to get a smooth read out of rate using the exponential decay. After around
2000ms enough time has elapsed for the running average to be relatively accurate for
8 neurons, although this is a long time relative to input stimulus duration.

When looking at the 256 neuron case of Figure 4.7, the running average stabilises
after around 300ms. The exponential estimate is significantly more stable with the only
issue being the requirement to move from the initialisation value. This shows how even
in perfect conditions where neurons are firing regularly the firing rate estimate is far
less noisy when averaging over a larger population. A larger population average error
would also generate more distributed firing across the population with some subgroups
firing more for some stimuli than others, as opposed to many needing to fire as would
be encouraged with smaller population averages.

Bursting the estimation

Figure 4.8 shows a comparison between the two forms of firing rate calculation when
all neurons in the population are firing with a bursting Poisson rate of 10Hz Poisson
condensed from 2048ms into 12.85ms, as an extreme example of bursting behaviour,
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Figure 4.7: A comparison of firing rate estimation with a constant rate across 8 neurons
(top plot) and 256 neurons (bottom plot) using exponential decay (blue) and a running
average (green). The average Poisson firing rate is shown with the red line and the
actual spike times for each neuron are represented by the black dots in the bottom half
of each plot.
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similar to the bursting nature of the mouse experiment’s inputs. The top plot shows
how the rate calculation would look on a SpiNNaker core with 8 neurons, as in the
implementation. The bottom plot displays how the calculation would look if you were
to average over the whole population of 256 neurons, as in the original TensorFlow
implementation. A more pronounced difference can be seen between the the firing
rate estimates of the two population sizes. The population of 256 neurons allows sub-
groups of 8 neurons to fire at a much increased rate with the population size creating a
smoothing in the rate estimation.

The top plot of Figure 4.8 shows what a single core would see when the whole pop-
ulation fired as in the bottom plot of Figure 4.8. The bursting nature of the input makes
exponential decay estimation incredibly inaccurate with only a brief time when the rate
is correct. The running average is correct shortly before the subsequent burst with the
rate estimate then increasing. As time progresses the increased estimate following a
burst diminishes.

The original TensorFlow implementation of e-prop was able to estimate the firing
rate over the whole population. As shown in the two contrasting firing examples of
Figure 4.7 and Figure 4.8 this leads to a very clean firing rate estimate relative to what
is possible with 8 neurons. Appropriate firing regularisation is of particular importance
when training recurrent networks. Their looping connections create a lot of potential
feedback mechanisms within the network, which need to be carefully balanced to en-
sure the network is neither firing constantly or quiescent.

Regularity in practice

When applying mechanisms of firing rate regularisation in the SpiNNaker implemen-
tation, the noise in the firing rate calculation would often drive the spiking activity
towards low entropy. This may mean no activity as weights were pushed too low and
many neurons become ‘dead’ or, as was more often the case, towards habitual firing of
the whole population in synchrony. Although the firing rate may have been close to the
target 10Hz, in this last case the small population sizes mean there was little variation
across neurons and any individual responses to different inputs was lost, significantly
affecting task performance. The error generated from the firing rate regularisation of-
ten dominated the weight update reducing variance to inputs. There is also the case
when firing rate regularisation would drive the network towards a state when the firing
rate would be high enough that packets would be dropped. Eventually, the router would
not be able to handle routing that many packets, eventually causing the simulation to
crash and be lost.
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Figure 4.8: A comparison of firing rate estimation with bursting behaviour across 8
neurons (top plot) and 256 neurons (bottom plot) using exponential decay (blue) and a
running average (green). The average Poisson firing rate is shown with the red line. In
this instance the 10Hz Poisson firing of 2048ms is condensed into 12.85ms to give an
extreme example of bursting behaviour.
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4.6 Discussion

This work demonstrates the applicability of the e-prop learning algorithm [9] to neuro-
morphic hardware through a functioning implementation on SpiNNaker. Training was
carried out in an online fashion with locally stored parameters capturing enough infor-
mation to enable the matching of a target wave-form and the processing of temporal
information. This displays the potential for neuromorphic implementation of learning
algorithms in a number of domains. This could allow local tailoring of neural net-
works on personal devices in an energy efficient manner. Lower power consumption
would lend itself well to mobile devices with on device learning increasing the user
experience through individualised data processing.

Controlling the fire element

A key challenge in the development of this work was ensuring the network remained in
a state in which the pseudo derivative was non-zero. If the weights of the network lead
to a neuron not firing this could easily become permanent, resulting in a ‘dead neuron’
that could no longer contribute to network performance. Firing rate regularisation can
aid in alleviating this, although it proved difficult to create a stable response using
only locally available information. The original e-prop work achieved stable firing
rate estimation by averaging over the entire population [8], enabling some neurons
to fire a lot and some very little. However, with only local information available in
the neuromorphic implementation the neurons can often form a homogeneous firing
pattern reducing the information content of the spikes. This was especially true for
the temporal credit assignment task, in which the input spike frequency had a large
variability in time with high frequency inputs followed by large periods of quiescence.
Subsequently this makes the task of sampling from the hidden layer spikes significantly
more difficult for the readout neuron.

A neuromorphic future

Implementation of the e-prop algorithm on SpiNNaker demonstrates its suitability for
deployment on neuromorphic hardware. Management of individual synaptic traces per
synapse was achieved by moving the synaptic matrix into core local memory, and com-
puting updates within the periodic neuron state update. While this led to increased use
of core memory and longer state update times, the implementation was able to success-
fully complete the presented tasks with online learning in real-time for the wave-form
matching task, with an effective upper limit of 256 e-prop synapses per neuron. More
complex problems such as the temporal credit assignment task challenged these lim-
itations, and may require an alternative mapping to SpiNNaker hardware to improve
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performance. This could include parallelisation of neural processing [115], and ad-
ditional measures such as use of sparse connections to reduce the number of e-prop
synapses. The fixed-point arithmetic utilised on SpiNNaker was found to be suffi-
cient for the given tasks, however the lack of an FPU causes the divide operation to be
performed in software impacting performance. More complex tasks requiring lower
learning rates for training stability may benefit from additional scaling of variables,
e.g. re-defining values between 0 and 1 as long fract type, or scaling the weight rep-
resentation to enable low-end precision. The online batch training mode used here
could also be explored further, to enable accumulation of significant weight changes
before committing them to synaptic weights. However, overall this work highlights the
potential of bio-inspired learning rules implemented on neuromorphic hardware.

The work continues

There are a number of potential directions for further adaptation of this work. Devel-
oping more stable regularisation techniques, which can be applied using only locally
available information will allow the network to operate in a higher entropy state, in-
creasing the efficacy of the learning as a whole. In this work the power of e-prop to
train recurrently connected networks was not fully explored, in part due to the chal-
lenges of firing rate regularisation to create appropriate firing in the hidden layer. If
regularisation can be developed to tame the recurrent network using local informa-
tion then more complex temporal tasks, such as sound and video processing, could be
trained online.

Bringing advancements from future implementations of e-prop [11] in which a
network is trained to play Pong, the work in this chapter could be extended to re-
inforcement learning scenarios. Although requiring a large amount of training time
for more complex environments such as Atari games, the architecture explored in this
work could, in theory, be applied to reinforcement learning tasks. This would enable
online real-time learning on neuromorphic systems to be applied to a wider range of
applications with sparse and complex error signals.

The wider context

A biologically inspired learning rule has been explored within the brain-like constraints
of the neuromorphic platform SpiNNaker. By operating using only locally available
information and constrained with information transmission in similar ways to the bio-
logical brain, GD-like learning is shown to be possible. However, it is still only a part
of the puzzle of learning. There are many hyper parameters and topological choices
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which must be made when applying a learning algorithm to a new task. Expert knowl-
edge and trial and error are often required to determine sufficient settings. Biology has
performed this trial and error process through evolution reaching a complex and adapt-
able architecture capable of learning a plethora of different tasks. Machine learning
research can continue to try and identify individual elements, such as useful transfer
functions and architectures, although it will only be when we can start putting them
together in meaningful ways that complex cognition will emerge.

Matching the creativity and ingenuity of evolutionary search in creating efficient
solutions to complex problems remains a difficult challenge. The field of learning-
to-learn attempts to bridge this gap, at least in terms of hyperparameter selection and
initialisation, by putting an outer-loop optimiser around an inner-loop learning algo-
rithm [8, 14, 145]. This allows qualities of the inner-loop optimiser to be more finely
tuned to a particular task enabling faster learning and more efficient operation. The
question still remains, what parameters are chosen for the outer-loop optimiser, but
learning-to-learn lends more adaptability to the implementation of the fast timescale
learning process and potentially paves the way for future algorithmic complexity with-
out requiring expert knowledge. Research has also gone into directly feeding back
information from the inner-loop to the outer-loop [39], displaying a potential bridge
between the two scales.

There will always be the inherent need for data to drive the learning process but if
more efficient learners can be created then individual networks may not always need
to start from scratch. If initialisation can move beyond random and begin at starting
points with broad applicability then knowledge can be begin to be transferred across
tasks and fast learning becomes a simpler task. Slow learning gave us the biological
brain but machine learning continues to leave its focus on the fast learning and fine-
tuning processes starting from random initialisation.



Chapter 5

Error driven neurogenesis

5.1 Introduction and background

The brain possesses an impressive ability to acquire information and is able to readily
apply it without a disconnect between learning and acting. From a young age humans
can be presented novel stimuli with associated labels and is immediately able to recall
and manipulate these concepts. This is in part a consequence of the learning that has
happened before (both in the life time of the human and on an evolutionary timescale)
to extract general features, but it is also a consequence of the state in which information
is stored in the brain. With time, through sleep and further training, memories can be
consolidated and kept in a more general form for future application [132].

New neurons equal new information

One possible mechanism by which information can be stored in the brain is via neu-
rogenesis, a process which continues throughout a lifetime [129]. Research has sug-
gested that adult hippocampal neurogenesis plays a roll in learning and memory [32].
Newborn neurons de novo grow axons and dendrites forming both efferent (outgo-
ing) and afferent (incoming) synapses enabling topological adaptation. The integra-
tion of neurogenesis in the hippocampus suggests an important role in learning and
memory throughout a lifetime, which is missed from the majority of machine learning
approaches.

Gradient descent is (not so) secretly statistics

Traditional ANN (Artificial Neural Network) training techniques, such as gradient de-
scent, skip the initial acquisition of memories and their functional storage and jump
straight to building a generalised representation. These algorithms are examples of
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parametric models that allow an input-output mapping to be compressed into the pa-
rameters of a network. Owing to the universal function approximation properties of
feedforward artificial neuronal networks with sigmoid activation [25], in theory, a sta-
tistical approximation of any continuous mapping between any two Euclidean spaces
can be captured in the parameters of an ANN. This has also been extended to show
the universal function approximation of neural networks in other cases such as non-
Euclidean spaces [73], RBFs (Radial Basis Functions) [104] and CNNs (Convolutional
Neural Networks) [154]. Learning usually begins with the weights of a predefined
architecture being randomly initialised, the gradient of an error with respect to the
weights is estimated and used to gradually move the network towards a position in the
parameter space with reduced error. The random initialisation can also have a bearing
on the final optimum that will be converged upon due to a sensitivity to initial con-
ditions. This is an incremental approach and requires averaging over many samples
before a useful model can be elucidated.

GD (Gradient Descent) uses data to build a statistical summary and incorporates it
in the weights of the ANN. This leads to a condensed representation within the net-
work and a generalised solution, assuming suitable architecture and hyperparameters.
This condensed statistical representation leads to the black box nature of ANNs; their
behaviour cannot easily be investigated without evaluation using a test set. This can be
problematic in cases with limited data where situations that must be accounted for are
not part of the training data, such as different weather and lighting conditions for an
autonomous car. It is also of importance in understanding what particular features are
being selected to produce an output, for example in medical diagnosis.

The general function of gradient descent algorithms applied to ANNs, such as BP
(Back-Propagation), requires that the network be paused to perform an update. This
is in part because of gradient descent often utilising batch updates to smooth weight
updates across multiple examples. There is also the computational demand of cal-
culating gradients for all weights within the network and combining them with the
produced error, which can prove challenging during operation. Online learning could
allow robots to explore an environment and adapt their behaviour continuously, such
as changing their gait to adapt to unexpected terrain or select new behaviour after
damage. Solutions exist to this such as the multi-compartment model of dendritic mi-
crocircuits [120] in which activity is simultaneously passed forwards and backwards
to enable online updating of connection weights in a biologically plausible way.

Neural networks are more than neurons
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Recent research has shown that the branching arms, dendrites, of L2/L3 pyramidal
neurons possess non-linear activation functions capable of solving the XOR task [47].
They are not active with low level stimulus before a threshold level at which they begin
producing activity. After a point, as input stimulus increases their activity decreases.
This suggests some tuning of dendritic activity to a particular level of input activation.
If that tuning can be adjusted to the level of inputs then the dendrites can be argued to
have stored memory of those activations. This is a contrast to standard ANN connec-
tions which perform only linear transforms of inputs. There is evidence of dendritic
dynamics and maintenance being involved in long term memory formation and cogni-
tion [67, 136], suggesting there is still far more untapped computational power within
the biological brain yet to be harnessed by modern artificial intelligence.

Remembering beyond synaptic weights

Memory within neural networks often takes the form of recurrent circuits like LSTM
(Long Short Term Memory) units [8, 52, 110, 135]. They have shown great perfor-
mance applied to time series data such as video and speech processing [59, 121].
They allow the storing of information in a way that can be trained via gradient descent
which is ideal for traditional learning approaches in ANNs. External memory units
have also been used in conjunction with neural networks [51, 146]. A powerful exam-
ple is the neural Turing machine [50] which possesses memory locations which can
be used to store and retrieve data. Their design allows training via gradient descent,
as with LSTMs. However, due to their reliance on gradient based techniques they re-
quire large amounts of compute time to form and manipulate useful memories of the
system. Deep neural networks have been augmented with episodic memory units in an
attempt to solve the data hungriness of model-based neural network approaches. This
is often in the form of a lookup table whose stored value is used in conjunction with a
neural network trained with gradient descent [79, 82, 84]. The addition of an episodic
memory buffer enables quick acquisition of beneficial behaviours which can be ex-
ploited. This is exemplified by Blundell et al. in which a purely table based approach
to episodic memory is used to solve Markov Decision Processes [13]. The approach
boasted fast learning capabilities as a result of being able to quickly exploit highly
rewarding states. However, the episodic approach may be overtaken by parametric
function approximators, such as DQN [53], in the later stages of training.

Neurogenesis is continually generative

As mentioned earlier, neurogenesis has been suggested to play a role in learning and
memory formation. However, neurogenesis has been a target of research within the
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machine learning community mainly with a focus on continual learning. In [34] this is
displayed by first training an auto-encoder on a reduced number of MNIST (Modified
NIST) classes using gradient descent. After introducing the missing classes neurons
are added to layers with a high reconstruction error and further trained with a reduced
learning rate on non-new connections. This allows the network to adapt its architec-
ture in response to the data and incorporate new information with mitigated catas-
trophic forgetting. Other examples of neurogenesis in literature often rely on starting
first with a trained network and adding neurons via some method and further train-
ing the networks, such as in Mixter and Akoglu [92] where neurons were added to a
seed network using neuron activity as a synapse selection metric. The algorithm grew
the network displaying a reduced parameter size compared to standard approaches or
methods employing pruning techniques with comparable MNIST performance. Mar-
tin and Pilly [87] also start with a pre-trained network applied to MNIST. Following
initial training a perturbed version of MNIST is presented and a genetic algorithm used
to determine where new neurons should be added before being trained with stochastic
variational inference to set the new weights. Parisi et al. [103] apply neurogenesis to
self-organising maps with new neurons added to a pre-trained feature extractor layer
and later trained with a Hebbian learning rule. Abolfazli Esfahani et al. [2] use a seed
network not trained on the desired task and instead took the first feature extraction layer
of GoogLeNet trained on Places205 [153], a place recognition data set. By utilising
the robust feature detectors of the first convolutional layer, particle swarm optimisation
was applied to control neurogenesis to create a corner detector.

There is very limited work on neurogenesis that does not rely on a seed network,
the best example comes from [133] in the paper Lifelong Learning Starting From Zero.
They begin with an empty network and add neurons in response to errors, unlike the
similar work of [38] in which neurons are added for unrepresented states. Value nodes
connected to neurons use Gaussian transfer functions to enable downstream neurons
to be maximally responsive to particular inputs. The weights, biases and Gaussian pa-
rameters are updated via backpropagation and gradient descent. Quick learning capa-
bilities are displayed in contrast to networks trained with only gradient descent. Brains
could achieve this network growth through neuron recruitment as well as generation.

Error driven neurogenesis

The algorithm explored in this chapter, EDN (Error Driven Neurogenesis), leverages
neurogenesis to enable online one-shot learning in a range of applications. It displays
a rapid acquisition of new information, without the need for gradient calculation, in
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a biologically inspired way by modelling forms of neurogenesis and dendritic non-
linearities. Starting from an empty network imbues it with no initialisation bias and
it is therefore only driven by the inputs it is presented and the context they are put
in by the current performance of the network and how that effects the error gener-
ated. Incrementally a non-spiking connectionist model is grown in response to errors
experienced during training. The rest of the chapter is organised as follows: in Sec-
tion 5.2 an overview will be given of EDN’s design before discussing how it is applied
to different domains in Section 5.2.2 and then contrasting it with similar algorithms
in Section 5.2.3. Following this results are displayed in Section 5.3 and discussed in
Section 5.4.

5.2 Implementation and experimental design

The current focus of machine learning research is often on the fine tuning of ANN
parameters. An architecture is predetermined using expert knowledge to best suit a
specific task and is gradually fed data to create a statistical model. This limits the gen-
eral applicability of the network as a different topology may be required in a different
domain and applying it to a new task can result in catastrophic forgetting, significantly
hurting performance on the previously learnt task. It also does not enable the network
to fine tune its structure in response to unexpected limitations, such as requiring more
layers or more neurons to extract different features. Neurogenesis offers a potential
solution to these problems by incorporating new neurons into a network. This can be
done in a way that does not effect the previously learned information whilst allow-
ing incorporation of new data. The algorithm explored in this work relies on three
key principles: 1) errors drive learning, 2) synapses can be used to store information
and 3) neurogenesis facilitates information acquisition. When put in a learning sce-
nario this combination leads to a modular network that grows in response to errors
and stores information to mitigate these errors in its synapses. Code is available at
https://github.com/adamgoodtime/neurogenesis which includes both the code used for
EDN and GD comparison.

5.2.1 Error Driven Neurogenesis algorithm design

An overview of EDN’s operation can be seen in Figure 5.1a. There are three key el-
ements to the EDN algorithm: error generation, neurogenesis and synaptic storage.

https://github.com/adamgoodtime/neurogenesis
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They are used in combination to create a non-spiking neural network which grows as
data is presented to it. First an input is presented to the network which in turn pro-
duces an output. The output is used to generate an error signal which is compared with
a threshold to determine whether neurogenesis is triggered. Following the triggering of
neurogenesis input values are selected to be stored, creating a neuron that is maximally
active at the presentation of the same input. This newborn neuron is then connected to
the corresponding outputs as determined by the generated error, e.g. when classifying
digits, guessing a 3 when the class was 8 would connect negatively to the 3 and posi-
tively to the 8. This has now added a neuron to the network that upon seeing the same
input of an 8 will inhibit the 3 and excite the 8. This process continues incrementally
adding more information to the network each time the error is above threshold. The
following subsections will first explain how the network processes information and
how that determines its representation. Next neurogenesis will be explained and how
it makes use of the synapses to store information and alleviate errors.

Network activation

The EDN network is composed of two elements, the neurons and the synapses. In
contrast to traditional ANNs, the synapses contain the non-linearities, not the neurons.
The synapse activation is a triangle kernel centred around a value v which is sampled
from the inputs when neurogenesis is triggered and stored as a synapse parameter. The
width of this kernel is controlled by the spread s. Equation 5.1 shows how a synapse
input, x, is transformed with the triangle kernel, k, to produce the synapse activation.
This puts maximum synapse activation when the input x is the same as v with activation
dropping the larger the separation until a difference of s at which it becomes zero. This
is similar to the non-linear properties of dendrites discussed in [47] shown to be able
to solve the XOR problem.

k(x) = max
(

0,1− |(v− x)|
s

)
(5.1)

an =
1
N

N

∑
i

k(xi) (5.2)

Hidden neuron activation, an, is governed by Equation 5.2. The N inputs, xi, are
passed through the triangle kernel, k, to produce the synapse activations. The synapse
activations are averaged to produce the neuron activation without any weight term.
This makes neuron activation a measure of similarity between the synapse parameter
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Figure 5.1: (a) the general structure of the EDN algorithm. First an input is presented
which produces an associated error. If the magnitude of the error is above the error
threshold then neurogenesis is triggered. Input synapses of the newborn neuron are
selected and the values of the current inputs set the centre of the kernel function on
the synapses. An output synapse connects the neuron to outputs whose error was
above threshold with a weight proportional to the error produced. (b) an example
topology created with EDN. The different colours connected to the hidden neurons
signify different sub-sampled input vectors, which have been stored on the synapses;
they all contribute equally to neuron activity. The colour and thickness of connections
between the hidden layer and the outputs displays that output connections are weighted
and the magnitude can be negative or positive. The weight of these connections is
determined during the training process by the error produced when neurogenesis is
triggered.
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v (taken from previously stored input values) and the current inputs x; there is no
weighting parameter, just a measure of similarity. The measure of similarity is 0− 1
because of the activation limits imposed by the function k and the averaging of the
inputs. Synapses from the hidden neurons to the outputs also possess the non-linear
activation shown in Equation 5.1 with v = 1 and the same value of s as the rest of the
network. This acts to threshold neuron contribution to output values to only the most
similar detected features.

ay =
N

∑
i

wik(ani) (5.3)

Output activation, ay, is controlled by Equation 5.3. Output values are calculated in
much the same way as neuron activation with the main difference being the addition
of a weight term w which is a function of the error produced during neuron creation
(discussed in Section 5.2.2 for each task domain). The weight is set during neurogene-
sis and modulates the contribution of each neuron, and therefore feature, to the output
values. Also, activation is now the sum of the inputs rather than the average. As many
hidden neurons can be connected to the outputs with only a fraction of them being
active, the sum provides more information about relative difference between output
activity.

A graphical 2D example of a single neuronal unit’s activation (composed of synapses
connecting inputs to the neuron and the neuron to an output) is shown in Figure 5.2.
The EDN neuron’s synapse activation can be seen to be highest around the values v0

and v1 and decreasing further from those stored values. As the neuron activation also
passes through a synapse possessing a triangle kernel, the neuron activation is thresh-
olded creating the purple diamond activation at the centre of the two synapses’ peak
activation, (v0, v1), which is narrower than the synapse activation.

Network representation

A key difference in EDN compared to traditional ANN approaches is the way informa-
tion is stored within a network. Neurons in a standard ANN take a linearly weighted
sum of inputs and pass it through a non-linear activation function. This is analogous to
drawing a hyperplane through n-dimensional space and having the neuron’s activation
relative to the distance from this plane, see Figure 5.2. By combining multiple neurons
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in multiple layers a complex high dimensional boundary can be created which deter-
mines a certain output for any input. The training of such a network typically requires
the gradual acquisition of data to build a statistical summary of input-output mappings
into the functionality of the network architecture.

Instead of neuron activity being relative to the distance from a hyperplane, the ac-
tivity of neurons in EDN are relative to distance from a data point. This removes the
need for averaging over multiple instances as a single point can already say with confi-
dence that the area around it is likely to share the same property. This is exemplified by
Figure 5.2 where on the left a traditional ANN neuron with ReLU activation attempts
to classify a single data point but without other data it becomes hard to say with any
confidence where the boundary should be placed. On the right an ANN neuron’s acti-
vation is shown with the neuron activation being limited to the area around the stored
data point. The ReLU neuron will remain active infinitely far from the hyperplane.
For this to be beneficial, generalisation over many data points is required to create an
appropriate model of the input-output mapping.

EDN neurons allow the instant acquisition of information and an adaptation of the
network’s model without disruption to previously learned information. The parameters
retained within the model are never updated; information is only added, never altered.
In parametric versions of ANNs, care must be taken when incorporating new informa-
tion as error is transferred to the parameters (connection weights) of the network and
can effectively overwrite previously learned knowledge. This is termed catastrophic
forgetting and can limit the continual learning capabilities of ANNs as result of them
being parametric models. Updating the model to include more information requires
updating parameters, which is where previous information is stored. The knowledge
is being condensed into a limited number of parameters, therefore, changing any can
alter the representation as a whole. Training a parametric model requires gradual and
repeated tuning of parameters to ensure the model represents the data as a whole.

Synapse creation

When neurogenesis is triggered the current input values are retrieved to become the v

parameter for incoming synapses of the newborn neuron. They form the input synapses
of the new neuron creating a neuron which is maximally active when presented with
the same inputs as were just stored because each synapses triangle kernel is centred
on v. Subsets of inputs can be selected to be the incoming synapses of the neuron.
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Figure 5.2: A comparison of a standard ANN neuron with ReLU activation and an
EDN neuron’s activation. The black dot is a single data point, the pink shaded area
shows the output activation of the neuron in both cases, with a deeper colour repre-
senting a higher level of activation. The red and blue shaded areas represent the level
of activation of each synapse, which possess the triangle kernel shown in the bottom
right, with spread s and centred at individual values of v. The EDN neuron’s activity
is the average of the incoming synapse activity and is also passed along an outgoing
synapse using a triangle kernel with the same s value and v = 1. This output synapse
acts to threshold neuron activity and create the bounded purple area in the input space
in which the neuron is active.
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This moves the neuronal representation from an input-output mapping to a feature-
output mapping. Output synapses of all hidden neurons have a uniform v equal to 1,
in contrast to the input synapses where v is set by the values of the inputs. Because
the synapses still possess a triangle kernel this acts to threshold and accentuate output
contributions of neurons which are receiving the most similar inputs to their stored
values. Neuron contributions to outputs are further modulated by error, discussed next.

Error integration

The algorithm uses neurogenesis to mitigate errors produced by the network. The
weight of the synapse connecting the new neuron to the outputs is opposite sign of
the error produced. Neurogenesis is only triggered if the magnitude of the error is
above the error threshold Eth. The way in which error is produced and integrated
into the network is task specific and will be elaborated in Section 5.2.2. A general
way to view it is to compare it to how weights are updated in gradient descent. The
sign of the gradient indicates which direction the weight should be altered, larger or
smaller magnitude, to reduce the error. You take a step in the direction of the gradient
to move the weight in the opposite direction of the gradient of the error with respect
to the weight. This update can be broken into two components: a magnitude and
a direction. In EDN the magnitude is incorporated into the w parameter of output
synapses of hidden neurons to outputs. The direction is governed by the inputs stored
in the individual input synapses’ v parameter. This in essence makes each neuron an
individual update to overall network performance.

A comparison of learning dynamics between gradient descent and EDN can be seen
in Figure 5.3. It is a 2D demonstrative example composed of 3 classes: red, green, and
blue, with all points being the training data. Decision boundaries are drawn for each
class at each training step. At the start EDN has no output representation and therefore
makes no guess about which output belongs to what point in the input space, this can
be seen as the white area around the points. The network initialisation of gradient
descent produces a bias at the beginning of training creating an output for all points in
the input space. This is a consequence of the neuron activation that is active infinitely
far from the hyperplane drawn by the incoming synapse weights, although they have
no relation to the data at this stage. As training progresses the class boundaries drawn
by gradient descent shift and begin to match the data. It is also seen that EDN’s storage
of a few data points enables the classification of many other data points immediately.
This trend continues with gradient descent gradually matching the input data until a
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Figure 5.3: A selection of training steps of EDN (top) and an ANN trained with GD
(bottom) are shown for a toy classification example. The data set is composed of three
classes: blue, green and red. Class boundaries are drawn in a darker shade than the
data points showing what output each model would associate to that point in space.
The white area around the EDN plots indicates that there are no output values at that
point in the input space.

general approximation of data distribution is converged upon. EDN converges to a
general boundary surrounding the classes, although, there remains no activity far from
the data points. If subsamples of inputs were taken neuron activity could persist along
selected dimensions, however, with this example all inputs are selected to be a part of
the new neuron.

The neuronal unit

The network in EDN is a collection of independent and modular neurons. Each one
has a set of input synapses that are more active the closer the input activity is to their
stored v value. A neuron’s contribution to the outputs is proportional to the output error
produced when that neuron was created. Combined, this creates a modular neuronal
unit that attributes a specific output value to inputs similar to its stored v values. The
more similar the input the more confident the neuron is in the expected output. En
masse this creates a network that, through training, has an expectation of the correct
output for all points within a certain distance of the saved features.

The storage of information on the synapses allows neurons to be investigated and
input-output mappings to be extracted from the network. The values of v on the input
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synapses store the inputs and the output synapses indicate which outputs those inputs
correspond to. When subsets of inputs are selected, this enables feature-output map-
pings to be extracted. Parametric models do not possess this ability as the knowledge
is condensed into a set number of parameters. Evaluating the model requires querying
it with input and observing the output. Investigating output response to inputs is im-
portant to be able to accurately examine performance, however, being able to dissect a
network and determine what constituent elements compose the behaviour as a whole
enables fine grained inspection and conclusions to drawn beyond the data presented to
the model.

5.2.2 Task specific alterations

For all tests input values are normalised between 0 and 1 by subtracting the minimum
and dividing by the range before training. An error threshold, Eth, determines the
minimum absolute error that is required for neurogenesis to trigger. Only outputs with
a magnitude of error greater than Eth will form connections with the new neuron.

Classification

For the classification tasks the error is generated by subtracting the estimated classifi-
cation (softmax of the output values), y∗, from a one-hot encoding of the correct labels,
y. This gives positive error for outputs which were too small and negative error for out-
puts which were too high. As shown in Equation 5.4, this error value, E, becomes the
weight of the connection from a new neuron i to the respective output o if neurogenesis
is triggered.

woi = yo− y∗o = Eo (5.4)

Using surprise to guide input selection in classification

During classification, when neurogenesis is triggered, a record of the input values
stored on input synapses is added to an expectation for the associated class, eo, where
e is the expectation of the output o. Equation 5.5 shows how the receptive field for an
output is calculated by weighting the vector of values of v stored on each neuron i by
their weighted contribution to the output o. The expectation is a uniform weighting,
woi = 1, which creates a broader representation in the expectation, discussed in the
results.
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Figure 5.4: A example of how output values of 0 and 1 are combined to create a
position on the regression scale. As described in Equation 5.8 the output value for the
real part of the scale (red) is divided by the total of the real and inverted (blue) outputs
to create the position on the regression scale, in this case 26

26+14 = 0.65. This value is
then scaled to the full range of regression values possible in the task to produce the
estimated regression value of the input.

eo =
∑i woivi

∑i woi
(5.5)

When neurogenesis is triggered, the expected output for each class, ey, is multiplied
by the activation values of their respective outputs, ay, to create an expected output, e

(see Equation 5.6). The activity modulated expectation and the input values, x, are
compared for each input, i, to create the input surprise s, as shown in Equation 5.7.
Inputs with a surprise greater than the surprise threshold, sth, are selected to form
synapses of the new neuron. When there is no expected value of an input, such as at
the beginning of training, the input is selected by default.

e =
out puts

∑
y

ayey (5.6)

si = abs(ei− xi) (5.7)

Encoding continuous values

Classification is a mapping from inputs to a discrete label but many possible input
output mappings do not map to discrete outputs. Regression tasks involve mapping
inputs to continuous values and, therefore, require a different formulation to work
with EDN. Neurons within EDN attribute a specific input to a specific output error. In
classification this is straightforward as neurons can be directly connected to the outputs
associated with the error produced. In regression this is less simple as outputs can take
any value within a continuous range. The output connection has to be able to point at
a specific position on a scale. It also has to be able to point with a certain magnitude to
indicate similarity with stored inputs (neuron activity) and the associated error created
during neurogenesis (output weight).
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These challenges are solved by splitting each regression value into two compo-
nents, one for the low value on a scale and one for the high value. The scale is from
0-1 and is rescaled to fit the full range of output values possible for the specific task. A
newborn neuron is connected to both the low and the high outputs. The total activity
of the network’s contribution to both outputs is combined to estimate the regression
value. This is exemplified in Figure 5.4 where a value of 0.65 on a scale from 0-1 is
encoded as 26 for the low output and 14 for the high. Equation 5.8 is used to retrieve
that position on the scale, where y is the value, l is the low value magnitude and h is the
high magnitude. This splitting enables the activity level of a neuron to not effect the
estimated output value and instead become a measure of confidence in the value. Mul-
tiple neurons’ activities can also be added together and modified by individual output
weights to create a weighted average of regression estimates.

y =
l

l +h
(5.8)

During operation all output values are bounded from 0-1 and used to calculate outputs
as shown in Figure 5.4. The range of possible regression values is used to calculate
what the minimum and maximum values should be when translating back and forth
between a scale from 0-1 and actual regression values. They are scaled to the full
range of regression values to calculate the mean squared error for a given input and 0-1
when represented in the network. This error, E then becomes the connection weight
from a neuron to the low, wl , and high, wh, outputs with the ratio between the two
encoding the position in the output range associated with that input. This is shown in
Equation 5.9 and Equation 5.10 where y is the current regression value for that input
that needs to be stored on the neuron, min is the minimum possible regression value and
max is the maximum possible value. This attributes a particular input with a particular
regression value and weights it by the error produced by the network. The min and
max value of the data are calculated before hand to allow for an maximum dynamic
range of the outputs.

wl = E
y−min

max−min
(5.9)

wh = E(1− y−min
max−min

) (5.10)
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Reinforcement learning

Classification and regression are learning paradigms where a model is trained with data
in which all inputs are given an output label, either discrete or continuous. Reinforce-
ment learning scenarios do not have access to such information and must make con-
nections between actions taken through time and their eventual reward state. In EDN
actions are taken greedily with the output with the highest value used to determine the
action performed. Random actions are taken when all outputs are equal. There is no
correct label due to the reinforcement learning nature of the task, therefore, errors are
simulated by inhibiting the last m timesteps before a negative reward. This is in an ef-
fort to reduce the chance of the action associated with a negative behaviour happening
in the future. The most recent timestep is given an error of -1, then decreasing by 1

m

until the t−mth timestep after which no more neurons are formed. This generates m

new neurons for each failure with the neurons connected to the output chosen at that
particular timestep. Equation 5.11 shows how output weights are generated. Only the
ith output corresponding to action i being chosen, at

i, at timestep t forms a connec-
tion with the new neuron, where t f inal is the timestep when the negative reward was
generated.

wi =−at
i(1−

t f inal− t
m

) (5.11)

Neuron reinforcement and deletion

Reinforcement learning presents the challenge of associating actions with rewards.
Unlike classification and regression there is not a specific input output mapping to learn
via supervision. Negative reinforcement is captured in the error driven neurogenesis.
In the inverted pendulum task a positive reward is given at each timestep the pole is
balanced. This signal is passed into the network and used to keep track of each neuron’s
contribution to network performance. A neuron’s individual reward value, R, is first
initialised to the average of the network’s reward, starting at zero for the first neuron,
to allow time for new neurons to be evaluated. The equation for updating the neuron’s
reward, R, at each timestep can be seen in Equation 5.12 where r = 1 is multiplied by
the activity of the neuron, an, and low-pass filtered with a τ value of 0.9999.

To remove unrewarding behaviours, and keep the best input-action mappings, neu-
ron deletion is used in conjunction with neuron reward to prune the network of the
least productive neurons. This is done when the number of neurons in the network
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goes above a set limit. When a neuron needs to be deleted the neuron with the lowest
accumulated reward is selected to be removed. This aids in capping network size and
has the added benefit of aiding speed of convergence.

R(t +1) = τR(t)+ [(1− τ)ran(t +1)] (5.12)

5.2.3 Related algorithms

While EDN shares attributes with ANNs and gradient descent it also shares common-
alities with other learning algorithms. The methodologies discussed below are similar
in formulation to EDN and are introduced to highlight the similarities to and differ-
ences from related algorithms. They do not have the same breadth of applicability as
backpropagation and are therefore not used for comparison in the results.

K-nearest neighbours

A similar non-parametric algorithm that leverages the data points to form the func-
tion output of the model is K-Nearest Neighbours (KNN)[41]. All the training data
forms the model with the K closest training data points performing a majority vote
to determine the property of an unseen point. Careful tailoring of K is needed to en-
sure appropriate classification [24]. EDN does not require the defining of a K with
the training process selecting and weighting individual data point’s contribution to the
combined model output. The thresholding of output synapse activity puts a limit on
how many neurons will contribute to the prediction. The synapse thresholding also
alters the way in which distance between data points is measured; if two input vectors
are similar in all but a small number of inputs which are very different then Euclidean
distance between them can become large. In contrast the thresholded synapse activity
will put a cap on the distance between variables allowing the vector as a whole to still
be considered similar to stored values if a minority are very dissimilar. This puts an
emphasis on the feature-output mapping rather than the input-output mapping. Only if
an error is produced will this assumption be adjusted and neurogenesis triggered to al-
ter the belief. This mechanism in combination with input subsampling puts a stronger
emphasis on the features and their relation to network error rather than the data points
as a whole.
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Radial basis functions

RBF networks share a similar topological design to EDN. They both have a single
layer of neurons whose activity is distant-dependent from their centres to the input
point with the peak at zero distance. However, EDN uses a triangle kernel on each
synapse rather than an absolute distance between two points. The neuron then becomes
a measure of distance between features rather than points in n-dimensional space. This
emphasis enables exploration of different feature combinations and their contribution
to performance and allows neurons to have broader applicability outside their local
area.

When designing an RBF network, once a kernel has been decided, often Gaussian,
there are 4 main parameters: number of nodes, centre of nodes, radius of the function
and the weights of the RBF outputs (see [27] for a survey of RBF networks). Com-
mon training methods for determining the centres of nodes involve a clustering of the
data points. Following this an iterative process of calculating the radius and weights of
each radial basis function reduces some objective error and guides the network towards
a local optimum. EDN avoids the need for gradient descent and tuning of neuron pa-
rameters by computing error on the fly, and combining this with the current input to
adjust the network as a whole. This avoids the need for network parameter optimisa-
tion, however, EDN will end up with more nodes within the network compared to a
typical RBF network.

Kernel density estimation

Another algorithm with commonalities to EDN is that of kernel density estimation
(KDE) [127]. By applying a kernel to individual samples an approximation of the data
distribution can be established. This technique finds its main use within establishing a
probability distribution over a geographical area. Applying a kernel to samples within
a space allows inference to be made about the area surrounding the samples. This can
even be extended to the time domain as in [99] where the temporal element of crime
statistics is used to create an estimated crime density in Kyoto in both space and time.

The main difference between KDE and EDN is the uniformity of kernel contribu-
tion to the overall output. In KDE each data point is part of a random distribution and
the objective is to combine those samples to estimate that distribution. Data points are
all considered of equal importance and specific inputs are not subsampled to extract
different features. With EDN the data points are not all considered uniformly and are
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only added to the network if they are not currently captured by the model, as deter-
mined by the error during operation. This pivot towards an error driven distribution
removes the need to store all data points in a model and also enables application to a
wide variety of machine learning domains. The subsampling of inputs enables useful
features to be extracted in contrast to all inputs contributing equally.

5.3 Results

Results are shown for the individual tasks comparing EDN with GD using the Adam
(Adaptive moment estimation) optimiser. Following this a parametric analysis of EDN
is given using the wine data set to explore the sensitivity and influence of different
parameters. Parameter values for both EDN and GD were found via grid search for
each task individually and given below. The parameters were selected for both EDN
and GD based on how quickly they were able to learn to model the data in a stable
manner, ideally after a single training epoch. Smaller learning rates could be used for
GD, which would likely lead to better performance after hundreds of epochs but the
speed of information acquisition was the main criteria for comparison.

Wine - classification

The UCI wine data set [35] is a standard classification benchmark comprised of 13
inputs and 3 possible output labels determining the cultivar/type of wine. There are 178
training examples with a class distribution of 59, 71 and 48 for each class respectively.
A stratified K-fold cross-validation of K=10 and validation test set size of 10% is used
to evaluate the performance of the algorithms. A comparison of performance between
EDN and a network trained with GD can be seen in Figure 5.5. After every training
update networks are evaluated on the entirety of the test set and the average across all
folds is displayed. The EDN parameters used were: s = 0.4, Eth = 0.1, sth = 0.05. GD
used a learning rate of 0.03 with Adam optimisation, a batch size of 8 and a network
with a single layer of 200 neurons, a network of similar size to the final number of
neurons created in EDN training was selected for comparison.

The bias created by the initialisation of the ANN can be seen in the performance
starting at an average testing accuracy of 39.9%. This roughly mirrors the testing ac-
curacy of random output selection given the class distribution of this task. In contrast,
EDN begins with an empty network and, therefore, starts with no initial bias. This
results in the network not being able to make any initial guesses and beginning with

https://archive.ics.uci.edu/ml/datasets/wine
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Figure 5.5: A comparison of testing accuracy during training on the wine cultivar clas-
sification task of EDN (black) and an ANN trained via gradient descent using Adam
optimisation (blue). An inset is shown for the first few iterations of training to display
the initial emptiness of the EDN network producing no output and the initialisation bias
of the ANN network already achieving testing accuracy equivalent to random choice.
The fast acquisition of information in EDN allows it to overtake the testing accuracy
of GD before the first batch update is done at the 8th training instance.
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a testing accuracy of 0%. The training process adds neurons to the network, rapidly
increasing the testing accuracy and surpassing the performance of GD after 4 samples,
this is before the first batch update of GD has been calculated. It can also be seen
that learning via GD causes fluctuation in testing accuracy which stabilises with time.
EDN’s performance displays less variance between training examples with a final test-
ing accuracy of 99.4% reached in 298 iterations using 216 neurons. A few thousand
training examples is required by GD before testing accuracy converges towards a per-
formance of 99.4%. This is over 25 times slower than EDN with testing accuracy still
not completely converged. Neuron count continues to increase in EDN with testing
accuracy remaining constant throughout the remainder of the training. Early stopping
could have been used here to limit network growth, however, it continued to display
the lack of overfitting present after convergence.

Auto-mpg - non-linear regression

The auto-mpg regression data set [1] consists of 398 cars with 9 attributes such as
number of engine cylinders and horsepower. The aim is to process the attributes and
output the miles-per-gallon of the car. K- fold cross validation of K=10 is used to
evaluate performance. The results shown are the average testing accuracy across all
folds. The EDN parameters used were s = 0.4, Eth = 0 and all inputs were selected by
each neuron. Two different configurations are shown for GD to display how batch size
and learning rate can effect learning. A single layer of 1024 hidden neurons is used as
this resulted in the fastest and most stable learning using Adam optimisation.

Mean squared error (MSE) is calculated over the whole testing set after each pre-
sentation of an input or batch in the GD cases where the batch size is greater than
one. A comparison between EDN and GD on the auto-mpg data set can be seen in
Figure 5.6. EDN begins with its MSE above the ANN’s, however, it rapidly acquires
enough data points to surpass any converged MSE achieved by GD. GD achieved a
minimum MSE of 24.9mpg2 with a batch size of 1 and 32.9mpg2 with a batch size
of 32 during the 20 epochs of training. EDN surpasses the minimum achieved by GD
with an MSE of 23.2mpg2 after 29 training examples (creating 29 neurons) and an
MSE of 12.2mpg2 at the end of the first epoch (creating 358 neurons as Eth = 0 so
every sample creates a neuron). The error continues to be fine tuned during the pro-
ceeding epochs until a converged MSE of 10.25mpg2. If it assumed that GD reached
its best performance at 4000 training iterations (even though performance has not con-
verged yet, especially for the batch size of 32) this makes EDN over 135 times faster

https://archive-beta.ics.uci.edu/ml/datasets/auto+mpg
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Figure 5.6: A comparison of an ANN trained via gradient descent using Adam optimi-
sation (red and blue, with lr being the learning rate and b being the batch size) against
EDN (black) applied to the auto-mpg non-linear regression task task. A zoomed in
inset is given to display the learning curve of EDN. Batch sizes and learning rates were
chosen which gave the fastest convergence in gradient descent.

than GD to achieve comparable accuracy. With further training EDN also converged
towards an MSE almost 3 times smaller than GD.

Gradient descent takes considerably longer to produce the same level of perfor-
mance. EDN can achieve a faster acquisition of appropriate regression values as neu-
rogenesis can instantly store values. This mechanism enables any data points close to
this value to be attributed a similar value, which is often close to its true value in re-
gression. EDN is also not effected by the non-linear nature of this regression problem
compared to GD. As described in Section 5.2.1 the combination of synapses and neu-
rons in the GD ANN draws a hyperplane through the input dimensions with a neuron’s
activity being relative to the distance from this plane. This makes producing a smooth
output value across the input space difficult for GD to achieve, especially in non-linear
regression.

MNIST - visual classification

MNIST hand-written digit recognition is a common benchmark used in visual classifi-
cation. It is comprised of the numbers 0-9 discretised into a 28x28 grid with grey-scale
pixel intensity from 0-255. The data is split into a training set of 60,000 digits and a

http://yann.lecun.com/exdb/mnist/
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test set of 10,000. The dimensionality of the inputs is far greater for this task than those
explored previously and, therefore, an appropriate sampling of the inputs is important
to aid performance and reduced the number of parameters in the network. EDN pa-
rameters used for experiments unless otherwise specified were sth = 0.4, Eth = 0.1 and
a kernel spread s = 0.4. For EDN with random input selection the number of input
synapses per neuron was limited to 150, which produced the best performance and is
inline with the average number of synapses selected per neuron with using sth = 0.4.
The ANN trained with gradient descent with Adam optimisation used 1024 neurons
with ReLU activation, a learning rate of 0.001 and a batch size of 64.

The graph in Figure 5.7 compares the performance of EDN against GD. A running
average of training classifications is used to enable a fine grained comparison without
needing to evaluate over the test set after every training example. As the comparison
only shows the first epoch none of the training examples have been seen before and
therefore it is equivalent to testing accuracy. As with the previously discussed tasks, a
fast acquisition of information allows EDN to reach a higher level of accuracy faster
than GD in the initial stages. EDN reaches 90, 92.5 and 95% accuracy after around
4300, 6250, 13000 iterations respectively whereas GD takes around 7200, 12000 and
25000 making EDN almost 2 times faster. When EDN uses random input selection
the network’s ability to collect the most pertinent input information is hampered re-
sulting in slower learning and a maximum accuracy of around 93% after one epoch.
This highlights the importance of surprise driven input selection to guide the network
towards the inputs representing information not currently captured by the model.

After one epoch the testing accuracy of EDN is 96.3% with surprise selection and
90.93% with random input selection. GD achieves 96.7% putting surprise selection at
comparable levels of performance after seeing the entire training set. EDN’s testing
accuracy does not increase considerably with further training, gaining only another
0.5% after another epoch and little after that. The parameters for GD were chosen to
produce the fastest, stable learning meaning that continued training did not push testing
accuracy to the 98%+ seen with state-of-the-art training methods, however, further
epochs continued to improve performance up to around 97.5%. These experiments
display how EDN is able to acquire information quickly and store it in a functional way
that can be applied to the task, however, the ability of GD to perform slight alterations
of parameters allows continued refinement of the model, which is not possible with
EDN’s use of a uniform kernel.
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Figure 5.7: A comparison of an ANN trained in tensorflow using Adam optimisation
(blue) against EDN with surprise driven input selection (black) and random input se-
lection (red) applied to the MNIST classification task. A batch size of 64 is used to
train the ANN and the moving average of the last 50 batches is used to calculate the
running training accuracy. EDN training accuracy is the moving average of the last
3200 (50*64) training examples as it does not perform batch updates. Training accu-
racy is used as since this is the first epoch none of the data has been seen before and
therefore it is equivalent to testing accuracy.



120 CHAPTER 5. ERROR DRIVEN NEUROGENESIS

Figure 5.8: A visualisation of the expectation for the class 3 retrieved from the param-
eters stored by EDN during training on MNIST. A range of surprise thresholds, sth, are
given to show how this effects the stored values and the subsequent effect on testing
accuracy after a single epoch through the training set.

5.3.1 Visualising the expectation

Using the input surprise method outlined in Section 5.2.2 an expected output can be
generated for each class. The expectation is generated by an uniformly weighted com-
bination of the input values stored in the network’s v parameter for each class. In
Figure 5.8 the effect of the surprise threshold, sth, on the expectation and performance
after one epoch can be seen. When sth = 0 this corresponds to all inputs being saved
when neurogenesis is triggered which leads to a well defined expectation of a 3. As
sth is increased the network now begins to use the expectation of a 3 to guide input
selection.

At low values of sth the performance suffers as many inputs are above threshold,
and therefore form synapses with the new neuron, but the most similar inputs do not,
resulting in a neuron with an unrepresentative feature-output mapping. When com-
bined they create a good expectation of the class, as can be seen in Figure 5.8, but indi-
vidually their feature detection suffers. As the threshold increases the neurons begin to
select inputs with a greater emphasis on the features of the input that make it different
from previous presentations. This leads to a greater diversity and selectivity of feature-
output combinations captured by the network. The best performance can be seen when
sth = 0.4 and this comes when the expectation is more evenly distributed around the
input. This broader expectation allows only the most different inputs to be selected
without too much focus on saving what is already captured by the model. When sth

increases beyond this point performance drops considerably as now the threshold is
too high for a representative sample of the class to be captured. At sth = 0.6 it can be
seen that very few samples are taken as there is pixelation from the lack of samples
averaging out the expectation.
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Figure 5.9: The values of v stored on each neuron’s incoming synapses form a record
of the inputs which were captured by EDN during training. The weight on the synapse
connecting the neurons to the outputs enables the receptive field of each class to be de-
termined by multiplying the stored values by their neuron’s associated weights. When
taking the positively weighted neurons of each class and multiplying their stored v val-
ues by their associated output weight you create the first row of the plot, this forms
a weighted expectation of each class. The second row is generated by also including
the negatively weighted neurons connected to each output, showing the average recep-
tive field of each class. The bottom row is an unweighted combination of the input
synapses which are instances of each class.

5.3.2 Visualising the receptive fields

The previously explored expectation was an unweighted collection of each class’s
stored values. To examine what each class is sensitive to the weightings of each neu-
ron are included. In Figure 5.9 the receptive fields are extracted in the same way as
described in Section 5.2.2 with the stored values of v on the synapses being multiplied
by their associated weight, the weight from the neuron to the output. The top part of
Figure 5.9 displays the weighted sum of the neurons which connect positively to the
respective outputs, forming an average representation of each class. When negative
weights are also included the full receptive field for each class can be seen. Prominent
examples of inhibition can be seen for class 0 and 1 where there is strong negative
weighting at the centre of the 0 and to the sides of the 1. This technique shows it is
straightforward to extract the information present in the network and evaluate what
each class is responsive to. It is possible that with some form of clustering that sub-
divisions of each class could also be extracted, such as sevens with and without a line
crossing their middle. Here just the average receptive field is presented.
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5.3.3 Inverted pendulum - reinforcement learning

Networks are connected to the TensorFlow gym enviroment [17] cartpole_v1 to test
performance. The task is to keep a pole balanced on a cart without the cart moving too
far from the starting position or the angle of the pole moving too far from the vertical.
The maximum balance time is 500 timesteps with the task being considered solved
if the the average balance time over the last 100 trials is over 475. A slightly broader
kernel proved effective in this task resulting in s= 0.6 being chosen. A memory length,
m, of 10 was sufficient which means the last 10 timesteps are classified as a failure and
each trigger an individual neurogenesis step. All inputs are selected by each neuron.
An ANN actor-critic model is created and trained using GD, a learning rate of 0.003
with Adam optimisation, 128 hidden neurons (more did not improve performance) and
a gamma value of 0.99. 100 trials are run for both EDN and the actor-critic with their
average performance being shown in figures.

Figure 5.10 compares the performance of EDN against an ANN trained with GD.
The quick acquisition of information enables EDN to reach a stable control of the
inverted pendulum almost twice as fast as the GD approach case. The actor-critic
model takes on average 798 trials before a stable configuration is reached. The best
configuration of EDN, with a maximum network size of 350, was able to solve the task
in an average of 415 trials. Similar performance is seen for network sizes of 200 and
above. The effect of maximum network size on performance is most noticeable below
150 neurons. At this point neuron deletion becomes too frequent to keep a stable set of
behaviours in the network. At 100 neurons the performance significantly suffers with
the network taking 1091 trials to complete the task. A maximum network size of 50
puts strain on the learning with it failing to solve the task in 2000 trials, only achieving
an average balance length of 424 timesteps at the end of training.

Without neuron deletion EDN takes on average 1250 trials to complete the task.
Performance is initially better than the actor-critic, displaying the fast learning capa-
bility of EDN, although the convergence to stable balancing proves harder leading to
more trials needed to average over 475 over the last 100 trials. During training without
neuron deletion it was noticed that there were a number of trials in which the learn-
ing did not converge to stable behaviour. Instead the performance would quickly drop
from balancing for the full duration to struggling to get balance for longer than 100
timesteps. This is likely a result of beneficial behaviours being inhibited via neuroge-
nesis during the learning process and, although those actions are useful to balancing,
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Figure 5.10: EDN with varied network size limits benchmarked against an ANN
trained in tensorflow using an actor-critic model (black) applied to the inverted pendu-
lum task. The lines show the running average of the last 100 trials with the dashed line
showing the threshold performance required for the task to be considered solved. Each
configuration is repeated 100 times and the average of their performance is shown.

causing strain on further learning. Neuron reinforcement and deletion avoids this pit-
fall by rewarding neurons that contribute to good behaviour and deleting the ones that
do not, resulting in a better performing and more condensed network.

The relative speed with which EDN is able to complete this task is a result of the
instant labelling of poor behaviour and the adapting of performance. This allows a
behavioural space to be built in which actions resulting in negative results are avoided.
The rewarding and subsequent deletion of neurons enables this further by injecting
positive reward into neurons which are contributing to good behaviour and removing
the neurons which do not aid performance. Overall this incorporates reinforcement
learning signals into the network behaviour instantly and in a one-shot fashion.

5.3.4 Parametric analysis

Parametric analysis was carried out on the wine classification task. The following
section discusses the effect of s, Eth and input selection with a focus on the convergence
and number of neurons and synapses generated during learning. All experiments used
the same random seed and were averaged over a stratified 10 fold cross validation.
Unless otherwise specified the parameters used for all tests were s = 0.4, Eth = 0.2 and
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sth = 0.1. Only two of the parametric analysis graphs are included here. Please see the
appendix Figure A.1 to Figure A.12 for graphs of testing accuracy, synapse and neuron
counts and iteration error for each of the explored parameters.

The effect of kernel spread

The top plot of Figure 5.11 displays how kernel spread affects the final neuron and
synapse count of EDN networks following training. Generally, the more neurons cre-
ated the worse the performance as the error was more often above Eth. Low values of
s produce many neurons as the hat function is too narrow to allow information transfer
across examples. The synaptic response is too specific and therefore the neuron is only
active when receiving almost the exact same input causing it to overfit to the the train-
ing data and perform poorly in testing. When s is large there is the opposite problem.
Note that all inputs are normalised to fall between 0 and 1 and therefore any s > 1
will be active at least by some amount for any input. This means with large values
of s that there are more neurons active at any one time and, therefore, there are over
generalisations made about the data. This hurts performance with testing accuracy
being far more erratic, especially during the early stage of learning. However, with
further training and neuron generation a balance is found in the network for different
output activations bringing the final testing accuracy to a comparable level with more
appropriately chosen values of s.

In Figure 5.11 it can be seen that the fewest neurons are created when s = 0.6,
however, this does not correspond to the best testing accuracy. The best performance
was found when s was slightly below this level at 0.4; this is likely because there is
less transfer of information between saved data points resulting in more triggering of
neurogenesis. Increased neurogenesis in tandem with slightly more specific neuron
activation leads to better defined input-output mappings. Overall the choice in s is a
balance between overfitting to the training data at low values and over-generalising
from the training data with high values.

The effect of error threshold

Error threshold, Eth, controls the level at which neurogenesis is triggered. When
Eth = 0 every training example triggers neurogenesis resulting in as many neurons
in the network as examples presented. Increasing the threshold slightly leads to fewer
neurons being created with little effect on testing accuracy. It was found that Eth > 0.2
was when performance started to be non-negligibly affected, at this point the model
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Figure 5.11: Showing the effect of range of parameter values for kernel spread s (top)
and surprise threshold sth (bottom) on neuron and synapse count after training on the
wine classification task. The left y-axis and the line in blue of each plot corresponds
with neuron counts. The right y-axis and the red line correspond with the synapse
count. The vertical bars show the standard error over a stratified 10 fold cross valida-
tion.
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becomes a less complete representation of data and testing accuracy reduced. As Eth

increases this effect becomes more pronounced with fewer neurons being saved and
accuracy dropping until eventually neurogenesis is no longer triggered and the model
remains empty. It is possible that some form of annealing of Eth could allow a detailed
model to first be created and then add neurons after that if the magnitude of the error
is large helping to reduced network size that remains representative of the data.

The effect of surprise threshold

The method used for selection of synapses in classification tasks is to compare an
expected input with the correct input and select the ones with the highest disparity
(see Section 5.2.2). The inputs with a surprise value above sth are chosen to seed the
synapses of the newly formed neuron. The bottom plot of Figure 5.11 shows how
varying sth effects the number of synapses and neurons created after training on the
wine classification task.

Similar to the results of s, generally speaking the fewer neurons created the better
the performance on the task. From the plot it can be seen that lower values of sth lead
to fewer neurons being created and more synapses being created. For sth < 0.2 the final
testing accuracies are equivalent but overall fewer synapses are created the larger the
threshold. This shows that the selection process can allow the most important inputs
to be selected without hurting overall network performance. This puts focus more on
feature-output mappings rather than input-output mappings.

As sth is increased further the model suffers as the inputs selected by the model
become too fragmented and no longer represent the data as a whole. This leads to fewer
synapses being created overall whilst the neuron count increases. For high values of sth

eventually a point is reached at which neurogenesis is triggered and no input synapses
are selected for the new neuron causing the model to stagnate. Generally the choice of
sth is a balance between saving all information and extracting a reduced form. From
MNIST experiments it was found sth = 0.4 allowed the most important features to be
extracted resulting in the best performance, again, putting emphasis on the feature-
output mapping rather than the input-output mapping.
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How random input selection size effects performance

An alternative method for input selection is to select n inputs randomly, without re-
placement, to form the synapses of the new neuron. This avoids the need for con-
structing an expected input and comparing it with the actual input, reducing the com-
putational overhead for each training example. It was found that when the number
of synapses randomly selected was increased the testing accuracy generally increased,
however, this also led to increased neurogenesis in these experiments. It would be
expected that the better the testing accuracy the less neurogenesis, however, neuroge-
nesis is triggered by the magnitude of the error produced not the classification. The
speed at which the error decreased was uniform across the values of n but the larger the
value of n the larger the error which means more instances in which neurogenesis was
triggered. A likely cause for this is that an increased number of synapses per neuron
leads to more accurate but less precise representations for each class (accuracy being
a measure of correctness and precision a measure of exactness). A more accurate rep-
resentation of input-output mappings can be stored on the neuron with more synapses
as a more complete representation of a data point is stored. However, reducing the
number of synapses stored on a neuron makes the input-output mapping more precise
as the number of inputs involved in an output prediction are limited. This precise rep-
resentation comes at the cost of a more fragmented model of each class which hurts
testing accuracy. This explains why the MNIST experiments run with random input
selection did not get the best performance when all synapses are selected. The best
performance does not come from complete input-output mappings but extracting the
most important feature-output mappings, creating a more precise representation of the
classes.

5.4 Discussion

This work has demonstrated how non-linear synaptic activations can be used in con-
junction with neurogenesis to tackle a range of tasks in an online fashion. A new
neuron is created following an error and the synapses are used to store input values
related to that error. This can be done in parallel with network operation and requires
no further altering of parameters, which means previously stored information is never
forgotten from the model. The instant incorporation of information into the network
enables behaviour to be updated immediately. In a robotic scenario this could enable an
agent to explore and acquire information without the need for multiple trials and offline
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computation. This would allow robots to explore unknown environments whilst updat-
ing models of their surroundings. It could also be applied to adjusting their behaviour
to account for damage to components without the need for outside intervention, much
in the same way humans limp following an injury.

Benchmarking against gradients

EDN has been applied to a range of tasks (classification, regression and reinforce-
ment learning) and a fast and data efficient learning has been displayed. EDN offered
a speed up of 25 times on the wine classification task, 135 times on the auto-mpg
regression task, 2 times on MNIST digit recognition and 2 times on the inverted pen-
dulum reinforcement learning task compared to a traditional ANN trained with GD.
This improvement in speed is a result of the encoding of input and output values in
the neurons enabling immediate application of new information following error driven
neurogenesis without the need for gradual parameter updates. Classification accuracy
was the same for both EDN and GD, however, mean squared error for the regression
task was 3 times smaller with EDN compared to GD. EDN was able to readily attach
positions in the input space to regression values. This led to both faster and more ac-
curate performance compared to gradient descent. This is likely a consequence of the
non-linear properties of the regression task making capturing the exact input-output
mapping more difficult for traditional ANNs. Gradient descent with ANNs requires
the building of a statistical summary of the data and encoding it in the weights of a
predefined network, paired with the neurons producing an output relative to the dis-
tance from a hyperplane (see Section 5.2.1); this makes producing a smooth non-linear
output value challenging.

MNIST presented the greatest challenge for EDN with the main gains being shown
in comparison to GD in terms of speed. The power of EDN comes from its ability to
store a value on the synapses and attribute a particular output to it through the neuron;
following this any input that is similar will cause the neuron to activate the associated
output. MNIST provides a challenge to this as members of the same class could have
exactly the same inputs with only a slight spatial transformation. The result of this
transformation is that the input values will now be different, and although the general
structure of the input is the same as a previously saved input the input-output map-
pings will no longer be helpful. If the synapses or neurons could encapsulate possible
input transforms, effectively giving the synaptic triangle kernel a spatial spread, then
there could be more information transfer between examples. Possibly some form of
convolutional filter may achieve a similar affect.
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Another possible reason for the difficulty in reaching higher levels of performance
on MNIST is because of the increased dimensionality of the input. This makes sam-
pling the correct features and using them to classify inputs increasingly difficult. It
was shown that altering the way in which the inputs are sampled can effect the perfor-
mance of EDN, if sampling or the generation of expected response can be improved it
would increase the performance of the model further. A potential route for this could
be the implementation of an attention mechanism that adaptively selects different in-
puts rather than relying on a collective representation of individual classes. It is also
possible that a neuron deletion dynamic, as was displayed in reinforcement learning,
could enable EDN to remove neurons whose activity does not aid performance in clas-
sification.

Future directions

In the reinforcement learning task the positive reward generated at each timestep was
fed into the network and enabled the deletion of the least useful neurons. This acted to
put a cap on the network size but came with the added benefit of improving the speed
of task completion by removing the least beneficial input-output mappings. In future
work it could be useful to find an analogous mechanism for other learning regimes
by which network growth can be restricted and potentially, in parallel, improve the
performance of the model. As neurogenesis is triggered by errors if they cannot be
brought below threshold then network size continues to increase. Some form of early
stopping or error threshold annealing may also help curtail the continual growth of
the network as performance generally converges quickly with only minor fine tuning
happening afterwards even though network growth continues.

The mechanism by which information is stored within the network allows easy
access to what specifically is influencing behaviour leading to more informed model
debugging. Saved data can also be extracted for post processing and the creation of a
more condensed model. This is of particular importance given the size to which EDN
can grow a network. Without a cap on network size the number of neurons continues
to grow in the presence of error, therefore, a mechanism by which saved data can be
elucidated into a reduced model would allow learning over a much longer time period
without a growing memory footprint. This would also enable offline training without
the need for further examples as previous inputs are saved within the model and can
be extracted. The condensed model may also provide beneficial extra dimensions to
the inputs, akin to the kernel trick used in support vector machines (SVM). In SVMs,
kernels are used to provide additional dimensions to the data thereby allowing a linear
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classifier to separate the data. If the produced EDN model could be used to generate
ANN neurons this would add extra dimensions to the data which future learning with
EDN can take advantage of.

If the branching structure of dendrites could also be made a part of the network’s
connections, more complex dependencies between features could be constructed. As
was shown in the results the best performance came when the most appropriate feature-
output mappings were captured by the network and not solely the input-output map-
pings. Branching dendrites could allow a richer description of inputs to be represented
by a single neuron as activity would no longer be a uniform sum of synapse activations.
This may allow each neuron to have branching dependencies of inputs with some be-
ing more important than others. If neurons could also be allowed to connect to other
hidden neurons, instead of only inputs, it would enable synapses to be responsive to
higher level features and allow more complex topologies to grow.

The bias of biases

EDN updates its model by adding new neurons to its current network in response to
errors. GD updates its model by moving the weights in the direction gradient calcu-
lations dictate will produce less error, eventually creating a statistical summary of the
data in its weights. This puts the model bias in EDN on the order in which information
is presented as opposed to bias coming from the random initialisation of the network
as in GD. This may be utilised with a form of curriculum learning in which simple and
representative examples are first presented and the difficulty is increased from there.
This is similar to how we teach children (and adults), first starting with simple con-
cepts and characteristic features then incrementally building from there. Modern GD
approaches do not require this as they can eventually build a statistical summary of the
input-output mappings without concern for first capturing the fundamentals.

The bigger picture

This work explores how neurogenesis in tandem with synapse non-linearities can be
used to store information about inputs in a form that can be used to alleviate errors.
It enables fast acquisition of information and updating of a behavioural model. Ulti-
mately, this is not a panacea and is only a part of the puzzle. Traditional ANN transfer
functions, whose activity is relative to the distance from a hyperplane, allow neurons
to be active beyond a local area of the input space, providing broader statements about
input-output mappings. It is likely that a hybrid approach between quick, functional
data acquisition and the building of general statistical representations of data is re-
quired to create more complete learning systems. This could allow a combination of
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learning across timescales, such as the data gathered within a day being condensed
down into a reduced model, iteratively increasing the complexity of the representa-
tions captured by the network during a lifetime. Something akin to this may happen
in biological brains where wakeful hours are used to acquire data through interacting
with the world, followed by sleep in which information is consolidated and pushed into
a more general model whilst freeing up previously used neural real estate.



Chapter 6

Conclusions

6.1 Summary and conclusions

Generally machines are narrowly intelligent

Humans have taken inspiration from biology in many areas, from aeroplanes to Velcro.
Neural networks are another example with their computational structures enabling vast
amounts of data to be condensed into their parameters to form a model of a system.
ANNs (Artificial Neural Networks) have been trained, using mathematical principles,
to surpass human level performance at a range of tasks, such as chess and go. They are
games with more possible game states than atoms in the observable universe, however,
they fall into a category of environments with perfect information; moving a pawn
forwards will always produce the same result, compared to real world environments in
which perfect information (especially for training) is not available. Self-driving cars
are an example of a domain in which humans are able to reach proficient performance
using limited experience but which machine learning models struggle to reach high
levels of proficiency due to their lack of a generalised model.

Current neural network training methods are restricted by the methods used to train
them, which are heavily reliant on the training data. They are universal function ap-
proximators, which when paired with GD (Gradient Descent) allows them to, in theory,
model any input-output mapping, however, this then puts a large onus on the data used
to train the model [25, 73]. If the data cannot fully encompass all possible input-output
mappings then the model will struggle as it does not generalise towards unseen ex-
amples well. This can be exemplified in computer vision, a multi-layered feedforward
network is a universal function approximator yet it takes a CNN (Convolutional Neural
Network) to be able to solve translation invariance (where the position of an object in
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the visual field does not effect the detection of the object). If the training data was aug-
mented to include all possible translations of objects then a feedforward architecture
could likely compete with a CNN, although it would be more computational expensive
to train.

Neural networks need to work towards extracting generalised principles from their
training data rather than reliance on building a suitable statistical summary of the input-
output mapping. When artificial systems can become more efficient with their data, by
making and testing hypotheses, and extract abstract principles, robots will no longer
be restricted to training offline and subsequent deployment. This will aid in bridging
the gap between training data and real-world environments, which presently is solved
by increasing the data presented to the model (through data augmentation or simula-
tion [101, 125]) as training in the real world is too slow. It could also imbue robots
with the ability to adapt to unseen environments and situations enabling fast adaptation
and fault tolerance.

Paying attention to attention

As was discussed in Chapter 3, attention systems allow computational resource to be
allocated to the most important elements of an environment. In effect this filters the in-
put stream providing only what is deemed as most relevant to be processed. Having an
attention system can move focus around an image, can provide translation invariance
as location is only relative to the centre of gaze and in extreme cases can even allow
inputs to be shuffled [137].

This thesis showed that an entirely event-based implementation run on SpiNNaker
allows the attention processing to be achieved on average in 17.5ms, approximately 7
times faster than a GPU implementation. This displays that when inputs are processed
in a biologically plausible way a significant reduction in latency can be achieved. This
can allow an attention system to be a preliminary form of processing to better allocate
higher level processing without a large cost to processing time.

To spike or not to spike, is it even a question?

As explored in the background, spiking neurons offer a number of benefits compared
to their non-spiking counterparts:

• sparse activity

• temporal element to processing

• energy efficiency

• robust to noise
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• information density (with non rate-based codes)

• low latency

• event-driven

The challenge remains how to train them in a fashion that can fully exploit their benefits
and compete with non-spiking ANNs. GD methods have proven incredibly effective
with ANNs yet they struggle to transfer to SNNs (Spiking Neural Networks) due to
their discontinuity around spike time making the derivative undefined. Attempts have
been made to circumvent this problem with the use of pseudo derivatives and surrogate
gradients [8, 66, 77, 100, 126], smoothed activation curves [62, 78] and spike time
based gradients [23, 96, 148, 151] but they often do not take inspiration from biology
and instead rely on approximating ANN neurons with rate-based SNN neurons which
is inherently less accurate at transmitting information, therefore, not reaching the same
accuracy as ANNs.

E-prop offers a biologically plausible alternative to backpropagation [11], using
only locally available information and a global error signal. With this limited informa-
tion it is able to train recurrently connected LIF (Leaky-Integrate-and-Fire) and ALIF
(Adaptive-Leaky-Integrate-and-Fire) neurons online and can be applied to a range of
tasks, from classification to Atari games [10]. In Chapter 4 e-prop was instantiated
on SpiNNaker to explore its application to real-time, online learning using only local
available information. A number of challenges were highlighted in contrast to the Ten-
sorFlow implementation, most notably the difficulty in regularising the firing rate. As
TensorFlow averaged firing rate over many neurons, it could achieve a more robust ap-
proximation of population firing. SpiNNaker could only easily share spike rates across
a core, which limited the population average to eight neurons. This showed that, al-
though e-prop uses local information to approximate weight gradients, it relied on
global information to regularise the network. Design of learning algorithms must keep
in mind the constraints of neuromorphics to better understand the challenges faced by
the biological brain. There are also further benefits to be had from EAs (Evolutionary
Algorithms), specifically GAs (Genetic Algorithms) due to their increased flexibility
of gene expression. Due to SpiNNaker’s highly parallel architecture it lends itself to
population training as all agents can be run simultaneously without impedance to run-
time.

Gradients are only as good as the hill you are on

Learning can take many forms, even increasing the number of entries in a lookup table
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can be considered a type of learning. Gradient based techniques are a set of powerful
training algorithms for updating a parametric model. They calculate the error gradient
of some objective function with respect to model parameters and update them in the
direction that will mitigate future errors. With careful selection of hyperparameters
such as learning rate this can imbue a model with a good representation of the data.
However, as discussed in this thesis, there are a number of challenges with gradient
descent techniques:

• catastrophic forgetting

• requires differentiability

• only smooth transitions

• vanishing gradients

• exploding gradients

• saddle points

• parameter sensitivity

• sensitive to initial conditions

There are a number of solutions to these problems, such as skip connections that add
synapses between distant layers to allow a shortcut for gradients, and pseudo deriva-
tives for the SNN neuron’s activation discontinuity. GD is mainly applied to parametric
functions where the model topology remains fixed and the function parameters are al-
tered to improve the quality of the model. As all information is placed within the same
parameters, care must be taken to ensure learning is controlled, through learning rate
and batch size, such that parameter updates can capture qualities of the entire data set
without catastrophic forgetting causing previously learned information to be overwrit-
ten. This also then limits the longevity of models as further learning means forgetting
what was learned. Any time new data is to be trained care must be taken, such as all
data being presented to the model again, to update parameters without forgetting what
was incorporated before.

Chapter 5 proposed the use of synaptic nonlinearities in tandem with a neuroge-
nesis mechanism to form a non-parametric model that does not overwrite previously
learned information. By constructing information without gradients an increased speed
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of data acquisition was achieved whilst retaining all learnt information within the net-
work. In EDN (Error Driven Neurogenesis) information remains within the network
and can be inspected and retrieved, this allows inspection of model behaviour without
inference. Retrieval of stored information could even allow a form of self learning af-
ter data acquisition, something akin to sleep. Neural networks have a lot to be gained
from more closely matching biology. It was shown with EDN that the nonlinearity of
dendrites and neurogenesis can be co-opted to solve classification, regression and rein-
forcement learning tasks. There are, no doubt, still many more aspects of intelligence
to be gleaned from more closely modelling the biological brain.

6.2 Future work

The biological brain possesses many facets that are missed from their current com-
putational analogues. Biological neurons alone contain far more complexity than is
currently modelled by ANN neurons. When you factor in complex neuromodulartory
interactions [42] and the mysterious glial cells that make up the majority of cells in the
brain [54] there is still much to unlock. It has been discussed that spiking neurons offer
a potentially important step towards increased computational power because of their
information density, with certain encoding schemes, and inherent temporal properties.
However, the problem remains open as to how to unlock their potential.

Attentive towards the future

As was shown in Chapter 3, a full event-based attention system is possible on neuro-
morphic hardware. This was originally designed for real-time operation on the iCub
humanoid robot, further work could benefit from increased testing on iCub. Control-
ling foveation of the robot’s gaze was tested to a small extent, and proved possible with
saccadic suppression (removal of events caused by moving of the eyes). If this could
be paired with a higher level objective, such as looking towards specific objects, this
could prove a beneficial research goal.

Controlling the goals of an attention system was shown to be possible with Gestalt
principles, however, they are only underlying principles of attention. For more objec-
tive driven approaches careful tailoring of filter kernels may prove beneficial, although,
in recent years engineered approaches have fallen to the wayside in favour of learned
models. The human fixation data set, the ground truth in the SNNevProto work, could
be used for supervised learning of a human-like attention model. The architecture
could remain the same, which would reduce the number of parameters to learn, leaving
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the main kernel to be the learnt element (which can be rotated and up and downsam-
pled as needed), and possibly the percentage firing thresholds between layers to fine
tune the response. Appropriate choice of learning algorithm will need to be consid-
ered given the sharing of parameters within the model and the spiking neuromorphic
implementation. It could be considered an indirect encoding, because the topology is
already defined, and then an EA may be well suited as the population can be run in
parallel on SpiNNaker.

FuturE-prop

Having access to a state of the art SNN training algorithm on neuromorphic hardware
gives a number of possible directions for future work. Extending to more complex
tasks to gauge the limitations of the implementation would be beneficial, such as tack-
ling reinforcement learning tasks with much longer time horizons and less immediate
error feedback.

To approach more complex learning domains there are two main challenges that
need to be tackled. Firstly, recurrent connections; e-prop boasts being able to train
recurrently connected SNNs without the need for BPTT (Back-Propagation-Through-
Time), remaining online during the training process [11]. Recurrent connections lend
increased computing power, especially with temporal data, to a model. The implemen-
tation on SpiNNaker struggled to harness the power of recurrent connections because
of the second challenge, firing rate regularisation. Regularising the population firing
was difficult because of three main reasons:

• limited to averaging over eight neurons

• sparse/irregular firing of inputs

• cannot easily calculate firing rate over short time scales

A potential solution and direction of future work could be to move to a multi-core
model of e-prop neurons. This would split the neurons and synapses to work on differ-
ent cores giving each one increased memory and processing time. This in turn would
allow increased neurons per core and better approximation of firing rates. It would
also enable increased time for spike processing, this would reduce problems during the
learning process of regularisation pushing firing rates too high and causing spikes to
be dropped and simulations to crash.

The end of the beginning of the EDN

It was shown in Chapter 5 that using nonlinear synapses with uniform parameters was
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Figure 6.1: On the left shows the EDN network output after training on a three class
problem. Dots are the training points with the dots with stars representing the saved
data points and the larger dots are the weighted average of each class. On the right a
tanh neuron is created which draws a hyperplane between all pairs of class centroids
with their outputs corresponding to the respective class on each side of the hyperplane.
When observing the outputs of the tanh neurons (the coloured background) it can be
seen that a good class separation is acquired using nonlinear neurons without any gra-
dient descent.

able to achieve competitive results at a range of tasks. A possible future iteration of
EDN could be used to perform some form of unsupervised learning, after training,
in which the network’s parameters, output weights and kernel spreads, are trained to
form a cohesive whole. As all the learnt information is present within the network
it is possible that the network can perform self-supervised learning using the stored
information. This may form a sleep-like state in which learnt information is integrated
to form a complete picture.

Another possible sleep like mechanism may come in the form of network conver-
sion. In Figure 6.1 a simple mechanism is displayed in which hyperplanes are created
between class centres, which when combined create a condensed representation of the
original data. These hyperplanes add further dimensions to the data which can be fur-
ther sampled by EDN providing potentially useful features for learning. This would
create a hybrid system capable of both fast learning, via EDN, and broadly applicable
feature extraction, via nonlinear neurons. This combined approach could allow contin-
ual learning and feature extraction in an entirely self-supervised manner. It would also
be entirely offline, as data has been acquired during initial training, making it akin to
some sleep-like mechanism.
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Appendix A

Appendix

A.1 Error Driven Neurogenesis appendix

The following figures are additional plots of the EDN (Error Driven Neurogenesis)
parametric analysis. They explore the effect error threshold Eth, kernel spread s, ran-
dom sampling and sampling with a varied surprise threshold sth have on testing accu-
racy, absolute error, neuron count and synapse count.
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Figure A.1: How the testing accuracy during training changes with error threshold, Eth

Figure A.2: How the neuron and synapse counts following two epochs changes with
error threshold, Eth
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Figure A.3: How the running average (moving window over 100 examples) of absolute
testing error changes with error threshold, Eth

Figure A.4: How the testing accuracy during training changes with kernel spread size,
s
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Figure A.5: How the neuron and synapse counts following two epochs changes with
kernel spread size, s

Figure A.6: How the running average (moving window over 100 examples) of absolute
testing error changes with kernel spread size, s
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Figure A.7: How the testing accuracy during training changes with different random
sample sizes

Figure A.8: How the neuron and synapse counts following two epochs changes with
different random sample sizes
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Figure A.9: How the running average of absolute testing error changes with different
random sample sizes

Figure A.10: How the testing accuracy during training changes with surprise threshold,
sth
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Figure A.11: How the neuron and synapse counts following two epochs changes with
surprise threshold, sth

Figure A.12: How the running average (moving window over 100 examples) of abso-
lute testing error changes with surprise threshold, sth
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