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This thesis is concerned with definability questions for structures given by

expanding the ordered real field by various classical functions. Initial results in

this area concern the structure given by expanding the ordered real field by the

real exponential function. The rich model theory of this structure immediately

shows that the sine function is not definable in this structure. Bianconi showed

that no restriction of the sine function is definable in this structure.

In this work we consider similar definability questions for a function that is

similar to the exponential function, which is known as the Weierstrass ℘-function.

The proofs of these results rely on a version of a functional transcendence result

known as Ax’s Theorem for the Weierstrass ℘-function. A corresponding theorem

for the modular j-function is due to Pila and Tsimermann and by using this

theorem we also obtain a definability result for the j-function.

Definability questions for expansions of the real field by several ℘-functions

were considered and answered in work of Jones, Kirby and Servi. The ℘-function

arises in the exponential map of elliptic curves, which are the abelian varieties

of dimension 1. In this thesis we give a corresponding result for the exponential

maps of all abelian varieties. This is joint work with Jones and Kirby.
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Chapter 1

Introduction

This thesis is concerned with definability questions for expansions of the ordered

real field by restrictions of certain real analytic functions. Although these ques-

tions and results are model theoretic in nature, the proofs of these results explore

the relationship between model theory and functional transcendence as well as

differential algebra. This thesis can be considered in two parts. The first part of

this thesis, Chapters 3,4,5 and 6, explores definability questions for expansions of

the ordered real field by the restriction of a single function. A preliminary version

of the work in Chapter 3 can be seen in the preprint [28]. The second part of

this thesis consists of Chapter 7 and explores interdefinability questions for the

expansion of the ordered real field by restrictions of several functions. The work

in this chapter is in collaboration with my supervisor Gareth Jones and Jonathan

Kirby.

The main area in which the work in this thesis lies is model theory, which

is a branch of Mathematical Logic. One of the main objects of study in model

theory are first order structures M. These first order structures consist of a set

M together with a collection of constant symbols, function symbols and relation

symbols. A subset of Mn for some integer n ≥ 1 is said to be definable in the

structure M if it is the solution set of a formula in M. A function f is said

to be definable if its graph is a definable subset. A common problem in model

theory is to consider a first order structure M and ask what its definable sets

and definable functions are. Throughout this thesis definability means definability

with parameters.

An important part of model theory that has been considered for several

decades is the theory of o-minimal structures, which were first considered and
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developed by Van den Dries in [11], Pillay and Steinhorn in [32] as well as Knight,

Pillay and Steinhorn in [23]. A detailed exposition of the basic theory of these

structures is given by van den Dries in [13]. A structureM = (M ;<), where < is

a dense linear order, is said to be o-minimal if every definable subset of M is a fi-

nite union of intervals and points. An initial example of an o-minimal structure is

the ordered real field R = (R; +,×, 0, 1, <). Here + and × are the usual addition

and multiplication and < is the usual ordering. The o-minimality of this struc-

ture follows from the work of Tarski in [37]. As mentioned above throughout this

thesis we are concerned with expansions of R by restrictions of certain analytic

functions. An initial example of such a structure is Rexp := (R, exp : R → R),

which was shown to be model complete by Wilkie in [39]. This combined with

results of Khovanski in [18] gives that Rexp is o-minimal. Consider a real analytic

function f : U → R where U ⊆ Rm is an open subset that contains [−1, 1]m.

Then the function

f̃(x) :=

f(x) x ∈ [−1, 1]m

0 x /∈ [−1, 1]m

is called the restriction of f . The expansion of R by the restrictions of all real

analytic functions is denoted Ran. This structure is also o-minimal, which was

shown by van den Dries in [12]. Another important example of an o-minimal

structure is Ran,exp := (Ran, exp : R → R), the o-minimality of which was shown

by van den Dries and Miller in [14]. Other results in this area include that the

theory of Rexp is decidable under the assumption that Schanuel’s Conjecture, an

important conjecture in transcendental number theory, is true. This is due to

Macintyre and Wilkie in [26].

The o-minimality of Rexp immediately implies that the sine function is not

definable in Rexp. For if it was then the zero set of the sine function would also

be definable in Rexp, which is an infinite discrete subset of the real numbers, a

contradiction. A natural question at this stage is whether some restriction of sine

to a bounded real interval is definable in Rexp. This question was considered by

Bianconi, who showed the following theorem in [5].

Theorem 1.0.1. No non-trivial restriction of sine to a bounded interval I ⊆ R
is definable in Rexp.
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This theorem can be restated to say that no restriction of the complex expo-

nential function to a disc in C is definable in Rexp. In fact one can go further.

The following theorem is also due to Bianconi in [6].

Theorem 1.0.2. Let D ⊆ R2n be a definable open polydisc and u, v : D → R
two definable functions in Rexp. Suppose that f(x + iy) = u(x, y) + iv(x, y) is

holomorphic in D. Then u and v are already definable in R.

Here the usual identification of C with R2 is made. To begin this thesis we

consider this formulation of the theorem for other transcendental functions. There

certainly are transcendental functions f such that the restriction of f to a non-

empty disc D ⊆ C is definable in the structure (R, f |I). In fact it turns out that

there are examples of such functions that are not dissimilar to the exponential

function. A complex lattice Ω ⊆ C is defined to be a discrete subgroup of C of

rank 2. To each such lattice Weierstrass associated the following function known

as the Weierstrass ℘-function,

℘(z) = ℘Ω(z) =
1

z2
+

∑
ω∈Ω\{0}

(
1

(z − ω)2
− 1

ω2

)
.

The ℘-function is a periodic function that also has an addition formula and a

differential equation, which shall be recalled in the background chapter, Chapter

2. These are properties that are also satisfied by the exponential function and it

is this together with the rich model theory of Rexp that motivates the study of

the model theory of these Weierstrass ℘-functions. Another property that both ℘

and the exponential function share is that they both arise in the exponential map

of a commutative algebraic group. The model theory of Weierstrass ℘-functions

has been considered by various people including Bianconi in [4] and Macintyre in

[25]. In the course of his investigation into the model theory of these Weierstrass

℘-functions in [25], Macintyre observed the following.

Lemma 1.0.3. Let Ω = Z + iZ and let ℘ = ℘Ω be its ℘-function. Let D ⊆
C be a disc that does not contain any lattice points. Then ℘|D is definable in

(R, ℘|(1/8,3/8)).

Here the interval (1/8, 3/8) is chosen for convenience as it avoids the poles of

℘. The lattice Z + iZ is rather special. For example it can easily be seen that

℘(iz) = −℘(z). This observation is essentially all that is required to prove the

previous lemma. The reason that the lattice Z + iZ is so special is that it is a



11

real lattice which has complex multiplication. A lattice Ω is a real lattice if it

is closed under complex conjugation and has complex multiplication if there is a

non-integer complex number α such that αΩ ⊆ Ω. An initial result in this thesis

is to extend the above lemma to all real lattices with complex multiplication. The

assumption that Ω is real gives that the restriction of ℘ to a bounded real interval

that does not intersect the lattice Ω is a real valued function. In fact Macintyre’s

observation can be extended to all lattices Ω with complex multiplication. In

this thesis we show that one can go further. Namely one can show that the

restriction of ℘ to a disc D ⊆ C is definable in the structure given by expanding

R by the restriction of ℘Ω to an interval if and only if the lattice Ω has complex

multiplication.

Theorem 1.0.4. Let Ω be a complex lattice and let ℘ = ℘Ω be its ℘-function. Let

I be a bounded real open interval such that the closure of I does not contain any

lattice points. Then there is a non-empty disc D ⊆ C such that ℘|D is definable

in the structure (R, ℘|I) if and only if the lattice Ω has complex multiplication.

The proof of this theorem is spread across two chapters, Chapter 3 and Chap-

ter 4. In Chapter 3 the theorem is proved for the case where the lattice Ω is a real

lattice and in Chapter 4 we give the non-real lattice case. One direction of this

theorem is the aforementioned extension of Macintyre’s lemma. The proof of the

converse in both chapters adapts a method of Bianconi used to prove Theorem

1.0.1. This method uses an implicit definition that is due to Wilkie in [39] and

was proved more generally by Jones and Wilkie in [20]. This method of Bianconi

also uses a functional transcendence result due to Ax in [1]. In Chapters 3,4 and

5 we use a version of this result for the Weierstrass ℘-function due to Ax in [2]

and Brownawell and Kubota in [7].

An outline of the proof of this converse is the following. We assume that a

restriction of ℘ to a disc D ⊆ C is definable in our structure. By the implicit

definition this restriction is defined by a non-singular system of polynomials in-

volving ℘ and ℘′. This gives an upper bound on the transcendence degree of some

finitely generated extension of C, which comes from the number of variables in

our system of equations minus the number of equations. Then an application

of the aforementioned functional transcendence result gives a lower bound which

is contradictory. The reason for splitting the proof in to these two cases is the

following. The implicit definition requires that the functions in our structure are

real analytic functions. When we are in the real lattice case this is immediate
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from a fact about the ℘-function and we may produce a system of equations with

℘ and ℘′ on R, which is done in Chapter 3. However once the condition that Ω is

a real lattice is removed we must consider restrictions of the real and imaginary

parts of ℘ and ℘′, which gives a system of equations in more variables. Therefore

a straightforward application of Bianconi’s method fails. However after making

various adaptations involving the identities for the real and imaginary parts of

a complex function and identities for the Weierstrass ℘-function we may give a

proof of the non-real lattice case and finish the proof of Theorem 1.0.4, which is

done in Chapter 4.

Now our attention turns to the question of which other ℘-functions are de-

finable in the structure (R, ℘|I). An elliptic function with respect to the lattice

Ω is a meromorphic function that is periodic with respect to Ω. It is a general

fact that given a complex lattice Ω any elliptic function with respect to Ω can be

written as a rational function in ℘Ω and ℘′Ω. This can be seen in [35]. Let Ω′ be a

complex lattice such that Ω ⊆ Ω′. Then ℘Ω′ is an elliptic function with respect to

Ω and if Ω has complex multiplication then a restriction of ℘Ω′ to a disc D ⊆ C is

definable in (R, ℘Ω|I). In Chapter 5 we show that this does not hold in the case

when the lattice Ω is a real lattice that does not have complex multiplication.

In fact this converse goes further and also shows that we do not obtain any new

complex functions and can be thought of as a ℘-function analogue of Theorem

1.0.2.

Theorem 1.0.5. Let D ⊆ R2N be a definable open polydisc and u, v : D → R be

two functions that are both definable, in the structure (R, ℘|I), where Ω is a real

lattice without complex multiplication and I is some bounded real interval that

does not intersect the lattice Ω. If f(x, y) = u(x, y) + iv(x, y) is holomorphic in

D, then u and v are definable in R.

The proof of this theorem adapts that of Theorem 1.0.2, which uses a method

similar to that used to prove Theorem 1.0.4. Here we use a different implicit

definition, which arises from a theorem of Gabrielov, namely Theorem 1 in [17].

The main difference between this method and the one seen in earlier chapters is

that two extra equations must be added to the system. These equations arise

from the Cauchy-Riemann equations for the functions u and v.

One of the key components needed in the proof of Theorem 1.0.4 and Theorem

1.0.5 is the existence of a version of Ax’s theorem for the Weierstrass ℘-function.

This allows us to obtain large lower bounds on transcendence degree. In general
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obtaining such bounds without an Ax statement is a difficult problem. Therefore

once we have another transcendental function for which a version of Ax’s theorem

holds, a natural problem to consider is whether we can answer similar definability

questions in expansions of R by restrictions of this function. The modular j-

function is a transcendental function which is defined on the upper half plane

and which satisfies a version of Ax’s theorem, due to Pila and Tsimermann in

[30]. Also, the j-function is a real valued function when restricted to an interval

on the imaginary axis. This partially motivates the following theorem, which is

proved in Chapter 6.

Theorem 1.0.6. Let I ⊆ R>0 be an interval and let D ⊆ H be an non-empty

disc. Then the restriction of j to the disc D is not definable in the structure

(R, j|iI).

The proof of this theorem adapts the original method of Bianconi and also

returns to the original implicit definition. The form of the Ax result that is

required for the proof of this theorem is very slightly different to the form stated

in [30]. The form that is required is stated and proved in the background chapter,

Chapter 2, and follows immediately from the form in [30].

In the final chapter of this thesis we turn our attention to a different definabil-

ity question. Definability questions for expansions of R by multiple ℘-functions

were considered and answered by Jones, Kirby and Servi in [21]. As in previous

cases we consider a restriction of these functions. Firstly we make the definition

of this restriction more precise. Let F be a set of maps f : U → R each defined

on an open subset U of Rn for some n. A function f ∈ F is said to be locally

definable in some expansion R of R if for each a ∈ U there is a neighbourhood

Ua of a such that the restriction of f to this neighbourhood is definable in R. A

proper restriction of f is a restriction of f to an open box in U with rational cor-

ners. The smallest expansion of R in which all of these maps are locally definable

is the expansion of R by all the proper restrictions of the maps in F , denoted

RPR(F). Two complex lattices Ω1 and Ω2 are isogenous if there is a non-zero

complex number such that αΩ2 ⊆ Ω1. If f : D → C is a holomorphic function for

a disc D ⊆ C whose centre is in R then the Schwarz reflection of f is denoted fSR

and is given by fSR(z) = f(z̄). The definability question we are concerned with is

the case when F is a finite set of ℘-functions. This was the question considered

and answered by Jones, Kirby and Servi in [21] who showed the following.
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Theorem 1.0.7. Let F1 consist of complex exponentiation and some Weierstrass

℘-functions and let F2 consist of Weierstrass ℘-functions. Suppose that none of

the functions in F2 is isogenous to any ℘-function from F1 or isogenous to the

Schwarz reflection of a ℘-function in F1. Then any set in both RPR(F1) and in

RPR(F2) is definable in R.

Over the complex field an elliptic curve E(C) = EΩ(C) ⊆ P2(C) is given by

the equation

Y 2Z = 4X3 − g2XZ
2 − g3Z

3.

The map expE : C → E(C), z 7→ [℘(z) : ℘′(z) : 1] is called the exponential

map of E. Here the complex numbers g2 and g3 depend on the lattice Ω asso-

ciated to ℘ and are known as the invariants of ℘. These are defined explicitly

in the background chapter, Chapter 2. In fact elliptic curves are the abelian

varieties of dimension 1. An abelian variety is a complete algebraic group. It is

therefore natural to ask whether the previous theorem can be extended to the

exponential maps of general abelian varieties. In order to formulate this question

more precisely we must choose the set F more carefully.

Let G be an abelian variety and let FG be the set consisting of: the exponential

map of G, the exponential maps of all abelian subvarieties of G, the exponential

maps of all abelian varieties isogenous to an abelian subvariety of G, the expo-

nential maps of the products of these abelian varieties and the exponential maps

of all abelian varieties isogenous to an abelian subvariety of these products as

well as the Schwarz reflections of all these exponential maps. Then we have the

following theorem.

Theorem 1.0.8. Let G and H be abelian varieties and let FG and FH be their

associated sets of exponential maps. Suppose that FG ∩ FH = ∅.
Then any set definable in both RPR(FG) and RPR(FH) is semialgebraic. (In

other words, it is definable in R).

The general strategy used in the proof of this theorem is an adaptation of the

method used in [21] to prove Theorem 1.0.7. This uses the method of predimen-

sions due to Hrushovski in [19]. In Chapter 7 the predimension used is different

to that in [21]. In [21] the group rank in the definition of this predimension arises

from the dimension of the graph of the exponential map of the elliptic curves

associated to each ℘-function. Here we introduce the notion of Gmax, an abelian
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variety of maximal dimension with respect to a certain property and which is

defined up to isogeny. The group rank is then defined to be the dimension of the

vector space of Kähler differentials that is spanned by the differentials associated

to the exponential map of this Gmax evaluated at a particular point. The defini-

tion of this Gmax requires an Ax-type result, which follows from a result of Kirby,

namely Proposition 3.7 in [22]. The material in this chapter is in collaboration

with my supervisor Gareth Jones and Jonathan Kirby.

In summary, the format of this thesis is the following. The next chapter will

consist of background material on the Weierstrass ℘-function and the modular

j-function as well as all the versions of Ax’s theorem that shall be needed. Also

included in this background chapter are the statements of both of the implicit

definitions that are required as well as an explanation on how we may obtain

upper bounds on transcendence degree from the non-singular systems given by

these implicit definitions. In Chapter 3 we give the proof of Theorem 1.0.4 in the

case where the lattice Ω is real and in Chapter 4 we give the case where the lattice

Ω is not isogenous to a real lattice. In this latter chapter the proof splits into two

subcases, namely when the lattice Ω is isogenous to its complex conjugate and

when it is not. In Chapters 5 and 6 the proofs of Theorems 1.0.5 and 1.0.6 are

given, respectively. Finally in Chapter 7 we give the proof of Theorem 1.0.8 after

some background on abelian varieties and differential forms. To finish this thesis

we give a conclusion which comments on each of the results proved in this work

and contains some discussion on the various ways in which these results could be

extended in future research.



Chapter 2

Background

In this chapter we shall give the background material needed throughout this

thesis. This will begin with an overview of the Weierstrass ℘-function and the

modular j-function. Throughout this work we shall require an important result

from functional transcendence known as Ax’s theorem. In fact various versions of

this theorem shall be used for both the ℘-function and the j-function and therefore

in Section 2.3 we shall list all of them. These functional transcendence results

give large lower bounds on the transcendence degree of certain finitely generated

extensions of C and some of the methods used throughout this thesis will involve

opposing them with upper bounds that become contradictory if the theorems fail.

These upper bounds shall arise from various non-singular systems of equations

given by implicit definitions. Therefore we conclude this background chapter by

stating these implicit definitions and explaining how these upper bounds follow

from the system of equations. There are two implicit definitions used throughout

this thesis the first of which is due to Wilkie in [39] and which Bianconi refers to

in [5] as the ‘Desingularisation Theorem’. The second of these implicit definitions

is due to a result of Gabrielov. Although this result is well known this is as far as

I am aware the first use of this result to obtain an implicit definition of this kind.

The systems of equations that we shall use are systems of algebraic functions and

so the proof of the upper bound is given here. For systems of polynomials it is a

standard argument.

16
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2.1 The Weierstrass ℘-function

This first background section contains material on the Weierstrass ℘-function, a

complex meromorphic function associated to a complex lattice. Firstly we give

the definition of a complex lattice as well as various types of complex lattices that

will be central to the results at the beginning of this thesis.

Definition 2.1.1. Let Ω ⊆ C. Then Ω is said to be a complex lattice if there exist

complex numbers ω1 and ω2 such that Ω = {mω1 +nω2 : m,n ∈ Z, =(ω2/ω1) >

0}. In other words Ω is a discrete subgroup of rank 2. The set {ω1, ω2} is referred

to as an oriented basis for the lattice Ω.

Definition 2.1.2. Let Ω1 and Ω2 be complex lattices. If there is a non-zero

complex number α such that αΩ1 ⊆ Ω2 then the lattices Ω1 and Ω2 are isogenous.

This is denoted Ω1 ∼ Ω2.

Definition 2.1.3. Let Ω be a complex lattice. If there is a non-integer complex

number α such that αΩ ⊆ Ω then the lattice Ω has complex multiplication.

Definition 2.1.4. Let Ω be a complex lattice. If Ω is closed under complex

conjugation, in other words if Ω = Ω, then Ω is a real lattice.

The following definition is in Sections 19-20 of [38].

Definition 2.1.5. Let Ω be a real lattice with an oriented basis {ω1, ω2}. Then,

1. If ω1 is real and ω2 is purely imaginary then Ω is known as a rectangular

lattice.

2. If ω1 = ω2 so that ω3 := ω1 +ω2 is real and ω4 := ω2−ω1 is purely imaginary

then Ω is known as a rhombic lattice.

Remark 2.1.6. In Sections 19 and 20 of [38] it can be seen that the real lattices

are precisely the rectangular and rhombic lattices.

To each complex lattice Ω Weierstrass associated a function, the Weierstrass

℘-function. The rest of this subsection will consist of the definition of the Weier-

strass ℘-function as well as some important properties of this function. This may

be seen in various books such as [9], [38] as well as Chapter 6 in [35].
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Definition 2.1.7. Let Ω ⊆ C be a complex lattice. Then for all z ∈ C,

℘(z) = ℘Ω(z) =
1

z2
+
∑
z∈Ω∗

(
1

(z − ω)2
− 1

ω2

)
,

where Ω∗ = Ω \ {0}.

The following lemma consists of several basic facts about the Weierstrass ℘-

function and is therefore stated without proof. These facts can be seen in Chapter

3 of [9].

Lemma 2.1.8. Let Ω be a complex lattice and ℘ = ℘Ω be its associated Weier-

strass ℘-function. Then,

1. ℘ is a meromorphic function with double poles at precisely the points in the

lattice Ω (and analytic elsewhere).

2. ℘ is periodic with respect to Ω.

Definition 2.1.9. For a complex lattice Ω the invariants of ℘ are defined to be

the complex numbers

g2 = g2(Ω) = 60
∑
ω∈Ω∗

1

ω4
and g3 = g3(Ω) = 140

∑
ω∈Ω∗

1

ω6
. (2.1)

The content of the following proposition can be seen in Section 18 of [38].

Proposition 2.1.10. Let Ω be a real lattice and ℘ its Weierstrass ℘-function.

Then the restriction of ℘ to an interval I that does not contain any poles and is

on either the real or imaginary axis is a real valued function and the associated

invariants g2 and g3 are real numbers.

The Weierstrass ℘-function satisfies a differential equation, the proof of which

can be seen for example in Theorem 3 in Chapter 3 of [9].

Theorem 2.1.11. For all z ∈ C \ Ω we have that,

(℘′(z))2 = 4℘3(z)− g2℘(z)− g3. (2.2)
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Therefore the functions ℘ and ℘′ are algebraically dependent. Differentiating

both sides of this differential equation gives that

℘′′(z) = 6℘2(z)− g2

2
. (2.3)

In particular for any n ≥ 2 the derivative ℘(n) may be written as a polynomial

in ℘ and ℘′. Another crucial property of ℘ is its addition formula. This can be

seen in Theorem 6 in Chapter 3 of [9].

Theorem 2.1.12. For complex numbers z and w such that z − w /∈ Ω we have

that,

℘(z + w) =
1

4

(
℘′(z)− ℘′(w)

℘(z)− ℘(w)

)2

− ℘(z)− ℘(w). (2.4)

From this addition formula the duplication formula for ℘ can be deduced,

namely,

℘(2z) =
1

4

(
℘′′(z)

℘′(z)

)2

− 2℘(z). (2.5)

The function ℘′ also has an addition formula. However this is less well known

and may be deduced from the identity∣∣∣∣∣∣∣
℘(z) ℘′(z) 1

℘(w) ℘′(w) 1

℘(z + w) −℘′(z + w) 1

∣∣∣∣∣∣∣ = 0, (2.6)

which can be seen in page 363 of [10]. From this identity we have for all complex

numbers z and w such that z − w /∈ Ω,

℘′(z + w) =
℘(w)℘′(z)− ℘′(w)℘(z)− ℘(z + w)(℘′(z)− ℘′(w))

℘(z)− ℘(w)
. (2.7)

Remark 2.1.13. By repeatedly applying the addition and duplication formulas

for ℘, one can obtain a formula for ℘(nz) as a rational function in ℘(z) and ℘′(z)

for any natural number n. Similarly we can write ℘(z) in terms of ℘(z/n) and

℘′(z/n). Rearranging this and using the differential equation for ℘ gives that we

can write ℘(z/n) as a function in ℘(z). Due to the introduction of square roots

this function is algebraic. The square roots introduce the problem of branches.



20 CHAPTER 2. BACKGROUND

In our applications of this formula we will always be able to assume that the

domain of this algebraic function can be chosen so that it is also analytic.

The final definition and theorem of this section can be seen in Sections 2 and

3 of Chapter 6 in [35].

Definition 2.1.14. An elliptic function with respect to a lattice Ω is a mero-

morphic function f on C that satisfies

f(z + ω) = f(z)

for all z ∈ C and ω ∈ Ω. The field of elliptic functions with respect to a lattice Ω

is denoted C(Ω).

The functions ℘Ω(z) and ℘′Ω(z) are elliptic functions with respect to the lattice

Ω. The following theorem is Theorem 3.2 in Chapter 6 of [35].

Theorem 2.1.15. Let Ω be a complex lattice. Then,

C(Ω) = C(℘Ω(z), ℘′Ω(z)).

2.2 The modular j-function

This section concerns the modular j-function but firstly we give some further

background on complex lattices.

Definition 2.2.1. Let Ω be a complex lattice generated by ω1 and ω2 such that

=(ω2/ω1) > 0. Then the quotient τ = ω2/ω1 ∈ H is known as the period ratio of

Ω. The lattice generated by 1 and τ is denoted Ωτ = 〈1, τ〉.

This next definition can be seen in Section 4 of Chapter 6 of [35].

Definition 2.2.2. Let Ω1 and Ω2 be complex lattices. Then Ω1 and Ω2 are said

to be homothetic if there is a non-zero complex number α such that αΩ1 = Ω2.

The following lemma is Lemma 1.2 in Chapter 1 of [34].

Lemma 2.2.3. 1. Let Ω be a complex lattice and let {ω1, ω2} and {ω′1, ω′2} be

two oriented bases for Ω such that ω2/ω1 and ω′2/ω
′
1 ∈ H. Then there are

integers a, b, c, d with ad− bc = 1 such that
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ω′1 = aω1 + bω2

ω′2 = cω1 + dω2.

2. Let τ1, τ2 ∈ H. Then Ωτ1 = 〈1, τ1〉 is homothetic to Ωτ2 = 〈1, τ2〉 if and only

if there are integers a, b, c, d with ad− bc = 1 such that

τ2 =
aτ1 + b

cτ1 + d
.

3. Let Ω be a complex lattice. Then there is a τ ∈ H such that Ω is homothetic

to Ωτ .

This next definition can be seen in Section 4 of Chapter 1 of [34]. Recall

from the introduction that every elliptic curve defined over C is associated to a

complex lattice Ω.

Definition 2.2.4. Let Eτ be the elliptic curve associated to the lattice Z + τZ.

Then the holomorphic function j : H→ C is defined by,

j(τ) = 1728
g3

2(τ)

g3
2(τ)− 27g2

3(τ)
,

where the complex numbers g2 and g3 are the invariants of the complex lattice Ω

with period ratio τ as seen in Definition 2.1.9.

It turns out that the modular j-function may be written rather differently,

namely it has a q-expansion with (positive) integer coefficients. This may be seen

in Proposition 7.4 in Chapter 1 of [34] and the explicit coefficients are in Example

6.2.2 of Chapter 2 of [34].

Proposition 2.2.5. Let q = e2πiz. Then,

j(z) = q−1 + 744 + 196884q + 21493760q2 + . . . .

Remark 2.2.6. From the q-expansion it is clear that the restriction of j to H∩iR
is a real valued function.
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By Theorem 4.1 in [34] the j-function is a modular function of weight zero.

That is, for all z, w ∈ C we have that j(z) = j(w) if and only if there is some

matrix γ ∈ SL2(Z) such that

w =
az + b

cz + d
, where γ =

(
a b

c d

)
.

If γ is a matrix in GL+
2 (Q), the group of 2× 2 matrices with rational entries

and positive determinant, then there is a unique positive integer M such that

Mγ ∈ GL2(Z) and the entries of Mγ are relatively prime. By Proposition 23 in

[41] we have that for each positive integer M there is a polynomial ΦM ∈ Z[X, Y ]

such that ΦM(j(z), j(w)) = 0 if and only if there is a matrix γ ∈ GL+
2 (Q) such

that z = γw and det(Mγ) = M . Finally we note as in [30] that j satisfies a

nonlinear third order differential equation, namely

j′′′

j′
− 3

2

(
j′′

j′

)2

+

(
j2 − 1968j + 2654208

2j2(j − 1728)2

)
(j′)2 = 0. (2.8)

2.3 Variations on Ax’s theorem

Throughout this thesis various functional transcendence results shall be used.

These are all versions of Ax’s theorem, which shall not be needed here but is

stated for completeness and can be seen in [1].

Theorem 2.3.1. Let z1, . . . , zn be complex power series with no constant term

that are linearly independent over Q. Then,

tr.degCC[z1, . . . , zn, exp(z1), . . . , exp(zn)] ≥ n+ 1.

The first functional transcendence result that we shall need is the ℘-function

version of Ax’s theorem. This is due to Ax in [2] and is also due to Brownawell

and Kubota in [7]. Throughout these statements we assume that the complex

lattice Ω does not have complex multiplication. (The theorem is known for the

case where the lattice Ω has complex multiplication but as this is not needed in

this thesis we do not state this version of the theorem. The only difference in

the complex multiplication case is that the linear independence hypotheses are

required over the field Q(τ)).
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Theorem 2.3.2. Let z1, . . . , zn be complex power series with no constant term

that are linearly independent over Q. Then,

tr.degCC[z1, . . . , zn, ℘(z1), . . . , ℘(zn)] ≥ n+ 1.

This theorem may be extended to multiple ℘-functions ℘1, . . . , ℘m provided

that they satisfy a certain independence condition. Let Ω be a complex lattice

with an oriented basis {ω1, ω2}. Recall from Section 2.2 that the period ratio of

Ω is defined to be τ := ω2/ω1. Now let Ω1, . . . ,Ωm be complex lattices each of

which has a fixed oriented basis. The period ratios of Ω1, . . . ,Ωm are denoted by

τ1, . . . , τm respectively. The independence condition is that for all i, j = 1, . . . ,m

with i 6= j there do not exist integers a, b, c, d with ad− bc 6= 0 such that

τj =
aτi + b

cτi + d
.

Theorem 2.3.3 (Brownawell & Kubota). Suppose Ω1, . . . ,Ωm are complex lat-

tices each of which does not have complex multiplication and whose period ratios

satisfy the above independence condition. Let ℘1, . . . , ℘m be their corresponding

℘-functions. Let z1, . . . , zn be complex power series with no constant term that

are linearly independent over Q. Then we have that

tr.degCC[z1, . . . , zn, ℘1(z1), . . . , ℘1(zn), . . . , ℘m(z1), . . . , ℘m(zm)] ≥ nm+ 1.

Remark 2.3.4. In practice we shall use slightly different versions of the previous

two theorems. The version we shall use is where z1, . . . , zn are analytic functions

defined on a disc D ⊆ C centred at α. The linear independence assumption

becomes that z1 − z1(α), . . . zn − zn(α) are linearly independent over Q. These

versions of the above theorems can be easily deduced from the original statements.

Here we present this deduction as a series of statements whose proofs follow from

the original theorem and the statements in the series. This deduction is presented

for Theorem 2.3.2. The corresponding version of Theorem 2.3.3 shall also be

stated.

Corollary 2.3.5. Suppose z1, . . . , zn are analytic functions on a disc D centred

at zero. Also suppose that z1, . . . , zn vanish at zero and are linearly independent

over Q. Then
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tr.degCC[z1, . . . , zn, ℘(z1), . . . , ℘(zn)] ≥ n+ 1.

Proof. As zi(0) = 0 for i = 1, . . . , n we have that the power series associated to

zi has no constant term. Now apply Theorem 2.3.2.

Corollary 2.3.6. Let z1, . . . , zn be analytic functions on a disc D centred at zero

and suppose that z1− z1(0), . . . , zn− zn(0) are linearly independent over Q. Then

tr.degCC[z1, . . . , zn, ℘(z1), . . . , ℘(zn)] ≥ n+ 1.

Proof. Apply Corollary 2.3.5 to the functions fi(x) = zi(x) − zi(0) and use the

addition formula for ℘ seen in (2.4) and the differential equation seen in (2.2) to

obtain the desired result for the functions z1, . . . , zn.

Finally we have the version of Theorem 2.3.2 that we shall use throughout

this thesis.

Theorem 2.3.7. Let z1, . . . , zn be analytic functions on a disc D centred at α ∈ C
and suppose that z1−z1(α), . . . , zn−zn(α) are linearly independent over Q. Then

tr.degCC[z1, . . . , zn, ℘(z1), . . . , ℘(zn)] ≥ n+ 1.

Proof. Let fi(w) = zi(w + α)− zi(α). The functions fi are analytic and defined

on a disc centred at zero. Also we have that fi(w) − fi(0) = zi(w + α) − zi(α)

are linearly independent as the zi(z)− zi(α) are linearly independent. Now apply

Theorem 2.3.6 to f1, . . . , fn and once again use the addition formula for ℘ seen

in (2.4) and the differential equation seen in (2.2) to obtain the desired result for

the functions z1, . . . , zn.

For completeness we state the corresponding version of Theorem 2.3.3.

Theorem 2.3.8. Suppose Ω1, . . . ,Ωm are complex lattices each of which does not

have complex multiplication and whose period ratios satisfy the above condition.

Let ℘1, . . . , ℘m be their corresponding ℘-functions. Let z1, . . . , zn be analytic func-

tions on a disc D centred at α ∈ C and suppose that z1 − z1(α), . . . , zn − zn(α)

are linearly independent over Q. Then we have that

tr.degCC[z1, . . . , zn, ℘1(z1), . . . , ℘1(zn), . . . , ℘m(z1), . . . , ℘m(zn)] ≥ nm+ 1.
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This next functional transcendence result is a version of Ax’s theorem for the

modular j-function and is due to Pila and Tsimerman in [30].

Theorem 2.3.9. Let K be a characteristic zero differential field with m com-

muting derivations Di. Let C = ∩i ker(Di) be the constant field of K. Let

zi, j(zi), j
′(zi), j

′′(zi), j
′′′(zi) ∈ K× for all i = 1, . . . , n such that

Dkji = j′iDkzi, Dkj
′
i = j′′iDkzi and Dkj

′′
i = j′′′i Dkzi

for all i, k. Suppose that ΦM(j(zi), j(zj)) 6= 0 for all positive integers M and

for all i, j = 1, . . . , n where i 6= j and also suppose that j(zi) /∈ C for all i. Then

we have that,

tr.degCC(z1, . . . , zn, j(z1), . . . , j(zn),

j′(z1), . . . , j′(zn), j′′(z1), . . . , j′′(zn)) ≥ 3n+ rank(Dkzi)i,k.

In this thesis we shall require a version of this result for analytic functions as

in the ℘-function case. Now we state and prove this version of the theorem, the

proof of which follows immediately from Theorem 2.3.9 using a method which

was also used by Ax in [1] to prove Theorem 1 from Theorem 3 in [1].

Theorem 2.3.10. Let z1, . . . , zn be analytic functions defined on a disc D ⊆ C,

which take values in the upper half plane, such that j(z1), . . . , j(zn) are non-

constant. Suppose that ΦM(j(zi), j(zj)) 6= 0 for all positive integers M and for

all i, j = 1, . . . , n where i 6= j. Then,

tr.degCC[z1, . . . , zn, j(z1), . . . , j(zn), j′(z1), . . . , j′(zn), j′′(z1), . . . , j′′(zn)] ≥ 3n+ 1.

Proof. Apply Theorem 2.3.9 where K is the quotient field of the ring of analytic

functions on D, the constant field C = C and the set of derivations ∆ = {d/dz}.
As j(z1), . . . , j(zn) are non-constant we have that j(zi) /∈ C for i = 1, . . . , n. By

the hypothesis in the statement the condition on modular polynomials holds and

we may apply Theorem 2.3.9.
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2.4 Implicit definitions

In this section we shall give the implicit definitions that are used throughout this

thesis and then conclude this background chapter by illustrating how such an

implicit definition gives rise to an upper bound on the transcendence degree of

certain finitely generated extensions of C. Firstly we give a precise definition of

a property that is used in the statement of these implicit definitions.

Definition 2.4.1. Let F be a countable collection of real analytic functions

defined on a bounded interval I in R. Let f ∈ F . If the derivatives of f may be

written as a polynomial with coefficients in C in terms of a finite number of the

functions in F then we say that the set F is closed under differentiation.

Consider the structure (R,F) with F as above. Then if all the derivatives of

the functions defined by terms are also defined by terms we say that the structure

(R,F) has a ring of terms that is closed under differentiation.

2.4.1 Desingularisation

The first implicit definition comes from ideas of Wilkie in [39] and is referred to

by Bianconi in [5] as the Desingularisation Theorem. A more general form of this

implicit definition was proved by Jones and Wilkie in [20]. Let R̃ = (R,F) be an

expansion of R by a set F of total analytic functions in one variable, closed under

differentiation. We also assume that R̃ has a model complete theory and as F is

closed under differentiation the ring of terms of R̃ is closed under differentiation.

Before stating the first implicit definition that is used in this thesis we give a

definition.

Definition 2.4.2. Let f1 : I → R be a function definable in the structure R̃ =

(R,F). Then we say that f1 is implicitly F-defined if there are some integers

n, l ≥ 1, polynomials P1, . . . , Pn in R[y1, . . . , y(l+1)(n+1)] and functions f2, . . . , fn :

I → R such that for all z ∈ I,

F1(z, f1(z), . . . , fn(z)) = 0
...

Fn(z, f1(z), . . . , fn(z)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(z, f1(z), . . . , fn(z)) 6= 0,
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where

Fi(z, f1(z), . . . , fn(z)) = Pi(z, f1(z), . . . , fn(z),

g1(z), g1(f1(z)), . . . , g1(fn(z)), . . . ,

gl(z), gl(f1(z)), . . . , gl(fn(z)))

for g1, . . . , gl ∈ F .

Theorem 2.4.3 (Jones & Wilkie). Let f : I → R, for some open interval I ⊆ R,

be a definable function in R̃. Then there are subintervals I1, . . . , Im ⊆ I such

that I \ (∪mk=1Ik) is a finite set and f is implicitly F-defined on each of these

subintervals.

If f, g : I → R are both definable in R̃ then it is clear that there is a subin-

terval I ′ ⊆ I on which they are both implicitly F -defined. In order to apply this

desingularisation theorem we must consider total functions. However in practice

we consider expansions of R by restricted analytic functions, defined on some

bounded real open interval denoted I = (a, b) say. In order to make these func-

tions total they are composed with a bijection from R to I. This is a standard

trick and here we describe this function and give some detail on its derivative

and other formulae that we shall need. Throughout this thesis the interval I

will change but the notation for the bijection will remain consistent throughout.

Firstly define A : (a, b)→ R by

A(t) =
t− b+a

2(
b−a

2

)2 −
(
t− b+a

2

)2 , (2.9)

which is a bijection. Differentiating gives that

A′(t) =

(
b−a

2

)2
+
(
t− b+a

2

)2((
b−a

2

)2 −
(
t− b+a

2

)2
)2 , (2.10)

which does not vanish. The compositional inverse, B = A−1 is also differentiable

and

B′(t) =

((
b−a

2

)2 −
(
B(t)− b+a

2

)2
)2

(
b−a

2

)2
+
(
B(t)− b+a

2

)2 (2.11)
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also does not vanish. Finally we define,

B1(t) =
1(

b−a
2

)2
+
(
B(t)− b+a

2

)2 . (2.12)

From (2.10) we can observe that

1

A′(B(t))
=

((
b−a

2

)2 −
(
B(t)− b+a

2

)2
)2

(
b−a

2

)2
+
(
B(t)− b+a

2

)2

= B′(t). (2.13)

This observation does not depend on the choice of interval I, it is true for

all such functions A : (a, b) → R. Let f1, . . . , fl be restricted real analytic func-

tions defined on some bounded open real interval I say. Then the structure

(R, f1 ◦B, . . . , fl ◦B,B,B1) is an expansion of R by total analytic functions. The

structures (R, f1, . . . , fl) and (R, f1 ◦ B, . . . , fl ◦ B,B,B1) are equivalent in the

sense that they have the same definable sets. Also if the structure (R, f1, . . . , fl)

has a ring of terms with parameters from R that is closed under differentiation

then so does the structure (R, f1 ◦B, . . . , fl ◦B,B,B1).

2.4.2 Consequences of a result of Gabrielov

Here we give a similar implicit definition, which does not require total functions.

This implicit definition is obtained from a model completeness result of Gabrielov

in [17]. Although the theorem of Gabrielov is well known, as far as I am aware this

is the first application of this theorem in order to obtain an implicit definition

of this kind. Firstly we state Gabrielov’s theorem and give some background

terminology from [17]. Then we state and prove the implicit definition.

Definition 2.4.4. Let Φ = {φj} be a set of real analytic functions φj defined

and analytic on a neighbourhood of the closed unit cube [0, 1]nj ⊆ Rnj . For every

n ≥ 0, we define An = An(Φ) as the minimal set of functions with the following

properties:

1. The constants 0 and 1 and a coordinate function x1 on R belong to A1.

2. φj ∈ Anj for each j.
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3. If φ, ψ ∈ An then φ± ψ and φ · ψ ∈ An.

4. If φ(x1, . . . , xn) ∈ An then φ(xi(1), . . . , xi(n)) ∈ An+m, for any mapping

i : {1, . . . , n} → {1, . . . , n+m}.

5. If φ(x) ∈ An then ∂φ(x)/∂xv ∈ An for v = 1, . . . , n.

Definition 2.4.5. A subset X ⊆ [0, 1]n is called Φ-semianalytic if it is a finite

union of sets of the form

{x ∈ [0, 1]n : fi(x) = 0, for i = 1, . . . ,M ; gj(x) > 0, for j = 1, . . . , N}, (2.14)

where fi, gj are analytic functions from An(Φ). A subset Y ⊆ [0, 1]n is called

Φ-subanalytic if it is an image of the projection to Rn of a Φ-semianalytic subset

X ⊆ [0, 1]m+n.

Definition 2.4.6. For a set X ⊆ [0, 1]n, let X be the closure and X̃ = [0, 1]n \X
its complement in [0, 1]n and ∂X = X \X its frontier. A semianalytic set X ⊆ Rn

is non-singular of dimension k at a point x0 ∈ X if there exist real analytic

functions h1(x), . . . , hn−k(x) defined in an open set U containing x0 such that

dh1 ∧ · · · ∧ dhn−k 6= 0 at x0 and X ∩ U = {x ∈ U : h1(x) = · · · = hn−k(x) = 0}.
A semianalytic set is effectively non-singular if the functions h1, . . . , hn−k can be

chosen from the fi when X is of the form (2.14). The dimension of a set X is

defined as the maximum of its dimensions at non-singular points.

Theorem 2.4.7 (Gabrielov). Let Y be a Φ-subanalytic subset of [0, 1]n. Then

Ỹ = [0, 1]n \ Y is Φ-subanalytic.

Consider a set of restricted real analytic functions Φ and a subanalytic set Y

defined from the functions in Φ. Then by the previous theorem the complement

of Y is defined by functions in the algebra generated by the functions in Φ,

their partial derivatives, the constants 0 and 1 and the coordinate functions. In

particular we have the following corollary.

Corollary 2.4.8. Let F be an infinite collection of real analytic functions that

are defined on a bounded closed interval in R that is closed under differentiation.

Then the structure (R,F) is model complete.
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The following lemma is Lemma 3 in [17] and is required for the proof of the

implicit definition.

Lemma 2.4.9. Let X be a Φ-semianalytic set in [0, 1]m+n, and let Y = πX ⊆
[0, 1]n, d = dimY . Then there exist finitely many Φ-semianalytic subsets X ′v and

a Φ-subanalytic subset V of X such that Y = (πV ) ∪
⋃
v πX

′
v and

1. X ′v is effectively non-singular, dimX ′v = d and π : X ′v → Y has rank d at

every point of X ′v for each v.

2. dimπV < d

3. X ′u ∩X ′v = ∅, for u 6= v.

Now we shall state and prove the implicit definition that arises from Gabrielov’s

theorem.

Proposition 2.4.10. Let F be a set of real analytic functions defined on a neigh-

bourhood in [0, 1] that contains a closed interval I, suppose that F is closed under

differentiation and consider the structure (R,F|I), where F|I := {g|I : g ∈ F}.
Let f : U → Ik where U ⊆ Im for some m, k ≥ 1 be a function definable in (R,F)

and let f1, . . . , fk : U → I denote its coordinate functions.

Then there exist integers n, l ≥ 1, polynomials P1, . . . , Pn in R[y1, . . . ,

y(l+1)(m+n)], functions fk+1, . . . , fn : B → I for an open box B ⊆ U and g1, . . . , gl ∈
F such that for all z̄ = (z1, . . . , zm) ∈ B,

F1(z̄, f1(z̄), . . . , fn(z̄)) = 0
...

Fn(z̄, f1(z̄), . . . , fn(z̄)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=m+1,...,m+n

(z̄, f1(z̄), . . . , fn(z̄)) 6= 0,

where

Fi(z̄, f1(z̄), . . . , fn(z̄)) = Pi(z̄, f1(z̄), . . . , fn(z̄),

g1(z1), . . . , g1(zm), g1(f1(z̄)), . . . , g1(fn(z̄)), . . . ,

gl(z1), . . . , gl(zm), gl(f1(z̄)), . . . , gl(fn(z̄))).
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Proof. Here the functions in F are defined on a neighbourhood in [0, 1] rather

than a neighbourhood containing [0, 1]. This has a slight impact on the definitions

and results of Gabrielov that we wish to apply, namely that the interval I ⊆ [0, 1]

takes the place of [0, 1] in the above statements. Let Y = Γ(f) ⊆ Rm+1 be the

graph of f . Clearly dimY = m. Then Y is a definable set in the structure (R,F)

and by the corollary Y is a F -subanalytic set of dimension m. So Y has an

existential definition. By definition Y = πX where X is a F -semianalytic subset

of Rm+n for some n. By Lemma 2.4.9 we have that Y = (πV )∪
⋃
πX ′v where X ′v

are effectively non-singular F -semianalytic sets of dimension m and πV is small.

It is enough to prove the result for Y = πX ′v for a single effectively non-singular

set X ′v. By the definition of an effectively non-singular set and the rank condition

the function f may be defined by a non-singular system of m+ n−m equations

as described in the statement.

2.4.3 Upper bounds on transcendence degree

The non-singular systems given by these two implicit definitions lead to upper

bounds on the transcendence degree of certain finitely generated extensions of

C. In order to obtain this well-known upper bound we shall state and prove a

lemma, the proof of which uses the following lemma, which can be seen in 3.4.30

in [27].

Lemma 2.4.11. Let F be a real closed field and let X ⊆ F n be semialgebraic. In

particular, let φ(v, w) be a formula and let a ∈ Fm be such that X = {x ∈ F n :

φ(x, a)}. If K ⊇ F is a real closed field, define dimK(X), the algebraic dimension

of X in K to be the maximum transcendence degree of F (c1, . . . , cn) over F , where

c ∈ Kn and K |= φ(c, a). Define dim(X), the algebraic dimension of X to be the

maximum value of dimK(X) as K ranges over all real closed extensions of F .

Then every k-cell has algebraic dimension k.

Lemma 2.4.12. Let K be the field of germs of meromorphic functions at zero.

Suppose F1, . . . , Fn : U → C are algebraic and analytic on open U ⊆ Cm+n with

φ1, . . . , φm+n ∈ K such that (φ1(0), . . . , φm+n(0)) ∈ U ∩Rm+n and F1, . . . , Fn are

real valued on U ∩ Rm+n and that,
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F1(φ1(t), . . . , φm+n(t)) = 0
...

Fn(φ1(t), . . . , φm+n(t)) = 0

and

rank

(
∂Fi
∂xj

)
i=1,...,n

j=1,...,m+n

(φ1(t), . . . , φm+n(t)) = n

for all small real t. Then,

tr.degCC(φ1, . . . , φm+n) ≤ m.

Proof of Lemma 2.4.12. Let a = (φ1(0), . . . , φm+n(0)) ∈ Rm+n and assume that

det

(
∂Fi
∂xj

)
i=1,...,n

j=m+1,...,m+n

(a) 6= 0.

Apply the implicit function theorem to get that there is a neighbourhood

B1 × B2 of a where B1 ⊆ Rm and B2 ⊆ Rn and functions g1, . . . , gn : B1 → B2

definable in R and analytic such that for (x, y) ∈ B1 ×B2 we have that

F1(x, y) = 0
...

Fn(x, y) = 0

if and only if y = (g1(x), . . . , gn(x)). Write g = (g1, . . . , gn).

Claim 2.4.13. There is an elementary extension R of R such that R contains

the germs φ1, . . . , φm+n (restricted to real t).

Proof of Claim. Consider the structure Ran and the germs of all the functions

in Ran on the interval (0, ε). By o-minimality these form a Hardy field of Ran,

which is a model of the theory of Ran denoted H. This is in fact an elementary

extension of Ran.

Now consider H with just its field structure denoted R. This is an elementary

extension of R, containing the germs φ1, . . . , φm+n, as required.

Consider Γ(g) as an m-cell. Therefore by the above lemma Γ(g) has algebraic

dimension m. Let Φ(x, y) be such that Γ(g) = {x ∈ Rn+m : R |= Φ(x, b)}. Let

c ∈ Rm+n be such that R |= Φ(c, b). Then by definition,
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tr.degRR(c1, . . . , cn+m) ≤ m

and therefore

tr.degCC(c1, . . . , cn+m) ≤ m.

The germs φ1, . . . , φm+n are such that the restriction of (φ1, . . . , φm+n) to U

lies in the graph of g and so

tr.degCC(φ1, . . . , φm+n) ≤ m

as required.



Chapter 3

Nondefinability for the

Weierstrass ℘-function: The real

lattice case

In this chapter we state and prove the first main result of this thesis, which is

Theorem 1.0.4 for the case when the associated complex lattice Ω is a real lattice.

Firstly we give a precise statement of the theorem that shall be proved in this

chapter. A preliminary version of this theorem can be seen in a preprint of my

own on arxiv, namely [28].

Theorem 3.0.1. Let Ω be a real lattice and let ℘ = ℘Ω be its ℘-function. Let I

be a bounded real open interval such that I ∩ Ω = ∅. Then there is a non-empty

disc D ⊆ C such that the restriction ℘|D is definable in the structure (R, ℘|I) if

and only if the lattice Ω has complex multiplication.

From Remark 2.1.6 we know that the real lattices are either rectangular or

rhombic. The proof of this theorem is similar for each of these cases but both are

given here. As noted in the introduction to this thesis one direction of this result

is an extension of Macintyre’s lemma, (Lemma 1.0.3).

34
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3.1 Proof of Theorem 3.0.1

3.1.1 Macintyre’s lemma for real lattices with complex

multiplication

The first half of the proof of Theorem 3.0.1 is an extension of Macintyre’s lemma to

the case of all real lattices with complex multiplication. The proof of this lemma

follows that of Macintyre for the case where the lattice Ω is Z + iZ. Recall that

a lattice Ω has complex multiplication if there is a non-integer complex number

α such that αΩ ⊆ Ω.

Lemma 3.1.1. Let Ω be a real lattice with complex multiplication and let ℘ = ℘Ω

be its ℘-function. Let I be a bounded real open interval that does not contain

a lattice point and whose endpoints are not lattice points. Then the restriction

of ℘ to any complex disc that does not contain a lattice point is definable in the

structure (R, ℘|I).

Proof. As Ω has complex multiplication there is a non-integer complex number

α such that αΩ ⊆ Ω. Firstly we show that the function ℘|αI is definable in the

structure (R, ℘|I). Let z ∈ C and define f(z) = ℘(αz). Then for any ω ∈ Ω,

f(z + ω) = ℘(αz + αω) = ℘(αz) = f(z)

as αΩ ⊆ Ω. Therefore f is a meromorphic function that is periodic with respect

to the lattice Ω and so f is an elliptic function with respect to Ω. By Theorem

2.1.15 the function f may be written as a rational function R in ℘(z) and ℘′(z).

Similarly the function g(z) = ℘′(αz) may be written as a rational function S in

℘(z) and ℘′(z). Therefore the functions ℘ and ℘′ restricted to αI are definable

in the structure (R, ℘|I).
Now consider some disc D contained in I ×αI that does not contain a lattice

point. For z ∈ D it is clear that we may write z = x + αy for x, y ∈ I. We can

assume that x − αy /∈ Ω. Then by the addition formula for ℘, namely (2.4), we

have that

℘(z) = ℘(x+ αy) =
1

4

(
℘′(x)− S(℘(y), ℘′(y))

℘(x)−R(℘(y), ℘′(y))

)2

− ℘(x)−R(℘(y), ℘′(y)).

As every function in this expression is definable in the structure (R, ℘|I) the
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function ℘(z) is definable in this structure for all z ∈ D. Hence the function ℘|D
is definable in the structure (R, ℘|I). Using the addition and duplication formulae

gives us that ℘ restricted to any disc in C that does not contain a lattice point is

definable in (R, ℘|I) as required.

3.1.2 The converse of Theorem 3.0.1

Let Ω be a complex lattice which does not have complex multiplication and let

℘ = ℘Ω be its ℘-function. Recall that the interval I is a bounded real open

interval that does not contain a lattice point and whose endpoints are not lat-

tice points. As the structure (R, ℘|I) is o-minimal the derivative ℘′|I is definable

in this structure and so the structures (R, ℘|I) and (R, ℘|I , ℘′|I) are equivalent

in the sense of having the same definable sets. From the formula for the sec-

ond derivative of ℘, (2.3), and the differential equation for ℘, (2.2), it is clear

that the nth derivative of ℘ may be written as a polynomial in ℘ and ℘′ for

all n ≥ 2. Therefore the set {℘|I , ℘′|I} is closed under differentiation and so

by Gabrielov’s theorem the structure (R, ℘|I , ℘′|I) is model complete. Bianconi

has model completeness results for ℘ in [4] but they do not appear to be ap-

plicable here. Recall from Section 2.4.1 the semialgebraic function B : R → I.

The structures (R, ℘|I , ℘′|I) and (R, ℘ ◦ B,℘′ ◦ B,B,B1) are also equivalent in

the sense of having the same definable sets and so it suffices to prove Theorem

3.0.1 in the structure (R, ℘ ◦B,℘′ ◦B,B,B1). They also have the same existen-

tially and universally definable sets. Let X be a universally definable subset in

(R, ℘◦B,℘′◦B,B,B1), then it is also universally definable in (R, ℘|I , ℘′|I) and by

model completeness it is an existentially definable subset in (R, ℘|I , ℘′|I), which

is an existentially definable subset in (R, ℘◦B,℘′◦B,B,B1). Therefore the struc-

ture (R, ℘ ◦ B,℘′ ◦ B,B,B1) is also model complete. It also has a ring of terms

that is closed under differentiation. This follows from the fact that {℘|I , ℘′|I}
is closed under differentiation and the definitions of B′ and B1. From the back-

ground chapter we know that the real lattices may be separated into two types,

the rectangular and rhombic lattices. The proof here is given for both the rect-

angular and rhombic lattices. The main difference between the two proofs is the

choice of the interval I, which is given explicitly, beginning with the rectangular

lattice case.

For the rectangular case, Section 19 of [38] gives that it is possible to choose
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generators ω1 and ω2 for the lattice Ω so that ω1 is real and ω2 is purely imaginary.

The interval I is chosen so that iI does not contain any lattice points. There are

two sub cases to consider namely |ω1| ≤ |ω2| and |ω2| ≤ |ω1|. In the first of

these sub cases the interval is I = (ω1/8, 3ω1/8) and in the second the interval

is (ω2/8i, 3ω2/8i). For each of these intervals the appropriate functions A and

B = A−1 may be defined and we assume that we are in the first of these sub

cases.

Now we assume for a contradiction that there is a non-empty disc D such

that the restriction ℘|D is definable in the structure (R, ℘ ◦B,℘′ ◦B,B,B1). By

translating and scaling we may suppose that D contains the interval iI, which

does not contain any lattice points. Let f1 : I → R be defined as f1(t) = ℘(it), a

real valued function. This is a definable function in the structure (R, ℘ ◦ B,℘′ ◦
B,B,B1) and now we apply Theorem 2.4.3 to the function f1 in order to give an

implicit definition. Therefore for some integer n ≥ 1 and some subinterval I ′ ⊆ I

there are polynomials P ∗1 , . . . , P
∗
n ∈ R[y1, . . . , y5n+5] certain functions f2, . . . , fn :

I ′ → R such that for all t ∈ I ′,

F1(t, f1(t), . . . , fn(t)) = 0
...

Fn(t, f1(t), . . . , fn(t)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) 6= 0,

where for i = 1, . . . , n we have that

Fi(t, f1(t), . . . , fn(t)) = P ∗i (t, f1(t), . . . fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t))),

℘′(B(t)), ℘′(B(f1(t))), . . . , ℘′(B(fn(t))),

B(t), B(f1(t)), . . . , B(fn(t)),

B1(t), B1(f1(t)), . . . , B1(fn(t))).

As ℘ and ℘′ are algebraically dependent and B and B1 are algebraic func-

tions we have that the functions F1, . . . , Fn may be written as algebraic functions
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in t, f1(t), . . . , fn(t) and ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t))). In defining these

algebraic functions square roots are introduced from the differential equation for

℘ and the definition of B, which may affect the analyticity of these algebraic

functions. For example we wish to avoid points where ℘′ vanishes, in other words

where B(t), B(f1(t)), . . . , B(fn(t)) are zeros of ℘′. However as the image of B

is in I then by shrinking and shifting the interval I if necessary we may avoid

these zeros. These algebraic functions are denoted P1, . . . , Pn and their domain

is a small open set in R2n+2 which, perhaps after first shrinking the interval I ′,

contains the set

{[t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1(t))), . . . ℘(B(fn(t)))] : t ∈ I ′}

and P1, . . . , Pn are analytic on this domain. Therefore for i = 1, . . . , n we have

that

Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)))

and in particular for all t ∈ I ′,

Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))] = 0

for algebraic functions P1, . . . , Pn. Now we take n to be minimal such that there

is some interval I ′ and algebraic functions P1, . . . , Pn in 2(n + 1) variables and

Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1))) and there are also

functions f2, . . . , fn whose domains are I ′ such that Fi(t, f1(t), . . . , fn(t)) = 0 and

det(∂Fi/∂xj)(t, f1(t), . . . , fn(t)) 6= 0 for all t ∈ I ′ and P1, . . . , Pn are analytic on

their respective domains. Note that the subinterval I ′ and the functions f2, . . . , fn

as well as the algebraic functions P1, . . . , Pn may not be the same as those given

here. For i = 1, . . . , n and j = 2, . . . , n+ 1,

∂Fi
∂xj

(x1, . . . , xn+1) =
∂Pi
∂yj

(ȳ) +B′(xj)℘
′(B(xj))

∂Pi
∂yj+n+1

(ȳ) (3.1)

where
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ȳ = (x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1))).

The functions B ◦ f1, . . . , B ◦ fn are restricted real analytic functions defined

on the real interval I ′ and can therefore be continued to analytic functions on a

disc D′ ⊆ C centred at β in I ′. In order to obtain a lower bound on transcendence

degree we apply Theorem 2.3.7. Firstly we prove a linear independence claim so

that this theorem may be applied.

Claim 3.1.2. Let f0(t) = t. The functions B ◦ f0 −B(β), . . . , B ◦ fn −B(fn(β))

are linearly independent over Q on the disc D′.

Proof of Claim. It suffices to prove this claim for the restriction of these functions

to the interval I ′. Suppose that B ◦ f0−B(β), . . . , B ◦ fn−B(fn(β)) are linearly

dependent over Q. Then we have that for all t ∈ I ′

a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β))) + · · ·+ an(B(fn(t))−B(fn(β))) = 0

(3.2)

for a0, . . . , an ∈ Q not all zero. Now suppose that for some rational a we have

that for all t ∈ I ′,

a(B(t)−B(β)) = B(f1(t))−B(f1(β)).

Then as f1(t) = ℘(iB(t)) and B is an algebraic function we have that ℘ is

definable in R, a contradiction.

Therefore ai 6= 0 for some i = 2, . . . , n. We take this to be an and upon

dividing both sides of (3.2) by an and rewriting the rationals a0, . . . , an−1 we may

write,

B(fn(t)) =B(fn(β)) + a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β)))

+ · · ·+ an−1(B(fn−1(t))−B(fn−1(β)))

for rationals a0, . . . , an−1 not all zero and so
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fn(t) = A[B(fn(β)) + a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β)))

+ · · ·+ an−1(B(fn−1(t))−B(fn−1(β)))].

Define the functions Ã, B̃ : Rn → R as

Ã(t1, . . . , tn) = A[B(fn(β)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(fn−1(β)))]

(3.3)

and

B̃(t1, . . . , tn) = B(fn(β)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(fn−1(β))). (3.4)

So that

Ã(B(t), B(f1(t)), . . . , B(fn−1(t))) = fn(t)

and

B̃(B(t), B(f1(t)), . . . , B(fn−1(t))) = B(fn(t))

for all t ∈ I ′. Recall from Remark 2.1.13 that ℘(Nz) may be written as a rational

function in ℘(z) and ℘′(z) where N is an integer. By rearranging this formula

℘(z/N) can be written in terms of ℘(z) and ℘′(z). This rearrangement introduces

square roots and therefore ℘(z/N) is an algebraic function in ℘(z) and ℘′(z). By

shifting and shrinking the interval I ′ if necessary the domain of this algebraic

function may be chosen so that it is analytic. Once again by introducing roots

and altering the domain if necessary ℘(Nz) and ℘(z/N) may both be written

as algebraic functions in ℘(z). Let V be the algebraic function in the variables

v1, . . . , vn such that,

V(℘(B(z1)), . . . , ℘(B(zn))) = ℘(B̃(B(z1), . . . , B(zn))). (3.5)

Differentiating (3.5) with respect to zj for j = 2, . . . , n and evaluating at
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(t, f1(t), . . . , fn−1(t)) and using the expression (3.4) gives that

B′(fj−1(t))℘′(B(fj−1(t)))
∂V
∂vj

(ṽ(t)) = aj−1B
′(fj−1(t))℘′(B(fn(t))). (3.6)

where

ṽ = ṽ(t) = [℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t)))]

for all t ∈ I ′. Now for i = 1, . . . , n define

Qi(w1, . . . , w2n) = Pi(w1, . . . , wn, Ã(B(w1), . . . , B(wn)),

wn+1, . . . , w2n,V(wn+1, . . . , w2n))

and also define

Gi(u1, . . . , un) = Qi(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)))

for all i = 1, . . . , n. Therefore for all t ∈ I ′ we have that,

Gi(t, f1(t), . . . , fn−1(t)) = 0

for all i = 1, . . . , n. Therefore we have a system of algebraic functions Q1, . . . , Qn

in fewer variables. These algebraic functions have a domain which is an open set

in R2n that contains the set

{[t, f1(t), . . . , fn−1(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t)))] : t ∈ I ′}.

If one of the (n− 1)× (n− 1) minors of the matrix(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

is non-zero for some t ∈ I ′ then we have a contradiction to the minimality of n.

Hence we assume all these minors are zero. For i = 1, . . . , n and j = 2, . . . , n we

have that
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∂Gi

∂uj
=
∂Qi

∂wj
+B′(uj)℘

′(B(uj))
∂Qi

∂wj+n
.

Now differentiating Qi with respect to wj for j = 2, . . . , n gives,

∂Qi

∂wj
=
∂Pi
∂yj

+ aj−1B
′(uj)A

′[B(fn(β)) + a0(B(u1)−B(β))+

· · ·+ an−1(B(un)−B(fn−1(β)))]
∂Pi
∂yn+1

.

Also differentiating Qi with respect to wj+n for j = 2, . . . , n gives,

∂Qi

∂wj+n
=

∂Pi
∂yj+n+1

+
∂Pi

∂y2n+2

∂V
∂vj

.

Here the partial derivatives of Qi are evaluated at

(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)))

and the partial derivatives of Pi are evaluated at

[u1, . . . , un, Ã(B(u1), . . . , B(un)),

℘(B(u1)), . . . , ℘(B(un)),V(℘(B(u1)), . . . , ℘(B(un)))].

Putting this all together and using (3.6) as well as (3.1) we can see that upon

evaluating at (t, f1(t), . . . , fn−1(t)) we have for all j = 2, . . . , n that
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∂Gi

∂uj
=
∂Pi
∂yj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Pi
∂yn+1

+B′(fj−1(t))℘′(B(fj−1(t)))

(
∂Pi

∂yj+n+1

+
∂Pi

∂y2n+2

∂V
∂vj

)
=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Pi
∂yn

+ aj−1B
′(fj−1(t))℘′(B(fn(t)))

∂Pi
∂y2n+2

=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

( ∂Pi
∂yn+1

+B′(fn(t))℘′(B(fn(t)))
∂Pi

∂y2n+2

)
,

where the partial derivatives of Fi are evaluated at (t, f1(t), . . . , fn(t)) for all

t ∈ I ′. Hence we have that

∂Gi

∂uj
=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Fi
∂xn

.

As all the (n− 1)× (n− 1) minors of the matrix(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

are zero for all t ∈ I ′ we have that the determinant∣∣∣∣∣∣∣∣
∂F1

∂xn+1

F
...

∂Fn
∂xn+1

∣∣∣∣∣∣∣∣ (t, f1(t), . . . , fn(t)) = 0,

where F is the matrix

F =

(
∂Fi
∂xj

+ aj−1B
′(xj)A

′(xn+1)
∂Fi
∂xn

)
i=1,...,n

j=2,...,n+1

.

Fix some t ∈ I ′ and consider the matrix
∂F1

∂xn+1

F
...

∂Fn
∂xn+1

 (t, f1(t), . . . , fn(t)).
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This can be obtained from the matrix(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t))

using the column operations ck → ck+akB
′(fk(t))A

′(B(fn(t)))cn for k = 1, . . . , n−
1. These column operations do not change the value of the determinant and so

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) = 0.

As t was arbitrary we have that for all t ∈ I ′,

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) = 0,

a contradiction.

Observe that the addition of it − iβ to the list B(t) − B(β), . . . , B(fn) −
B(fn(β)) does not destroy the linear independence. If it did then we may write

i(t− β) =a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β)))

+ · · ·+ an(B(fn(t))−B(fn(β)))

for rational a0, . . . , an not all zero. For any t ∈ I ′ the left hand side of this

is purely imaginary and the right hand side is real, a contradiction. Applying

Theorem 2.3.7 to the list of functions it, B,B ◦ f1, . . . , B ◦ fn gives that

tr.degCC[it, B(t), B ◦ f1 . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn))] ≥ n+ 3.

Now we find a contradictory upper bound on this transcendence degree.

Firstly we show that for all t ∈ I ′ the matrix(
∂Pi
∂yj

)
i=1,...,n

j=2,...,2n+2

(ỹ(t))
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where

ỹ = ỹ(t) = [t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))]

has maximal rank n. This is done by a similar argument to that of Claim 4 in

the proof of Theorem 4 in [6]. Recall that for i = 1, . . . , n

Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))].

Let x̃ = x̃(t) = (t, f1(t), . . . , fn(t)). Therefore from the expression (3.1) we

have that the matrix (
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃)

is given by multiplying the matrix(
∂Pi
∂yj

)
i=1,...,n

j=2,...,2n+2

(ỹ)

by a (2n+ 1)× n matrix M where,

M =


0 B′(f1(t))℘′(B(f1(t))) . . . 0

In−1
...

...
. . .

...

0 0 . . . B′(fn(t))℘′(B(fn(t)))


T

.

By the nonsingularity of the system F1, . . . , Fn it is clear that the rows of(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃)

are linearly independent over R and so the rows of(
∂Pi
∂yj

)
i=1,...,n

j=2,...,2n+2

(ỹ)
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are also linearly independent over R for all t ∈ I ′. Therefore for all t ∈ I ′ the

matrix

(
∂Pi
∂yj

)
i=1,...,n

j=2,...,2n+2

(ỹ(t))

has maximal rank n. The upper bound on transcendence degree comes from the

number of variables minus the number of equations, giving a bound of n+2, which

is smaller than our lower bound thus providing a contradiction. By applying

Lemma 2.4.12 we have upon restricting the functions f0, f1, . . . , fn, ℘(B(f0)),

℘(B(f1)), . . . , ℘(B(fn)) to some subinterval I ′′ ⊆ I ′ if necessary the following

upper bound on transcendence degree. Namely,

tr.degCC[t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn))] ≤ n+ 2.

As f1(t) = ℘(it) and B(t), t as well as B(fi(t)), fi(t) are algebraically depen-

dent for i = 1, . . . , n we have that

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn))] ≤ n+ 2.

So we have found upper and lower bounds on the transcendence degree of

some finitely generated extension of C that are incompatible. Hence we have a

contradiction as required and the theorem is proved in the rectangular lattice

case.

For the rhombic lattice case one may choose generators ω1 and ω2 of the lattice

Ω so that ω1 = ω2. Then ω3 := ω1 + ω2 and ω4 := ω2 − ω1 are real and purely

imaginary respectively. Again there are two sub-cases to consider, namely when

|ω3| ≤ |ω4| and |ω4| ≤ |ω3|. The corresponding intervals are (ω3/8, 3ω3/8) and

(ω4/8i, 3ω4/8i) respectively. We give the proof for the first of these sub cases and

pass to the corresponding auxiliary structure.

For a contradiction assume that the lattice Ω does not have complex multipli-

cation and that there is a non-empty disc D such that the function ℘|D is definable

in (R, ℘ ◦ B,℘′ ◦ B,B,B1). As in the rectangular case we may assume that the
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function f1(t) = ℘(it) is definable in the structure (R, ℘◦B,℘′ ◦B,B,B1) and by

once again applying Theorem 2.4.3 we have that ℘(it) is defined by a nonsingular

system of equations

Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))]

for i = 1, . . . , n where for all t ∈ I ′ where I ′ is a bounded real open interval we

have that Fi(t, f1(t), . . . , fn(t)) = 0 and the functions Pi are algebraic functions

whose domain is an open subset of R2n+2 which, after perhaps shrinking the

interval I ′, contains the set

{[t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))] : t ∈ I ′}

and which are analytic on this domain. After reproving the corresponding linear

independence claim, which is simply a reproduction of the same argument in the

rectangular case, we may apply Theorem 2.3.7 to get that

tr.degCC[it, B(t), B ◦ f1 . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn))] ≥ n+ 3.

By a repetition of the earlier discussion in the rectangular lattice case we know

that the matrix

(
∂Pi
∂yj

)
i=1,...,n

j=2,...,2n+2

[t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t)))]

has maximal rank n. Therefore

tr.degCC[t, f1, . . . , fn, ℘(B(t)), . . . , ℘(B(f1)), . . . , ℘(B(fn))] ≤ n+ 2

and once again by algebraic dependence we have that



48 CHAPTER 3. NONDEFINABILITY FOR ℘ WITH A REAL LATTICE

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn))] ≤ n+ 2.

These are incompatible upper and lower bounds on the transcendence degree

of some finitely generated extension of C. Therefore we have a contradiction and

so we have proven the theorem in the rhombic lattice case. As these are all of

the cases of real lattices the proof is complete.

Remark 3.1.3. The restriction of the ℘-function to a disc not containing any

points in its associated lattice is essentially a convenience. There is no obstruction

to definability when the disc contains lattice points, beyond the ℘-function itself

not being defined at such points. Let D ⊆ C be a disc containing a single lattice

point ω ∈ Ω and consider the function f(z) = (z − ω)2℘(z). If Ω has complex

multiplication then as (z− ω)2 is definable it is clear by a repetition of the proof

of Lemma 3.1.1 that f |D is definable in (R, ℘|I). Now we suppose that Ω does not

have complex multiplication and assume for a contradiction that f |D is definable

in (R, ℘|I). Then f |D′ is definable in (R, ℘|I) for some disc D′ ⊆ D that does not

contain ω. Therefore ℘|D′ is definable in (R, ℘|I), a contradiction to Theorem

3.0.1. Therefore the statement of Theorem 3.0.1 may be extended to all complex

discs.



Chapter 4

Nondefinability for the

Weierstrass ℘-function: The

general lattice case

In the previous chapter the assumption that Ω is a real lattice gives that the

restriction of the function ℘Ω to a bounded real interval that does not intersect Ω

is a real valued function. However the proof of Macintyre’s lemma in the previous

chapter has no dependence on the lattice Ω being real, it merely requires the

assumption that the lattice has complex multiplication. Therefore it is natural

to remove this assumption and consider a restriction of the real and imaginary

parts of ℘Ω.

There are complex lattices that are non-real but are isogenous to a real lattice

and later in this chapter an example of such a lattice is given. Recall that two

lattices Ω and Ω′ are isogenous if there is some non-zero complex number α such

that αΩ ⊆ Ω′. From the definition of ℘ it can be seen that α2℘αΩ(z) = ℘Ω(z/α)

and so if some restriction of ℘Ω is definable in some expansion of R then the

same restriction of ℘αΩ is also definable in this expansion using the parameter α.

Therefore if a lattice Ω is isogenous to a real lattice then we can obtain a version

of the converse direction of Theorem 3.0.1 by applying the theorem for the ℘-

function associated to this real lattice. In this chapter we prove the following

theorem. In this chapter we denote the real and imaginary parts of ℘ by <(℘)

and =(℘) respectively.

Theorem 4.0.1. Let Ω be a complex lattice and let I be a bounded real open

interval that does not intersect Ω and whose endpoints are not in Ω. Then there

49
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is a non-empty disc D ⊆ C such that ℘|D is definable in (R,<(℘)|I ,=(℘)|I) if

and only if the lattice Ω has complex multiplication.

In the case where the lattice Ω is isogenous to a real lattice then this has been

shown in Theorem 3.0.1. In this chapter we give the proof of this theorem in

the case when the lattice Ω is not isogenous to a real lattice. One direction of

this theorem will involve extending the result of Macintyre from the real lattice

case to all complex lattices that have complex multiplication. As noted above the

proof of this result only relies on Ω having complex multiplication and does not

depend on the lattice Ω being real. Therefore the proof of this direction is very

similar to the proof of the corresponding direction for Theorem 3.0.1, namely

Lemma 3.1.1.

For the converse we would like to once again use the method of Bianconi. As

before we can show that a non-trivial restriction of ℘ to a line segment within the

disc D can be defined implicitly by a system of equations that is non-singular.

Then we look to find contradictory upper and lower bounds on the transcendence

degree of some finitely generated extension of C. However there is a problem in

using this method here, which was outlined in the introduction. Here we give a

more detailed explanation of this problem. The presence of an extra function in

the structure (R,<(℘)|I ,=(℘)|I) leads to an extra n+1 variables in the system of

equations. This gives an upper bound of 2n + 3 whilst the lower bound remains

n + 3. These bounds are not contradictory and so this more literal minded

application of Bianconi’s method fails. Therefore in order to obtain the desired

contradiction as in the previous chapter, the upper bound must be lowered or the

lower bound raised. However it turns out that after making a minor alteration

the method of Bianconi can in fact be used here. This involves using a stronger

version of the theorem of Brownawell and Kubota, which involves multiple ℘-

functions, in order to raise the lower bound. Recall from the background chapter

that this theorem requires a certain independence condition on the period ratios

of the ℘-functions ℘Ω1 , . . . , ℘Ωm . The period ratios of Ω1, . . . ,Ωm are denoted by

τ1, . . . , τm respectively. The independence condition is that for all i, j = 1, . . . ,m

with i 6= j there do not exist integers a, b, c, d with ad− bc 6= 0 such that

τj =
aτi + b

cτi + d
.

Now we wish to find another ℘-function that arises naturally from our system

of equations and show that its lattice is independent from Ω in the above sense.
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The function ℘Ω(z̄) is an elliptic function with respect to the lattice Ω with period

ratio τ̄ and from the usual identities we know that,

<(℘(z)) =
1

2
(℘(z) + ℘(z̄)) and =(℘(z)) =

1

2i
(℘(z)− ℘(z̄)).

We write ℘̃(z) = ℘̃Ω(z) = ℘Ω(z) = ℘Ω(z̄). It follows from the identities that

an algebraic function in <(℘) and =(℘) can be rewritten as an algebraic function

in ℘ and ℘̃. Now we prove a well-known lemma which relates this independence

condition and the isogeny of lattices.

Lemma 4.0.2. Let Ω and Ω′ be complex lattices with oriented bases {ω1, ω2} and

{ω′1, ω′2} and period ratios τ and τ ′. Then Ω and Ω′ are isogenous if and only if

there are integers a, b, c, d with ad− bc > 0 such that

τ ′ =
aτ + b

cτ + d
.

Proof. Suppose that Ω and Ω′ are isogenous. Then there is a non-zero complex

number α such that αΩ′ ⊆ Ω. Therefore there are integers a, b, c, d such that

αω′1 = dω1 + cω2 and αω′2 = bω1 + aω2 and so

τ ′ =
bω1 + aω2

dω1 + cω2

=
aτ + b

cτ + d
.

Also,

τ ′ =
(aτ + b)(cτ̄ + d)

|cτ + d|2

=
ac|τ |2 + adτ + bcτ̄ + bd

|cτ + d|2

and as =(τ ′) > 0 we have that ad− bc > 0 as required.

For the converse suppose that there are integers a, b, c, d with ad−bc > 0 such

that

τ ′ =
aτ + b

cτ + d
.

Then
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ω1(cτ + d)

ω′1
Ω′ = ω1(cτ + d)Ωτ ′

= ω1((cτ + d)Z+ (aτ + b)Z)

⊆ ω1Ωτ

= Ω.

Therefore if the lattice Ω is not isogenous to Ω we have that there are no

integers a, b, c, d with ad − bc 6= 0 such that τ̄ = (aτ + b)/(cτ + d) and we may

therefore use Theorem 2.3.8 in the proof of Theorem 4.0.1 in this case.

However if Ω is isogenous to Ω then there are integers a, b, c, d such that

the above relation holds. Therefore if Ω is isogenous to its conjugate and is

not isogenous to a real lattice then one can not apply Theorem 2.3.8 with the

Weierstrass ℘-functions ℘Ω and ℘̃Ω in this case. To show that such lattices exist

we give the following lemma, which is from a private correspondence with Harry

Schimdt and I thank him for his contribution.

Lemma 4.0.3. Let L = {α ∈ C× : Ω+αΩ is a lattice}. Then the following hold,

1. Suppose that Ω is of the form Z+ τZ. Then α ∈ L if and only if {α, ατ̄} ⊆
Q+ τQ.

2. A lattice Ω is isogenous to a real lattice if and only if L∩ S1 is non-empty,

where S1 denotes the unit circle.

3. Let θ ∈ S1 ∩ H and let N be a natural number that is non-square. Let

Ω be the lattice Ω = 〈1,
√
Nθ〉 and suppose that Ω does not have complex

multiplication. Then Ω is isogenous to its conjugate but not to a real lattice.

Proof. For the first part of the lemma let α ∈ L. Then Ω+αΩ is a lattice denoted

Ω′ say. Let {ω′1, ω′2} be an oriented basis for Ω′. Then we have that
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1 = aω′1 + bω′2 (4.1)

τ = cω′1 + dω′2 (4.2)

α = eω′1 + fω′2 (4.3)

ατ̄ = gω′1 + hω′2 (4.4)

for integers a, b, c, d, e, f, g, h. Therefore ω′2 = (1−aω′1)/b and so substituting this

into (4.2) gives that ω′1 = p+ qτ for rational p and q. Now substituting this and

the equation for ω′2 into (4.3) and (4.4) gives that α and ατ̄ are in Q + τQ as

required.

Now suppose that {α, ατ̄} ⊆ Q + τQ. Then we may write α = p + qτ and

ατ̄ = r + sτ for rationals p, q, r, s. Let ω′ ∈ Ω + αΩ. Then ω′ can be written as

a + bτ + c(p + qτ) + d(r + sτ) for integers a, b, c, d. Multiplying by a common

denominator for the rationals p, q, r, s denoted M say, which depends only on α,

gives Mω′ = m + nτ ∈ Ω for integers m and n. Then M(Ω + αΩ) ⊆ Ω and as

MΩ ⊆ M(Ω + αΩ) we have that Ω + αΩ contains and is contained in a lattice,

which are discrete groups of rank 2. Clearly Ω + αΩ is also a discrete group and

as it contains and is contained in a discrete group of rank 2 it also has rank 2.

Therefore it is a lattice and so α ∈ L as required.

For part 2, suppose θ ∈ L ∩ S1, so that Ω′ = Ω + θΩ is a lattice. We may

write θ = β/β̄ for some β ∈ C. Then β̄Ω′ = β̄Ω + βΩ is a real lattice and as

Ω ⊆ Ω′ the lattice β̄Ω′ is isogenous to Ω. Now suppose that Ω′ is a real lattice

that is isogenous to Ω. Therefore we have that βΩ ⊆ Ω′ for some β ∈ C×. Let

θ = β/β̄ and consider Ω + θΩ, which contains the lattice Ω. As βΩ ⊆ Ω′ and Ω′

is a real lattice we have that

β̄(Ω + θΩ) = β̄Ω + βΩ ⊆ Ω′ + Ω′ ⊆ Ω′.

Then as Ω + θΩ contains and is contained in a lattice it is a discrete subgroup

of rank 2 as discussed in the proof of part 1 and so it is a lattice and therefore θ

is in L as required.

For the third part of the lemma note that θ̄ = 1/θ. Then (
√
N/θ)Ω =

(
√
N/θ)Z + NZ ⊆ Ω and so Ω is isogenous to its conjugate. Now suppose for

a contradiction that Ω is isogenous to a real lattice. By part 2 there is some

θ′ ∈ S1 ∩ L and by part 1 we have that {θ′, θ′
√
N/θ} ⊆ Q +

√
NθQ. Therefore
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there are rationals p, q, r, s such that

θ′ = p+ q
√
Nθ

θ′
√
N

θ
= r + s

√
Nθ

and so

√
N

θ
(p+ q

√
Nθ) = r + s

√
Nθ.

This can be rearranged to give that

s(
√
Nθ)2 + (r − qN)(

√
Nθ)−Np = 0.

If s = 0 then θ′
√
N = rθ and so as |θ| = |θ′| = 1 we have that

√
N = r, a

contradiction. Therefore
√
Nθ, the period ratio of the lattice Ω is an imaginary

quadratic and so Ω has complex multiplication, a contradiction.

Example 4.0.4. Consider the lattice Ω = (
√

2(1 − i)/2)Z + (1 + i)Z. Then we

can observe that

iΩ = i((
√

2(1 + i)/2)Z+ (1− i)Z) = (
√

2(1− i)/2)Z+ (1 + i)Z = Ω

and so Ω + iΩ = Ω and therefore i is in the set L associated to this lattice. By

part 2 of Lemma 4.0.3 the lattice Ω is isogenous to a real lattice and so Ω is an

example of a non-real lattice that is isogenous to a real lattice.

From part 3 of Lemma 4.0.3 we can see that we must therefore split the proof

of the theorem into two cases. Namely when the lattice Ω is isogenous to its

conjugate and when it is not. In the second of these cases we may use Theorem

2.3.8 for the functions ℘ and ℘̃ as discussed. For the other case it turns out that

it is possible to use Theorem 2.3.8 for one ℘-function. This shall be done after

showing that ℘̃(z) may be written as an algebraic function in ℘(α−1z) for some

α ∈ C× witnessing the isogeny between Ω and Ω. In order to prove Theorem

4.0.1 in this case we shall also require that α is non-real. This can be shown for
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lattices of the form Z + τZ. If {ω1, ω2} is an oriented basis for the lattice Ω we

denote this by Ω = 〈ω1, ω2〉.

Lemma 4.0.5. Let Ω be a complex lattice of the form Ω = 〈1, τ〉 and suppose

that Ω is not isogenous to a real lattice. Suppose that there is some α ∈ C× such

that αΩ ⊆ Ω. Then α is non-real.

Proof. Assume for a contradiction that α is real. As αΩ ⊆ Ω it is clear that

αΩ = αΩ ⊆ Ω. Hence

α2Ω ⊆ αΩ ⊆ Ω

as a sublattice. Therefore as α is real we have that α2 ∈ Z and so α = ±
√
n for

some n ∈ N. We suppose that α =
√
n and write τ = x+ iy. Then as αΩ ⊆ Ω we

have that
√
nτ = a+bτ̄ for some integers a and b. Comparing real and imaginary

parts gives that

√
ny + by = 0

a+ bx−
√
nx = 0.

Consider the first of these equations,

y(
√
n+ b) = 0.

As y 6= 0 we have that
√
n = −b and so

√
n = −b ∈ Z. This is a contradiction

unless n is a square.

Therefore we suppose that n = m2 for some integer m and so α = m. We

have that mΩ ⊆ Ω and mΩ ⊆ Ω. As Ω is of the form Z + τZ we have that

{m,mτ̄} ⊆ Q + τQ. As m is an integer {1, τ} is in Q + τQ. Hence 1 ∈ L, by

part 1 of Lemma 4.0.3 and L∩ S1 is non-empty. Therefore by the second part of

Lemma 4.0.3 the lattice Ω is isogenous to a real lattice, a contradiction.

However this shall only allow us to give the proof of Theorem 4.0.1 in the

Ω ∼ Ω case for lattices of the form Ω = 〈1, τ〉. In fact the previous lemma is false

for lattices not of this form. For example consider a lattice Ω = ωZ +
√
NωZ

where N is a non-square natural number and ω/ω ∈ H and Ω does not have
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complex multiplication. Then by part 3 of Lemma 4.0.3 the lattice Ωτ is not

isogenous to a real lattice and so Ω is not isogenous to a real lattice. However√
N · Ω =

√
NωZ + NωZ ⊆ Ω and so Lemma 4.0.5 is false for a lattice of this

form. For general lattices we overcome this obstruction in the following way.

Lemma 4.0.6. Let Ω be a complex lattice that is not isogenous to a real lattice

and suppose that there is some α ∈ R× such that αΩ ⊆ Ω. Then Ω is isogenous

to a lattice of the form Z+
√
NθZ for N ∈ N and θ ∈ S1.

Proof. Let ω1 and ω2 be an oriented basis for the lattice Ω and let τ = ω2/ω1.

By the proof of Lemma 4.0.5 we have that α =
√
m for some non-square natural

number m. This part of the proof of Lemma 4.0.5 applies to general lattices.

Observe that

α
ω1

ω1

Ωτ ⊆ Ωτ̄ .

This implies that N = m and θ = ω1/ω1 and so
√
Nθ = αω1/ω1. Therefore

we have that,

Ωθ = Z+ α
ω1

ω1

Z ⊆ Z+ α
ω1

ω1

Z+ α
ω2

ω1

Z

= Z+ α
ω1

ω1

(
Z+

ω2

ω1

Z
)

= Z+ α
ω1

ω1

Ωτ

⊆ Z+
ω2

ω1

Z+ Ωτ̄

⊆ Ωτ̄ + Ωτ̄

= Ωτ̄

and so Ω is isogenous to Ωθ as required.

Observe that Ωθ = Z+
√
Nθ−1Z and so

√
Nθ−1Ω =

√
Nθ−1Z+NZ ⊆ Ωθ.

Clearly
√
Nθ−1 is non-real otherwise Ωθ is not a lattice, a contradiction.

Therefore for lattices Ω such that αΩ ⊆ Ω for some α ∈ R× it suffices to prove

Theorem 4.0.1 for a lattice of the form Ωθ. Therefore in this chapter we may
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assume that all lattices are of the form Z + τZ in the proof of the Ω ∼ Ω case.

Now we give a well known fact on lattices with complex multiplication, deduced

here from Lemma 4.0.3.

Lemma 4.0.7. Let Ω be a complex lattice with complex multiplication. Then Ω

is isogenous to a real lattice.

Proof. We may assume that Ω is of the form Z + τZ. As Ω has complex multi-

plication we have that |τ |2 = q ∈ Q and we also have that

aτ 2 + bτ + c = 0

for integers a, b, c where a 6= 0. Therefore

aτ |τ |2 + b|τ |2 + cτ̄ = 0.

We may assume that c 6= 0 (if not then the lemma follows by a similar argument)

and so

cτ̄ = −q(aτ + b).

Therefore {1, τ̄} ⊆ Q + τQ and so by part 1 of Lemma 4.0.3 we have that

1 ∈ L. By part 2 of this lemma we have that Ω is isogenous to a real lattice, as

required.

Now we give the proof of Theorem 4.0.1, which completes the proof of Theorem

1.0.4. Firstly we shall prove Macintyre’s observation for a lattice with complex

multiplication.

4.1 Proof of Theorem 4.0.1

4.1.1 Macintyre’s Lemma for all lattices with complex

multiplication

Lemma 4.1.1. Let Ω be a complex lattice with complex multiplication and let ℘Ω

be its ℘-function. Let I be a bounded real open interval that does not intersect Ω

and whose endpoints are not in Ω. Then the restriction of ℘ to any complex disc

which does not contain any lattice points is definable in (R,<(℘)|I ,=(℘)|I).
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Proof. As in the previous chapter this proof follows that of Macintyre for the

case where Ω = Z + iZ. Clearly the functions ℘|I and ℘′|I are definable in the

structure (R,<(℘)|I ,=(℘)|I). As the lattice Ω has complex multiplication there

is a non-integer complex number α such that αΩ ⊆ Ω. Let z ∈ I and consider

the function f(z) = ℘(αz). From the proof of Lemma 3.1.1 we know that f is

an elliptic function with respect to the lattice Ω. Hence f may be written as a

rational function R in ℘ and ℘′. Therefore we have that

f(z) = R(℘(z), ℘′(z)).

Similarly the function g(z) = ℘′(αz) may be written as a rational function S

where

g(z) = S(℘(z), ℘′(z)).

Therefore the functions ℘|αI and ℘′|αI are definable in the structure (R,<(℘)|I ,
=(℘)|I). Now consider a disc D ⊆ {x + αy : x, y ∈ I}. For any z ∈ D we may

write z = x+αy for x, y ∈ I and assume that x−αy /∈ Ω. Then by the addition

formula for ℘,

℘(z) = ℘(x+ αy) =
1

4

(
℘′(x)− S(℘(y), ℘′(y))

℘(x)−R(℘(y), ℘′(y))

)
− ℘(x)−R(℘(y), ℘′(y)).

As every function in this expression is definable in the structure (R,<(℘)|I ,
=(℘)|I) for all z ∈ D, the restriction of ℘ to the disc D is definable in the struc-

ture (R,<(℘)|I ,=(℘)|I) as required. By applying the addition and duplication

formulae for ℘ the definability of the restriction of ℘ to any disc that does not

intersect Ω also follows.

4.1.2 The converse of Theorem 4.0.1

Now we assume that the lattice Ω does not have complex multiplication. As

described at the beginning of this chapter this proof is split into two cases, namely

the case where Ω is isogenous to Ω, denoted by Ω ∼ Ω and when it is not, denoted

by Ω � Ω. Before giving the proof in each case we explain which structure the

proof is completed in and why this structure may be used. The reasoning is

similar to that seen in the previous chapter.
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Suppose that some restriction of ℘ to a disc D in C is definable in the struc-

ture (R,<(℘)|I ,=(℘)|I). By the differential equation for ℘ and the formula for

its second derivative it is clear that for n ≥ 2 the real and imaginary parts of

the nth derivative of ℘ can be written as a polynomial in the real and imag-

inary parts of ℘ and ℘′. Therefore the set {<(℘)|I ,=(℘)|I ,<(℘′)|I ,=(℘′)|I} is

closed under differentiation and so by Gabrielov’s theorem, Theorem 2.4.7 the

structure (R,<(℘)|I ,=(℘)|I ,<(℘′)|I ,=(℘′)|I) is model complete. It also has a

ring of terms that is closed under differentiation. Consider the auxiliary struc-

ture (R,<(℘ ◦ B),=(℘ ◦ B),<(℘′ ◦ B),=(℘′ ◦ B), B,B1) where B : R→ I is the

corresponding semialgebraic function as defined in Section 2.4.1. The structures

(R,<(℘)|I ,=(℘)|I ,<(℘′)|I ,=(℘′)|I) and (R,<(℘ ◦B),=(℘ ◦B),<(℘′ ◦B),=(℘′ ◦
B), B,B1) are equivalent in the sense of having the same definable sets and so the

structure (R,<(℘ ◦ B),=(℘ ◦ B),<(℘′ ◦ B),=(℘′ ◦ B), B,B1) is model complete

by a similar argument to that seen in the previous chapter and also has a ring

of terms that is closed under differentiation. Now we can pass to this auxiliary

structure and give the proof of Theorem 4.0.1 in each of the aforementioned cases.

As we are concerned with general lattices there is no need to specify lattice shape

here. As a result we do not give an explicit open interval I, we merely assume

that the intersection I ∩ Ω is empty.

The Ω � Ω case

Assume for a contradiction that there is a disc D ⊆ C such that ℘|D is definable

in the structure (R,<(℘ ◦ B),=(℘ ◦ B),<(℘′ ◦ B),=(℘′ ◦ B), B,B1). By shifting

the disc D we may assume that it contains iI and so the functions f1, f2 : I → R
given by f1(t) = <(℘(it)) and f2(t) = =(℘(it)) are definable in the structure

(R,<(℘ ◦ B),=(℘ ◦ B),<(℘′ ◦ B),=(℘′ ◦ B), B,B1). We now apply Theorem

2.4.3 to both the functions f1 and f2 in order to give an implicit definition.

This gives non-singular systems for f1 and f2 in turn. As applying Theorem

2.4.3 splits I in to finitely many intervals there is some open subinterval of I

on which a non-singular system for both f1 and f2 may be given. These are

then combined into a single non-singular system. The non-singularity is clearly

preserved as we can consider a 2 × 2 block matrix whose top left and bottom

right blocks are the matrices of partial derivatives for these systems and whose

remaining blocks are zero. Therefore for some integer n ≥ 1 and some subinterval

I ′ ⊆ I there are polynomials R∗1, . . . , R
∗
n ∈ R[y1, . . . , y7n+7] and certain functions
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f3, . . . , fn : I ′ → R such that for all t ∈ I ′,

F1(t, f1(t), . . . , fn(t)) = 0
...

Fn(t, f1(t), . . . , fn(t)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) 6= 0,

where for i = 1, . . . , n we have that

Fi(t, f1(t), . . . , fn(t)) = R∗i (t, f1(t), . . . , fn(t),

<(℘(B(t))),<(℘(B(f1(t)))), . . . ,<(℘(B(fn(t)))),

=(℘(B(t))),=(℘(B(f1(t)))), . . . ,=(℘(B(fn(t)))),

<(℘′(B(t))),<(℘′(B(f1(t)))), . . . ,<(℘′(B(fn(t)))),

=(℘′(B(t))),=(℘′(B(f1(t)))), . . . ,=(℘′(B(fn(t)))),

B(t), B(f1(t)), . . . , B(fn(t)),

B1(t), B1(f1(t)), . . . , B1(fn(t))).

As ℘ and ℘′ are algebraically dependent and B and B1 are algebraic functions

we have that the functions F1, . . . , Fn can be written as algebraic functions in

t, f1(t), . . . , fn(t),<(℘(B(t))),<(℘(B(f1(t)))), . . . ,<(℘(B(fn(t)))) and

=(℘(B(t))),=(℘(B(f1(t)))), . . . ,=(℘(B(fn(t)))). These algebraic functions are

denoted R1, . . . , Rn and their domain is a small open set in R3n+3 which, perhaps

after shrinking the interval I ′, contains the set

{[f(t),<(℘(B(f(t)))),=(℘(B(f(t))))] : t ∈ I ′},

where f(t) = (t, f1(t), . . . , fn(t)) and these algebraic functions are analytic on

this domain. By using the identities for the real and imaginary parts of ℘ these

algebraic functions can be rearranged to give a system of algebraic functions in

t, f1(t), . . . , fn(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t))) and ℘̃(B(t)), ℘̃(B(f1(t))),

. . . , ℘̃(B(fn(t))).

Therefore we have that there is some integer n ≥ 1 and some subinterval
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I ′ ⊆ I, and algebraic functions P1, . . . , Pn, certain functions f3, . . . , fn : I ′ → R
such that for all t ∈ I ′,

F1(t, f1(t), . . . , fn(t)) = 0
...

Fn(t, f1(t), . . . , fn(t)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) 6= 0,

where for i = 1, . . . , n

Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t))),

℘̃(B(t)), ℘̃(B(f1(t))), . . . , ℘̃(B(fn(t)))] = 0.

The domain of the algebraic functions P1, . . . , Pn is a small open subset of

C3n+3 which, perhaps after shrinking the interval I ′, contains the set

{[f(t), ℘(B(f(t))), ℘̃(B(f(t)))] : t ∈ I ′}

and these algebraic functions are analytic on this domain. Now take n to be mini-

mal such that there is some interval I ′ and algebraic functions P1, . . . , Pn in 3n+3

variables and Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

℘̃(B(x1)), . . . , ℘̃(B(xn+1))) and there are also functions f3, . . . , fn whose domains

are I ′ such that Fi(t, f1(t), . . . , fn(t)) = 0 and det(∂Fi/∂xj)(t, f1(t), . . . , fn(t)) 6= 0

for all t ∈ I ′ and P1, . . . , Pn are analytic on their respective domains. Observe that

the subinterval I ′, the functions f3, . . . , fn and the algebraic functions P1, . . . , Pn

may not be the same as those given above. For i = 1, . . . , n and j = 2, . . . , n+ 1
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∂Fi
∂xj

(x̄) =
∂Ri

∂wj
(w̄) +B′(xj)<(℘′(B(xj)))

∂Ri

∂wj+n+1

(w̄) (4.5)

+B′(xj)=(℘′(B(xj)))
∂Ri

∂wj+2n+2

(w̄)

=
∂Pi
∂yj

(ȳ) +B′(xj)℘
′(B(xj))

∂Pi
∂yj+n+1

(ȳ) +B′(xj)℘̃
′(B(xj))

∂Pi
∂yj+2n+2

(ȳ),

(4.6)

where

x̄ = (x1, . . . , xn+1)

and

w̄ = [x1, . . . , xn+1,<(℘(B(x1))), . . . ,<(℘(B(xn+1))),

=(℘(B(x1))), . . . ,=(℘(B(xn+1)))]

and

ȳ = (x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)), ℘̃(B(x1)), . . . , ℘̃(B(xn+1))).

The functions B ◦ f1, . . . , B ◦ fn are real analytic functions and can therefore

be continued to analytic functions defined on a disc D centred at β ∈ I ′. The rest

of the proof consists of finding upper and lower bounds on transcendence degree.

Firstly we obtain a lower bound using Theorem 2.3.8. From the discussion at

the beginning of this chapter we know that the condition on the period ratios

τ and τ̄ is satisfied. Therefore in order to use Theorem 2.3.8 we must show

that B ◦ f0−B(β), . . . , B ◦ fn−B(fn(β)) are linearly independent over Q where

f0(t) = t.

Claim 4.1.2. We have that B ◦ f0 − B(β), . . . , B ◦ fn − B(fn(β)) are linearly

independent over Q.

Proof. It suffices to prove this claim for the restrictions of these functions to

the interval I ′. Suppose that B ◦ f0 − B(β), . . . , B ◦ fn − B(fn(β)) are linearly

dependent. Therefore there are rational a0, . . . , an not all zero such that for all
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t ∈ I ′

a0(B(t)−B(β)) + a1(B(f1)−B(f1(β))) + · · ·+ an(B(fn(t))−B(fn(β))) = 0.

By the same reasoning as in the proof of the corresponding linear independence

claim in the previous chapter it is clear for some i = 2, . . . , n that ai 6= 0. Upon

taking this to be an and relabelling we may write,

B(fn(t)) = B(fn(β)) + a0(B(t)−B(β)) + · · ·+ an−1(B(fn−1(t))−B(fn−1(β)))

and so

fn(t) = A[B(fn(β)) + a0(B(t)−B(β)) + · · ·+ an−1(B(fn−1(t))−B(fn−1(β)))],

where the rationals a0, . . . , an−1 are not all zero. Define Ã, B̃ : Rn → R as

Ã(t1, . . . , tn) = A[B(fn(β)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(fn−1(β)))]

and

B̃(t1, . . . , tn) = B(fn(β)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(fn−1(β))).

Then

Ã(B(t), B(f1(t)), . . . , B(fn−1(t))) = fn(t) (4.7)

and

B̃(B(t), B(f1(t)), . . . , B(fn−1(t))) = B(fn(t)). (4.8)

Let V1 and V2 be algebraic functions such that

V1(℘(B(z1)), . . . , ℘(B(zn))) = ℘(B̃(B(z1), . . . , B(zn))) (4.9)
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and

V2(℘̃(B(z1)), . . . , ℘̃(B(zn))) = ℘̃(B̃(B(z1), . . . , B(zn))). (4.10)

As in the previous chapter the existence of these algebraic functions comes from

Remark 2.1.13. Differentiating (4.9) and (4.10) with respect to zj for j = 2, . . . , n

and evaluating at (z1, . . . , zn) = (t, f1(t), . . . , fn−1(t)) and using the expressions

(4.7) and (4.8) gives that

B′(fj−1(t))℘′(B(fj−1(t)))
∂V1

∂vj
(ṽ1(t)) = aj−1B

′(fj−1(t))℘′(B(fn(t))) (4.11)

and

B′(fj−1(t))℘̃′(B(fj−1(t)))
∂V2

∂vj
(ṽ2(t)) = aj−1B

′(fj−1(t))℘̃′(B(fn(t))) (4.12)

where

ṽ1(t) = [℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t)))]

and

ṽ2(t) = [℘̃(B(t)), ℘̃(B(f1(t))), . . . , ℘̃(B(fn−1(t)))].

Now for i = 1, . . . , n define

Qi(s1, . . . , s3n) = Pi(s1, . . . , sn, Ã(B(s1), . . . , B(sn)),

sn+1, . . . , s2n,V1(sn+1, . . . , s2n),

s2n+1, . . . , s3n,V2(s2n+1, . . . , s3n))

and let

Gi(u1, . . . , un) = Qi(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)),

℘̃(B(u1)), . . . , ℘̃(B(un))).
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Then for all t ∈ I ′ and i = 1, . . . , n,

Gi(t, f1(t), . . . , fn−1(t)) = 0.

So we have a system of n algebraic functions Q1, . . . , Qn in fewer variables.

The algebraic functions Q1, . . . , Qn have a domain that is an open subset of C3n,

which contains the set

{[t, f1(t), . . . , fn−1(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t))),

℘̃(B(t)), ℘̃(B(f1(t))), . . . , ℘̃(B(fn−1(t)))] : t ∈ I ′}.

If one of the (n− 1)× (n− 1) minors of the matrix(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

is non-zero for some t ∈ I ′ then we have a contradiction to the minimality of

n. Therefore assume that all such minors are zero. Now for i = 1, . . . , n and

j = 2, . . . , n we have that

∂Gi

∂uj
=
∂Qi

∂sj
+B′(uj)℘

′(B(uj))
∂Qi

∂sj+n
+B′(uj)℘̃

′(B(uj))
∂Qi

∂sj+2n

and so we have that

∂Qi

∂sj
=
∂Pi
∂yj

+ aj−1B
′(uj)A

′[B(fn(β)) + a0(B(u1)−B(β)) + . . .

+ an−1(B(un)−B(fn−1(β)))]
∂Pi
∂yn+1

and

∂Qi

∂sj+n
=

∂Pi
∂yj+n+1

+
∂Pi

∂y2n+2

∂V1

∂vj

as well as

∂Qi

∂sj+2n

=
∂Pi

∂yj+2n+2

+
∂Pi

∂y3n+3

∂V2

∂vj
.

Here all the partial derivatives of Qi are evaluated at
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(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)), ℘̃(B(u1)), . . . , ℘̃(B(un)))

and the partial derivatives of Pi are evaluated at

(u1, . . . , un, Ã(B(u1), . . . , B(un)),

℘(B(u1)), . . . , ℘(B(un)),V1(℘(B(u1)), . . . , ℘(B(un))),

℘̃(B(u1)), . . . , ℘̃(B(un)),V2(℘̃(B(u1)), . . . , ℘̃(B(un))).

Therefore putting this all together and using (2.13) as well as (4.11) and

(4.12) we can see that upon evaluating at (t, f1(t), . . . , fn−1(t)) we have for all

i = 1, . . . , n and j = 2, . . . , n that,

∂Gi

∂uj
=
∂Pi
∂yj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Pi
∂yn+1

+B′(fj−1(t))℘′(B(fj−1(t)))

(
∂Pi

∂yj+n+1

+
∂Pi

∂y2n+2

∂V1

∂vj

)
+B′(fj−1(t))℘̃′(B(fj−1(t)))

(
∂Pi

∂yj+2n+2

+
∂Pi

∂y3n+3

∂V2

∂vj

)
=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Pi
∂yn+1

+

aj−1B
′(fj−1(t))℘′(B(fn(t)))

∂Pi
∂y2n+2

+ aj−1B
′(fj−1(t))℘̃′(B(fn(t)))

∂Pi
∂y3n+3

=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Fi
∂xn+1

,

where the derivatives of Fi are evaluated at (t, f1(t), . . . , fn(t)) for i = 1, . . . ,

n. Therefore as the (n− 1)× (n− 1) minors for the matrix of partial derivatives(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

are all zero for all t ∈ I ′ we have that the determinant∣∣∣∣∣∣∣∣
∂F1/∂xn+1

F
...

∂Fn/∂xn+1

∣∣∣∣∣∣∣∣ (t, f1(t), . . . , fn(t)) = 0,
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where F is the n× (n− 1) matrix

F =

(
∂Fi
∂xj

+ aj−1B
′(xj)A

′(B(xn+1))
∂Fi
∂xn

)
i=1,...,n

j=2,...,n+1

and we can see that this is the same matrix as the one for the original system up

to column operations and these column operations do not affect the determinant.

In particular

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) = 0

for all t ∈ I ′, a contradiction.

Suppose that i(t− β), B(t)−B(β), B ◦ f1 −B(f1(β)), . . . , B ◦ fn −B(fn(β))

are linearly dependent over Q. Then for rational a0, . . . , an not all zero,

i(t− β) =a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β)))

+ · · ·+ an(B(fn(t))−B(fn(β)))

and as the left hand side is non-real and the right hand side is real we obtain a

contradiction. Applying Theorem 2.3.8 with the functions ℘ and ℘̃ to it, B(t), B◦
f1, . . . , B ◦ fn gives that,

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn)),

℘̃(it), ℘̃(B(t)), ℘̃(B(f1)), . . . , ℘̃(B(fn))] ≥ 2n+ 5.

To find an upper bound on transcendence degree we wish to follow the ar-

gument from the previous chapter and use Lemma 2.4.12. However in order to

use this lemma we require a system of real valued algebraic functions in terms of

functions that are also real valued. In the real lattice case in the previous chap-

ter the invariants of ℘ are real numbers. So when the system of polynomials is

changed to a system of algebraic functions, using in part the differential equation

for ℘ which contains these invariants, we still have real valued functions in our
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system. Here as the lattice is not isogenous to a real lattice this may no longer

be the case. Also as we have been working with the system of algebraic functions

P1, . . . , Pn, which involves ℘ and ℘̃ we no longer have a system of algebraic func-

tions that is evaluated at real valued functions either. Returning to the system of

algebraic functions R1, . . . , Rn involving the real and imaginary parts of ℘ gives

a system of complex valued algebraic functions in terms of real valued functions.

Now we wish to obtain a non-singular system of real valued algebraic functions.

For i = 1, . . . , n we write F<i = <(Fi), F
=
i = =(Fi), R

<
i = <(Ri) and R=i = =(Ri).

Therefore for all t ∈ I ′ we have that,

F<1 (t, f1(t), . . . , fn(t)) = 0
...

F<n (t, f1(t), . . . , fn(t)) = 0

F=1 (t, f1(t), . . . , fn(t)) = 0
...

F=n (t, f1(t), . . . , fn(t)) = 0.

Consider the Jacobian matrix,

F =



∂F<1 /∂x2 . . . ∂F<1 /∂xn+1

...
. . .

...

∂F<n /∂x2 . . . ∂F<n /∂xn+1

∂F=1 /∂x2 . . . ∂F=1 /∂xn+1

...
. . .

...

∂F=n /∂x2 . . . ∂F=n /∂xn+1


and let

x̃ = x̃(t) = (t, f1(t), . . . , fn(t))

and

w̃ = w̃(t) = [t, f1(t), . . . , fn(t),<(℘(B(t))),<(℘(B(f1(t)))), . . . ,<(℘(B(fn(t)))),

=(℘(B(t))),=(℘(B(f1(t)))), . . . ,=(℘(B(fn(t))))].

For j = 1, . . . , n we apply the row operation rj → rj + irj+n to the matrix F .
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This produces a matrix whose first n× n block is the matrix

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃)

and so when we consider F (x̃) and apply these row operations we obtain a ma-

trix with a non-vanishing n × n minor. These row operations do not affect the

determinant. Therefore the matrix F (x̃(t)) has maximal rank n for all t ∈ I ′. We

now show that the matrix

(
∂R<i
∂wj

)
i=1,...,n

j=2,...,3n+3

(w̃(t))

has maximal rank n for all t ∈ I ′. For i = 1, . . . , n and j = 2, . . . , n+ 1

∂F<i
∂xj

(x1, . . . , xn+1) =
∂R<i
∂wj

(w̄) + <[B′(zj)℘
′(B(zj))]

∂R<i
∂wj+n+1

(w̄)

+ =[B′(zj)℘
′(B(zj))]

∂R<i
∂wj+2n+2

(w̄), (4.13)

where

w̄ = [z1, . . . , zn+1,<(℘(B(z1))), . . . ,<(℘(B(zn+1))),

=(℘(B(z1))), . . . ,=(℘(B(zn+1)))].

Therefore the matrix

(
∂F<i
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃(t))

is given by multiplying (
∂R<i
∂wj

)
i=1,...,n

j=2,...,2n+2

(w̃(t))

by the matrix M , where M is a (3n+ 2)× n matrix given by,
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M =


0 0

In
... M1

... M2

0 0


T

,

for

M1 =


<[B′(f1(t))℘′(B(f1(t)))] . . . 0

...
. . .

...

0 . . . <[B′(fn(t))℘′(B(fn(t)))]


and

M2 =


=[B′(f1(t))℘′(B(f1(t)))] . . . 0

...
. . .

...

0 . . . =[B′(fn(t))℘′(B(fn(t)))]

 .

As the rows of (
∂F<i
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃(t))

are linearly independent over R we have that the rows of

(
∂R<i
∂wj

)
i=1,...,n

j=2,...,2n+2

(w̃(t))

are also linearly independent over R for all t ∈ I ′. Therefore the matrix

(
∂R<i
∂wj

)
i=1,...,n

j=2,...,2n+2

(w̃(t))

has maximal rank n for all t ∈ I ′. So we have a system of real valued algebraic

functions R<1 , . . . , R
<
n in terms of real valued functions whose Jacobian matrix has

maximal rank n when evaluated at w̃(t) for all t ∈ I ′. Therefore, after restricting

the functions t, f1, . . . , fn,<(℘(B(t))),<(℘(B(f1))), . . . ,<(℘(B(fn))),=(℘(B(t))),

=(℘(B(f1))), . . . ,=(℘(B(fn))) to some subinterval I ′′ ⊆ I ′ if necessary, we may

apply Lemma 2.4.12 and obtain the upper bound,
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tr.degCC[t, f1, . . . , fn,<(℘(B(t))),

<(℘(B(f1))), . . . ,<(℘(B(fn))),

=(℘(B(t))),=(℘(B(f1))), . . . ,=(℘(B(fn)))] ≤ 2n+ 3.

As the real and imaginary parts of ℘ may be written as polynomials in ℘ and

℘̃ by the identities given at the beginning of this chapter we have that,

tr.degCC[t, f1, . . . , fn,

℘(B(t))), ℘(B(f1)), . . . , ℘(B(fn)),

℘̃(B(t)), ℘̃(B(f1)), . . . , ℘̃(B(fn))] ≤ 2n+ 3.

As in the previous chapter this is an upper bound on the transcendence degree

of a slightly different finitely generated extension of C than the one for which

we have obtained a lower bound on transcendence degree. As it and B(t) are

algebraically dependent and f1(t) = <(℘(it)), f2(t) = =(℘(it)) and ℘(it) are also

algebraically dependent and B is an algebraic function we have that,

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn)),

℘̃(it), ℘̃(B(t)), ℘̃(B(f1)), . . . , ℘̃(B(fn))] ≤ 2n+ 3.

Therefore we have upper and lower bounds on the transcendence degree of

some finitely generated extension of C which are contradictory as required.

The Ω ∼ Ω case

As noted at the beginning of this chapter we assume that all the lattices in this

section are of the form Ωτ = Z+ τZ. Once again we assume that ℘|D is definable

in the structure (R,<(℘ ◦ B),=(℘ ◦ B),<(℘′ ◦ B),=(℘′ ◦ B), B,B1) for some

disc D ⊆ C. It can be assumed that the disc D contains iI and therefore the

functions f1, f2 : I → R defined by f1(t) = <(℘(it)) and f2(t) = =(℘(it)) are

definable in the structure (R,<(℘ ◦B),=(℘ ◦B),<(℘′ ◦B),=(℘′ ◦B), B,B1). As
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in the Ω � Ω case we apply Theorem 2.4.3 to both of the functions f1 and f2 and

obtain a nonsingular system of equations. This is a system of algebraic functions

involving the real and imaginary parts of ℘ ◦ B, which can then be rearranged

into algebraic functions involving ℘ ◦ B and ℘̃ ◦ B in place of these real and

imaginary parts. Therefore there is some integer n ≥ 1 and some subinterval

I ′ ⊆ I, algebraic functions P1, . . . , Pn, certain functions f3, . . . , fn : I ′ → R such

that for all t ∈ I ′,

F1(t, f1(t), . . . , fn(t)) = 0
...

Fn(t, f1(t), . . . , fn(t)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) 6= 0,

where for i = 1, . . . , n

Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn(t))),

℘̃(B(t)), ℘̃(B(f1(t))), . . . , ℘̃(B(fn(t)))] = 0.

As in the previous case the algebraic functions P1, . . . , Pn are considered on a

domain that is a small open subset of C3n+3 which, perhaps after shrinking the

interval I ′, contains the set

{[f(t), ℘(B(f(t))), ℘̃(B(f(t)))] : t ∈ I ′}

where f(t) = (t, f1(t), . . . , fn(t)) and these algebraic functions are analytic on

this domain. Now we once again take n to be minimal so that there is an interval

I ′ and algebraic functions P1, . . . , Pn in 3n + 3 variables and Fi(x1, . . . , xn+1) =

Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)), ℘̃(B(x1)), . . . , ℘̃(B(xn+1))) and there

are also functions f3, . . . , fn such that Fi(t, f1(t), . . . , fn(t)) = 0 and det(∂Fi/∂xj)

(t, f1(t), . . . , fn(t)) 6= 0 for all t ∈ I ′ and P1, . . . , Pn are analytic on this domain.

Once again observe that the subinterval I ′, the functions f3, . . . , fn and the alge-

braic functions P1, . . . , Pn may not be the same as those above.
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Now we show that the function ℘̃(z) may be written as a rational function

in terms of ℘(α−1z) for some α ∈ C× and so the system of algebraic functions

involving ℘(z) and ℘̃(z) can be rewritten as a system of algebraic functions in-

volving ℘(z) and ℘(α−1z). This enables us to use the theorem of Brownawell and

Kubota for a single ℘-function in order to obtain the lower bound on transcen-

dence degree. As Ω ∼ Ω there is some α ∈ C× such that αΩ ⊆ Ω. From the

definition of the ℘-function, one may easily obtain the identity

℘Ω(z) = α2℘αΩ(αz). (4.14)

Now let ω ∈ αΩ. Then,

℘Ω(z + ω) = ℘Ω(z)

as αΩ ⊆ Ω. Hence ℘Ω is an elliptic function with respect to αΩ and so ℘Ω may be

written as a rational function in terms of ℘αΩ and ℘′αΩ. In fact as the Weierstrass

℘-function is an even function we have that ℘Ω is an even elliptic function with

respect to αΩ and so ℘Ω may be written as a rational function in terms of ℘αΩ.

This along with the identity (4.14) gives that

℘Ω(z) = U(℘αΩ(z)) = V(℘Ω(α−1z))

for rational functions U and V . So for i = 1, . . . , n

Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

℘̃(B(x1)), . . . , ℘̃(B(xn+1)))

= Pi[x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

V(℘(α−1B(x1))), . . . ,V(℘(α−1B(xn+1)))].

As the functions P1, . . . , Pn are algebraic functions and V is a rational function

this can be rearranged to give for i = 1, . . . , n.

Fi(x1, . . . , xn+1) = Qi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

℘(α−1B(x1)), . . . , ℘(α−1B(xn+1))),
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where Q1, . . . , Qn are algebraic functions with a domain that is a small open

subset of C3n+3 containing the set {[f(t), ℘(B(f(t))), ℘(α−1B(f(t)))] : t ∈ I ′}
and which are analytic on this domain. Therefore for i = 1, . . . , n we have that

Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

℘̃(B(x1)), . . . , ℘̃(B(xn+1)))

= Qi(x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)),

℘(α−1B(x1)), . . . , ℘(α−1B(xn+1))).

Differentiating with respect to xj for j = 2, . . . , n+ 1 gives that,

∂Fi
∂xj

(x1, . . . , xn+1) =
∂Pi
∂yj

(ȳ) +B′(xj)℘
′(B(xj))

∂Pi
∂yj+n+1

(ȳ)

+B′(xj)℘̃
′(B(xj))

∂Pi
∂yj+2n+2

(ȳ)

=
∂Qi

∂wj
(w̄) +B′(xj)℘

′(B(xj))
∂Qi

∂wj+n+1

(w̄)

+ α−1B′(xj)℘
′(α−1B(xj))

∂Qi

∂wj+2n+2

(w̄)

where

ȳ = (x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)), ℘̃(B(x1)), . . . , ℘̃(B(xn+1)))

and

w̄ = (x1, . . . , xn+1, ℘(B(x1)), . . . , ℘(B(xn+1)), ℘(α−1B(x1)), . . . , ℘(α−1B(xn+1))).

The functions B ◦ f1, . . . , B ◦ fn are real analytic and can be continued to

analytic functions on a disc D′ ⊆ C centred at β ∈ I ′. Now we prove the

corresponding linear independence claim for this case in order to apply Theorem

2.3.7. Let f0(t) = t.

Claim 4.1.3. B ◦ f0−B(β), . . . , B ◦ fn−B(fn(β)) are linearly independent over
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Q.

Proof. Assume that B ◦ f0 −B(β), . . . , B ◦ fn −B(fn(β)) are linearly dependent

over Q. By the same arguments as in the corresponding claim in the previous

section, we may write

B(fn(t)) = B(fn(0)) + a0(B(t)−B(β)) + · · ·+ an−1(B(fn−1(t))−B(β))

for all t ∈ I ′ and for rationals a0, . . . , an−1 not all zero. Now we define the

functions Ã : Rn → R and B̃ : Rn → R to be

Ã(t1, . . . , tn) = A[B(fn(0)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(β))]

and

B̃(t1, . . . , tn) = B(fn(0)) + a0(t1 −B(β)) + · · ·+ an−1(tn −B(β)),

so that

Ã(B(t), B(f1(t)), . . . , B(fn−1(t))) = fn(t) (4.15)

and

B̃(B(t), B(f1(t)), . . . , B(fn−1(t))) = B(fn(t)). (4.16)

As in the corresponding linear independence claim in the previous case we let

V1 and V2 be algebraic functions in the variables s1, . . . , sn such that,

V1(℘(B(z1)), . . . , ℘(B(zn))) = ℘(B̃(B(z1), . . . , B(zn))) (4.17)

V2(℘(α−1B(z1)), . . . , ℘(α−1B(zn))) = ℘(α−1B̃(B(z1), . . . , B(zn))). (4.18)

Differentiating (4.17) and (4.18) with respect to zj and evaluating at (t, f1(t), . . . ,

fn−1(t)) and using the expressions (4.15) and (4.16) gives that
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B′(fj−1(t))℘′(B(fj−1(t)))
∂V1

∂sj
(ṽ1(t)) = aj−1B

′(fj−1(t))℘′(B(fn(t))) (4.19)

and

α−1B′(fj−1(t))℘′(B(fj−1(t)))
∂V2

∂sj
(ṽ2(t)) = α−1aj−1B

′(fj−1(t))℘′(α−1B(fn(t))).

(4.20)

where

ṽ1(t) = [℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t)))]

and

ṽ2(t) = [℘(α−1B(t)), ℘(α−1B(f1(t))), . . . , ℘(α−1B(fn−1(t)))].

Now for i = 1, . . . , n we define

Si(v1, . . . , v3n) = Qi(v1, . . . , vn, Ã(B(v1), . . . , B(vn)),

vn+1, . . . , v2n,V1(vn+1, . . . , v2n),

v2n+1, . . . , v3n,V2(v2n+1, . . . , v3n))

and

Gi(u1, . . . , un) = Si(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)),

℘(α−1B(u1)), . . . , ℘(α−1B(un)))

where the functions S1, . . . , Sn are algebraic. Therefore for all t ∈ I ′

Gi(t, f1(t), . . . , fn−1(t)) = 0.

The algebraic functions S1, . . . , Sn have a domain that is an open subset of

C3n that contains the set
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{[t, f1(t), . . . , fn−1(t), ℘(B(t)), ℘(B(f1(t))), . . . , ℘(B(fn−1(t))),

℘(α−1B(t)), ℘(α−1B(f1(t))), . . . , ℘(α−1B(fn−1(t)))] : t ∈ I ′}.

This gives a system of the same number of equations in fewer variables. If

one of the (n− 1)× (n− 1) minors of the matrix(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

is non-zero for some t ∈ I ′ then we have a contradiction to the minimality of

n. Therefore we assume that all these minors are zero when evaluated at such a

point. For i = 1, . . . , n and j = 2, . . . , n+ 1 we have that

∂Gi

∂uj
=
∂Si
∂vj

+B′(uj)℘
′(B(uj))

∂Si
∂vj+n

+ α−1B′(uj)℘
′(α−1B(uj))

∂Si
∂vj+2n

and so we have that

∂Si
∂vj

=
∂Qi

∂wj
+ aj−1B

′(uj)A
′[B(fn(β)) + a0(B(u1)−B(β)) + . . .

+ an−1(B(un)−B(fn−1(β)))]
∂Qi

∂wn+1

.

as well as,

∂Si
∂vj+n

=
∂Qi

∂wj+n+1

+
∂Qi

∂w2n+2

∂V1

∂sj
.

Furthermore differentiating Si with respect to vj+2n gives that,

∂Si
∂vj+2n

=
∂Qi

∂wj+2n+2

+
∂Qi

∂w3n+3

∂V2

∂sj
.

Here the derivatives of S1, . . . , Sn are evaluated at

(u1, . . . , un, ℘(B(u1)), . . . , ℘(B(un)), ℘(α−1B(u1)), . . . , ℘(α−1B(un)))
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and the derivatives of Q1, . . . , Qn are evaluated at

[u1, . . . , un, Ã(B(u1), . . . , B(un)),

℘(B(u1)), . . . , ℘(B(un)),V1(℘(B(u1)), . . . , ℘(B(un))),

℘(α−1B(u1)), . . . , ℘(α−1B(un)),V2(℘(α−1B(u1)), . . . , ℘(α−1B(un)))].

Putting this all together and using (2.13) as well as (4.19) and (4.20) we can

see that upon evaluating at (t, f1(t), . . . , fn−1(t)) we have for all i = 1, . . . , n and

j = 2, . . . , n that,

∂Ji
∂uj

=
∂Si
∂vj

+B′(fj−1(t))℘′(B(fj−1(t)))
∂Si
∂vj+n

+ α−1B′(fj−1(t))℘′(α−1B(fj−1(t)))
∂Si

∂vj+2n

=
∂Qi

∂wj
+ aj−1B

′(fj−1(t))A′(B(fn(t)))
∂Qi

∂wn+1

+B′(fj−1(t))℘′(B(fj−1(t)))

(
∂Qi

∂wj+n+1

+
∂Qi

∂w2n+2

∂V1

∂sj

)
+ α−1B′(fj−1(t))℘′(α−1B(fj−1(t)))

( ∂Qi

∂wj+2n+2

+
∂Qi

∂w3n+3

∂V2

∂sj

)
=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Qi

∂wn+1

+ aj−1B
′(fj−1(t))℘′(B(fn(t)))

∂Qi

∂w2n+2

+ aj−1B
′(fj−1(t))α−1℘′(α−1B(fn(t)))

∂Qi

∂w3n+3

=
∂Fi
∂xj

+ aj−1B
′(fj−1(t))A′(B(fn(t)))

∂Fi
∂xn+1

where the partial derivatives of F1, . . . , Fn are evaluated at (t, f1(t), . . . , fn(t)).

Therefore as all the minors of the matrix

(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn(t))

are zero for all t ∈ I ′ we have that the determinant
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∣∣∣∣∣∣∣∣
∂F1/∂xn+1

F
...

∂Fn/∂xn+1

∣∣∣∣∣∣∣∣ (t, f1(t), . . . , fn(t)) = 0

where F is the matrix

F =

(
∂Fi
∂xj

+ aj−1B
′(xj)A

′(B(xn+1))
∂Fi
∂xn+1

)
i=1,...,n

j=2,...,n+1

and as in the Ω � Ω case this is the same as the Jacobian matrix for the nonsin-

gular system F1, . . . , Fn evaluated at (t, f1(t), . . . , fn(t)) up to column operations

and these column operations do not affect the determinant. In particular we have

that

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) = 0,

for all t ∈ I ′, which is a contradiction.

Suppose that

B ◦ f0 −B(β), . . . , B ◦ fn −B(fn(β)),

α−1(B ◦ f0 −B(β)), . . . , α−1(B ◦ fn −B(fn(β)))

are linearly dependent over Q. Then there are rational a0, . . . , an, b0, . . . , bn not

all zero such that for all t ∈ I ′

a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β))) + · · ·+ an(B(fn(t))−B(fn(β)))+

α−1b0(B(t)−B(β)) + α−1b1(B(f1(t))−B(f1(β))) + . . .

+ α−1bn(B(fn(t))−B(fn(β))) = 0

and rearranging and rewriting the rationals b0, . . . , bn gives that,
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a0(B(t)−B(β)) + a1(B(f1(t))−B(f1(β))) + · · ·+ an(B(fn(t))−B(fn(β)))

= α−1b0(B(t)−B(β)) + α−1b1(B(f1(t))−B(f1(β))) + . . .

+ α−1bn(B(fn(t))−B(fn(β))).

The left hand side of this final equality is real and the right hand side is non-

real as α is non-real by Lemma 4.0.5. Therefore we have a contradiction and

the linear independence is preserved. As the lattice Ω does not have complex

multiplication α 6= qi for some rational q. Therefore adding i(B(t) − B(β))

does not affect linear independence. Applying Theorem 2.3.7 to the functions

iB(t), B(t), B ◦ f1, . . . B ◦ fn, α−1B(t), α−1B ◦ f1 . . . , α
−1B ◦ fn gives that

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

α−1B(t), α−1B ◦ f1, . . . , α
−1B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn)),

℘(α−1B(t)), ℘(α−1B(f1)), . . . , ℘(α−1B(fn))] ≥ 2n+ 4.

Now we shall obtain an upper bound on this transcendence degree that is

contradictory. As in the previous case we return to the original system of algebraic

functions involving the real and imaginary parts of ℘ and by a repetition of the

argument in this case we obtain the upper bound,

tr.degCC[t, f1, . . . , fn,

<(℘(B(t))),<(℘(B(f1))), . . . ,<(℘(B(fn))),

=(℘(B(t))),=(℘(B(f1))), . . . ,=(℘(B(fn)))] ≤ 2n+ 3.

As ℘ and ℘̃ can be written as polynomials in <(℘) and =(℘) and ℘̃(z) can be

written as an algebraic function in ℘(α−1z) we have the upper bound,
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tr.degCC[t, f1, . . . , fn,

℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn)),

℘(α−1B(t)), ℘(α−1B(f1)), . . . , ℘(α−1B(fn))] ≤ 2n+ 3.

However this an upper bound on the transcendence degree of a different ex-

tension of C. Clearly it, B(t), α−1B(t) are algebraically dependent over C as are

B(℘(it)) and ℘(it) as well as ℘(α−1B(t)) and ℘′(α−1B(t)). For j = 1, . . . , n we

have that fj and B(fj) as well as fj and α−1B(fj) are also algebraically dependent

and so we have that

tr.degCC[it, B(t), B ◦ f1, . . . , B ◦ fn,

α−1B(t), α−1B ◦ f1, . . . , α
−1B ◦ fn,

℘(it), ℘(B(t)), ℘(B(f1)), . . . , ℘(B(fn)),

℘(α−1B(t)), ℘(α−1B(f1)), . . . , ℘(α−1B(fn))] ≤ 2n+ 3.

This is a contradictory upper bound on this transcendence degree as required.



Chapter 5

Expanding R by a restriction of ℘

admits no new complex functions

The results in the previous two chapters are partially motivated by an earlier

non-definability result of Bianconi involving the expansion of the ordered real

field R by the real exponential function. In the introduction we saw that in fact

in the exponential case one can go further with Theorem 1.0.2, which is due to

Bianconi and is Theorem 4 in [6].

Returning to the ℘-function we recall that each complex lattice Ω is associ-

ated to a Weierstrass ℘-function denoted ℘Ω and so varying this lattice produces

a different ℘-function. A natural question is whether we can define restrictions of

℘Ω′ for some other complex lattice Ω′ in the structure (R, ℘Ω|I) for some bounded

real open interval I that does not contain any points in the lattice Ω and whose

endpoints are also not in Ω. Let Ω be a real lattice which has complex multipli-

cation and consider a complex lattice Ω′ such that Ω ⊆ Ω′. Then for all ω ∈ Ω

it is clear that ℘Ω′(z + ω) = ℘Ω′(z) as ω ∈ Ω′. In particular, ℘Ω′ is an elliptic

function with respect to the lattice Ω. Therefore ℘Ω′(z) = R(℘Ω(z), ℘′Ω(z)) for a

rational function R. As ℘Ω|D is already definable in the structure (R, ℘Ω|I) by

Lemma 3.1.1 this proves the following lemma.

Lemma 5.0.1. Let Ω be a real lattice with complex multiplication and let Ω′ be

a real lattice such that Ω′ ⊇ Ω and also let I ′ be a bounded real open interval that

does not contain points from either lattice and whose endpoints are not in either

lattice. Then there is a disc D ⊆ C such that ℘Ω′|D is definable in (R, ℘Ω|I).

In this chapter we show that this does not hold when Ω does not have complex

82
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multiplication. This also shows that we get no new complex functions that are

definable in the structure (R, ℘Ω|I) in this case. This theorem can be thought of

as a ℘-function analogue of Theorem 1.0.2.

Theorem 5.0.2. Let D ⊆ R2N be a definable open polydisc and u, v : D → R be

two functions that are both definable in the structure (R, ℘|I), where Ω is a real

lattice without complex multiplication and I is some bounded real interval that

does not contain a pole. Let f(x, y) = u(x, y) + iv(x, y) be holomorphic in D.

Then u and v are definable in R.

The proof of this theorem is given in Section 5.1 and heavily adapts that of

Theorem 1.0.2, which involves an argument similar to those seen in the previous

two chapters. The main differences between the proof given in Section 5.1 and the

proof of Bianconi involve an implicit definition which arises from a model com-

pleteness result due to Gabrielov, which is Theorem 2.4.7. The implicit definition

can be seen in Proposition 2.4.10. As noted in Section 2.4.2 this is as far as I am

aware the first application of this result in order to obtain an implicit definition of

this kind. The other main difference comes at the end of the proof, which applies

the penultimate lemma in a different way to that of Bianconi. The main reason

for this difference is that it is not clear how some of Bianconi’s assumptions are

justified.

5.1 Proof of Theorem 5.0.2

We can assume that N = 1. To see this consider the N > 1 case. As the function

f : D → C is holomorphic, it is holomorphic in each variable. We fix all the

variables except one and then apply the N = 1 case for each variable. Therefore

each coordinate function of f is a semialgebraic function that is also holomorphic.

Therefore the function f is an algebraic function in each variable with all other

variables fixed and so by Theorem 2 in [33], the function f : D → C is also

algebraic and therefore definable in R.

By applying the addition formula for ℘ we may shift and shrink the interval

I if necessary and assume that I ⊆ [0, 1]. Assume for a contradiction that v is

not definable in R. Firstly we give a claim on the definability of u. The proof of

this claim is the same as the proof of Claim 1 in the proof of Theorem 4 in [6]

and so the proof given here is a simply a rewrite of the proof in [6].
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Claim 5.1.1. The function u(x, y) is not definable in R. In fact the functions

x, y, u(x, y), v(x, y) are algebraically independent over R.

Proof of Claim 5.1.1. Let z = x + iy. From the usual identities for the real and

imaginary parts of a complex function we have that

u(x, y) =
f(x+ iy) + f(x+ iy)

2
.

Now let x = z/2 and y = z/2i and so we have that

f(z) = 2u(z/2, z/2i)− f(0). (5.1)

Hence if u is definable in R and therefore semialgebraic we have that f is

definable in R, a contradiction as v is not definable in R. By a similar argument

we have that

f(z) = 2iv(z/2, z/2i) + f(0). (5.2)

Therefore if x, y, u and v are algebraically dependent there is a polynomial P ∈
R[X1, X2, X3, X4] such that P (x, y, u(x, y), v(x, y)) = 0. Letting x = z/2, y =

z/2i and using the identities (5.1) and (5.2) gives that there is a complex poly-

nomial Q such that Q(z, f(z)) = 0. Therefore f is algebraic and so u and v are

semialgebraic and definable in R, a contradiction.

Consider the graph X = Γ(u, v) ⊆ R4. Clearly dimX = 2. We now wish to

apply Proposition 2.4.10 to the function (u, v) in order to obtain a non-singular

system of equations.

Firstly we may translate the disc D and replace D with a smaller disc in order

to assume that D ⊆ I2 ⊆ [0, 1]2. If f is algebraic on this smaller disc then it will

be algebraic on the original disc and therefore it suffices to prove the theorem on

this smaller disc. The images of u and v restricted to this disc will be bounded

and therefore by translating and scaling if necessary we may suppose that these

images are also contained in I. Furthermore we may assume that the interval I

is an open interval whose endpoints are not in Ω. As discussed in earlier chapters

we have that the set {℘|I , ℘′|I} is closed under differentiation and so by Theorem

2.4.7 the structure (R, ℘|I , ℘′|I) is model complete and we may apply Proposition

2.4.10.
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Let f2(x, y) = u(x, y) and f3(x, y) = v(x, y). By Proposition 2.4.10, for

some integer n ≥ 1 and an open box B ⊆ D there are polynomials P2, . . . , Pn :

R3n+3 → R in C[y0, . . . , y3n+2] and non-zero rationals a0, . . . , an, certain functions

f4, . . . , fn : I ′ → I such that for all (x, y) ∈ B,

F2(x, y, f2(x, y), . . . , fn(x, y)) = 0
...

Fn(x, y, f2(x, y), . . . , fn(x, y)) = 0

and

det

(
∂Fi
∂xj

)
i=2,...,n
j=2,...,n

(x, y, f2(x, y), . . . , fn(x, y)) 6= 0,

where for i = 2, . . . , n we have that

Fi(x0, . . . , xn) = Pi(x0, . . . , xn, ℘(a0x0), . . . , ℘(anxn), ℘′(a0x0), . . . , ℘′(anxn)).

Therefore for all i = 2, . . . , n and j = 0, . . . , n

∂Fi
∂xj

(x0, . . . , xn) =
∂Pi
∂yj

(ȳ) + aj℘
′(ajxj)

∂Pi
∂yj+n+1

(ȳ) + aj℘
′′(ajxj)

∂Pi
∂yj+2n+2

(ȳ).

(5.3)

where

ȳ = (x0, . . . , xn, ℘(a0x0), . . . , ℘(anxn), ℘′(a0x0), . . . , ℘′(anxn)).

Now we take n to be minimal such that there exists an open box B, some

non-zero rationals a0, . . . , an and polynomials P2, . . . , Pn in 3n + 3 variables and

Fi(x0, . . . , xn) = Pi(x0, . . . , xn, ℘(a0x0), . . . , ℘(anxn), ℘′(a0x0), . . . , ℘′(anxn)) and

there are also some functions f4, . . . fn whose domain is I ′ such that Fi(f0(x, y), . . . ,

fn(x, y)) = 0 and det(∂Fi/∂xj)(f0(x, y), . . . , fn(x, y)) 6= 0 for all x, y ∈ I ′. Note

once again that the rationals a0, . . . , an, the functions f4, . . . , fn and the open box

B may not be those given here.

The functions f0, . . . , fn are real analytic on a disc D′ ⊆ B centred at some

α ∈ B. The rest of the proof involves finding contradictory upper and lower
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bounds on transcendence degree. Before applying Ax’s theorem to obtain a lower

bound we prove the corresponding linear independence claim. For notational

convenience we write fi(α) = fi(α, 0) for all i = 0, . . . , n.

Claim 5.1.2. Over Q we have that f0 − f0(α), . . . , fn − fn(α) are linearly inde-

pendent.

Proof. Suppose that f0 − f0(α), . . . , fn − fn(α) are linearly dependent over Q.

Then we have that for some integers b0, . . . , bn not all zero and for all (x, y) ∈ B

b0(f0(x, y)− f0(α)) + · · ·+ bn(fn(x, y)− fn(α)) = 0. (5.4)

Now suppose that for some integers b0, b1, b2, b3 that are not all zero we have

b0(f0(x, y)− f0(α)) + · · ·+ b3(f3(x, y)− f3(α)) = 0.

Then we have an algebraic relation between f0, f1, f2 and f3, contradicting

Claim 5.1.1. Therefore for some i = 4, . . . , n the integer bi is non-zero. We take

this to be bn. As bi = biai/ai for all i = 0, . . . , n we can multiply both sides of

(5.4) by a common denominator for the rationals a0, . . . , an, which are all non-zero

and change the bi to the product of the original bi with this common denominator

and get that

a0b0(f0(x, y)− f0(α)) + · · ·+ anbn(fn(x, y)− fn(α)) = 0

for integers b0, . . . , bn where bn remains non-zero. This can be rearranged to give

that

anfn(x, y) = anfn(α)+
a0b0

bn
(f0(x, y)−f0(α))+· · ·+an−1bn−1

bn
(fn−1(x, y)−fn−1(α)).

(5.5)

Observe that there exist rational functions U1 and U2 (depending on bn) such

that

U1(℘(aiz/bn), ℘′(aiz/bn)) = ℘(aiz)

and
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U2(℘(aiz/bn), ℘′(aiz/bn)) = ℘′(aiz)

for all i = 0, . . . , n− 1. So we have that for all i = 0, . . . , n− 1

℘(aifi(x, y)) = U1(℘(aifi(x, y)/bn), ℘′(aifi(x, y)/bn))

and

℘′(aifi(x, y)) = U2(℘(aifi(x, y)/bn), ℘′(aifi(x, y)/bn)).

Define rational functions Q2, . . . , Qn by

Qi(w0, . . . , w3n+2) = Pi(w0, . . . , wn,U1(wn+1, w2n+2), . . . ,U1(w2n, w3n+1), w2n+1,

U2(wn+1, w2n+2), . . . ,U2(w2n, w3n+1), w3n+2).

Therefore,

Fi(x0, . . . , xn) = Pi(x0, . . . , xn, ℘(a0x0), . . . , ℘(anxn), ℘′(a0x0), . . . , ℘′(anxn))

= Qi(x0, . . . , xn, ℘(a0x0/bn), . . . , ℘(an−1xn−1/bn), ℘(anxn),

℘′(a0x0/bn), . . . , ℘′(an−1xn−1/bn), ℘′(anxn)).

The rational functionsQi may be written asQi = Ri/Si for polynomials Ri, Si.

We show that the system of polynomials Ri has a corresponding non-singularity

condition. Differentiating gives that

∂Qi

∂wj
=

1

Si

∂Ri

∂wj
+
Ri

S2
i

∂Si
∂wj

.

Upon evaluating at the points



88 CHAPTER 5. NO NEW COMPLEX FUNCTIONS

w̃ = w̃(x, y) =
(
f0(x, y), . . . , fn−1(x, y), fn(x, y),

℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn), ℘(anfn(x, y)),

℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn), ℘′(anfn(x, y))
)

for (x, y) ∈ B the second term vanishes. Then at the points w̃(x, y) we have that,

∂Ri

∂wj
(w̃) = Si(w̃)

∂Qi

∂wj
(w̃)

where Si(w̃(x, y)) is non-zero for all i = 2, . . . , n and for all (x, y) ∈ B. For

i = 2, . . . , n let

Hi(z0, . . . , zn) = Ri(z0, . . . , zn, ℘(a0z0/bn), . . . , ℘(an−1zn−1/bn), ℘(anzn),

℘′(a0z0/bn), . . . , ℘′(an−1zn−1/bn), ℘′(anzn))

where R2, . . . , Rn are the polynomials above. Therefore for any fixed (x, y) ∈ B
the matrix (

∂Hi

∂zj

)
i=2,...,n
j=2,...,n

(f0(x, y), . . . , fn(x, y))

is the same as the matrix(
∂Fi
∂yj

)
i=2,...,n
j=2,...,n

(f0(x, y), . . . , fn(x, y))

under the row operations which multiply the kth row by the non-zero constant

Sk+1(w̃(x, y)) for all k = 1, . . . , n− 1. Therefore if the determinant of(
∂Hi

∂zj

)
i=2,...,n
j=2,...,n

(f0(x, y), . . . , fn(x, y))

is zero then the determinant of(
∂Fi
∂xj

)
i=2,...,n
j=2,...,n

(f0(x, y), . . . , fn(x, y))

is also zero, a contradiction. By the minimality condition, n is minimal such
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that there is an open box B ⊆ I2, polynomials R2, . . . , Rn as above and functions

f4, . . . , fn and rationals a0/bn, . . . , an−1/bn, an where Hi(f0(x, y), . . . , fn(x, y)) = 0

and det(∂Hi/∂zj)(f0(x, y), . . . , fn(x, y)) 6= 0 for i = 2, . . . , n and j = 2, . . . , n.

Now using this new system H2, . . . , Hn we complete this linear independence

claim using a similar method to that used for the corresponding claims in earlier

chapters. The above discussion means that we may write anfn(x, y)− anfn(α) as

a linear combination in ai(fi(x, y) − fi(α))/bn for i = 0, . . . , n − 1 with integer

coefficients b0, . . . , bn−1. We shall see that we may therefore write ℘(anfn(x, y))

and ℘′(anfn(x, y)) as rational functions in ℘(aifi(x, y)/bn), ℘′(aifi(x, y)/bn) for

all i = 0, . . . , n − 1, which enables us to obtain systems of polynomials in fewer

variables as opposed to the systems of algebraic functions that were obtained in

the proofs of earlier linear independence results. Here we give the details.

Now we define the function f̃ : Rn → R by

f̃(s1, . . . , sn) = anfn(α) +
a0b0

bn
(s1 − f0(α)) + · · ·+ an−1bn−1

bn
(sn − fn−1(α))

and so by (5.5) we have that f̃(f0(x, y), . . . , fn−1(x, y)) = anfn(x, y). Let V1 and

V2 be rational functions in the variables v1, . . . , v2n such that,

V1(℘(a0z1/bn), . . . , ℘(an−1zn/bn), ℘′(a0z1/bn), . . . , ℘′(an−1zn/bn))

= ℘(f̃(z1, . . . , zn)) (5.6)

V2(℘(a0z1/bn), . . . , ℘(an−1zn/bn), ℘′(a0z1/bn), . . . , ℘′(an−1zn/bn))

= ℘′(f̃(z1, . . . , zn)). (5.7)

In particular,

V1(ṽ) = ℘(anfn(x, y))

and

V2(ṽ) = ℘′(anfn(x, y))
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where

ṽ = (℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn),

℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn)).

Differentiating (5.6) and (5.7) with respect to zj for j = 1, . . . , n and evaluat-

ing at (z1, . . . , zn) = (x, y, f2(x, y), . . . , fn−1(x, y)) gives that,

aj−1℘
′(aj−1fj−1(x, y))

bn

∂V1

∂vj
(ṽ) +

aj−1℘
′′(aj−1fj−1(x, y))

bn

∂V1

∂vj+n
(ṽ)

=
aj−1bj−1

bn
℘′(anfn(x, y)) (5.8)

and

aj−1℘
′(aj−1fj−1(x, y))

bn

∂V2

∂vj
(ṽ) +

aj−1℘
′′(aj−1fj−1(x, y))

bn

∂V2

∂vj+n
(ṽ)

=
aj−1bj−1

bn
℘′′(anfn(x, y)). (5.9)

Now for i = 2, . . . , n define,

Q∗i (t1, . . . , t3n) = Ri(t1, . . . , tn, f̃(t1, . . . , tn)/an,

tn+1, . . . , t2n,V1(tn+1, . . . , t3n),

t2n+1, . . . , t3n,V2(tn+1, . . . , t3n))

and also define

G∗i (u1, . . . , un) = Q∗i (u1, . . . , un, ℘(a0u1/bn), . . . , ℘(an−1un/bn),

℘′(a0u1/bn), . . . , ℘′(an−1un/bn)).

Therefore for all i = 2, . . . , n and (x, y) ∈ B we have that

G∗i (x, y, f2(x, y), . . . , fn−1(x, y)) = 0.
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Hence we have a system of rational functions Q∗2, . . . , Q
∗
n in fewer variables

than the system of polynomials R2, . . . , Rn. In other words for i = 2, . . . , n

Q∗i =
R∗i
S∗i

(5.10)

for polynomials R∗i and S∗i . Let,

H∗i (u1, . . . , un) = R∗i (u1, . . . , un, ℘(a0u1/bn), . . . , ℘(an−1un/bn),

℘′(a0u1/bn), . . . , ℘′(an−1un/bn)).

Then for all (x, y) ∈ B

H∗i (x, y, f2(x, y), . . . , fn−1(x, y)) = 0.

The polynomials R∗2, . . . , R
∗
n are a system of polynomials in fewer variables.

Therefore if an (n− 2)× (n− 2) minor of the matrix(
∂H∗i
∂uj

)
i=2,...,n
j=3,...,n

(x, y, f2(x, y), . . . , fn−1(x, y))

is non-zero for some (x, y) ∈ B we have a contradiction to the minimality of n.

Therefore we assume that all such minors are zero. Differentiating (5.10) with

respect to tj for j = 1, . . . , n gives that

∂Q∗i
∂tj

=
1

S∗i

∂R∗i
∂tj

+
R∗i

(S∗i )
2

∂S∗i
∂tj

.

Upon evaluating at

t̃ = t̃(x, y) = (f0(x, y), . . . , fn−1(x, y),

℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn),

℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn))

the second term on the right hand side vanishes and the polynomial S∗i does not.

In particular when evaluated at t̃,

∂R∗i
∂tj

(t̃) = S∗i (t̃)
∂Q∗i
∂tj

(t̃).
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For i = 2, . . . , n and j = 3, . . . , n we have that

∂G∗i
∂uj

=
∂Q∗i
∂tj

+
aj−1℘

′(aj−1uj/bn)

bn

∂Q∗i
∂tj+n

+
aj−1℘

′′(aj−1uj/bn)

bn

∂Q∗i
∂tj+2n

.

Now differentiating Q∗i with respect to tj, tj+n, tj+2n, for j = 3, . . . , n, in turn

gives that

∂Q∗i
∂tj

=
∂Ri

∂wj−1

+
aj−1bj−1

anbn

∂Ri

∂wn
,

∂Q∗i
∂tj+n

=
∂Ri

∂wj+n
+

∂Ri

∂w2n+1

∂V1

∂vj
+

∂Ri

∂w3n+2

∂V2

∂vj

and

∂Q∗i
∂tj+2n

=
∂Ri

∂wj+2n+1

+
∂Ri

∂w2n+1

∂V1

∂vj+n
+

∂Ri

∂w3n+2

∂V2

∂vj+n
.

Here all the partial derivatives of Q∗i are evaluated at

(f0(x, y), . . . , fn(x, y), ℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn),

℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn))

and the derivatives of Ri are evaluated at

(f0(x, y), . . . , fn(x, y), f̃(f0(x, y), . . . , fn(x, y))/an,

℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn),

V1(℘(a0f0(x, y)/bn), . . . , ℘(an−1fn−1(x, y)/bn)),

℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn),

V2(℘′(a0f0(x, y)/bn), . . . , ℘′(an−1fn−1(x, y)/bn))).

Using the expressions (5.8) and (5.9) and evaluating at (x, y, f2(x, y), . . . ,

fn−1(x, y)) gives that for all i = 2, . . . , n and j = 3, . . . , n,
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∂G∗i
∂uj

=
∂Ri

∂wj−1

+
aj−1bj−1

anbn

∂Ri

∂wn+1

+
aj−1℘

′(aj−1fj−1(x, y)/bn)

bn

( ∂Ri

∂wj+n

+
∂Ri

∂w2n+1

∂V1

∂vj
+

∂Ri

∂w3n+2

∂V2

∂vj

)
+
aj−1℘

′′(aj−1fj−1(x, y)/bn)

bn

( ∂Ri

∂wj+2n+1

+
∂Ri

∂w2n+1

∂V1

∂vj+n
+

∂Ri

∂w3n+2

∂V2

∂vj+n

)
=

∂Ri

∂wj−1

+
aj−1℘

′(aj−1fj−1(x, y)/bn)

bn

∂Ri

∂wj+n

+
aj−1℘

′′(aj−1fj−1(x, y)/bn)

bn

∂Ri

∂wj+2n+1

+
aj−1bj−1

anbn

∂Ri

∂wn
+
(aj−1℘

′(aj−1fj−1(x, y)/bn)

bn

∂V1

∂vj

+
aj−1℘

′′(aj−1fj−1(x, y)/bn)

bn

∂V1

∂vj+n

) ∂Ri

∂w2n+1

+
bj−1

bn

∂Ri

∂wn
+
(aj−1℘

′(aj−1fj−1(x, y)/bn)

bn

∂V2

∂vj

+
aj−1℘

′′(aj−1fj−1(x, y)/bn)

bn

∂V2

∂vj+n

) ∂Ri

∂w3n+2

=
∂Hi

∂zj−1

+
aj−1bj−1

anbn

∂Ri

∂wn
+
aj−1bj−1℘

′(anfn(x, y))

bn

∂Ri

∂w2n+1

+
aj−1bj−1℘

′′(anfn(x, y))

bn

∂Ri

∂w3n+2

=
∂Hi

∂zj−1

+
aj−1bj−1

anbn

∂Hi

∂zn

where the derivatives of Hi are evaluated at x̃ = x̃(x, y) = (x, y, f2(x, y), . . . ,

fn(x, y)). Therefore for all (x, y) ∈ B we have that

∂H∗i
∂uj

(x, y, f2(x, y), . . . , fn−1(x, y)) = S∗i (t̃(x, y))

(
∂Hi

∂zj−1

(x̃) +
aj−1bj−1

anbn

∂Hi

∂zn
(x̃)

)
.

As all the (n− 2)× (n− 2) minors of the matrix

(
∂H∗i
∂uj

)
i=2,...,n
j=3,...,n

(x, y, f2(x, y), . . . , fn−1(x, y))

are zero for all (x, y) ∈ B we have that the determinant
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∣∣∣∣∣∣∣∣∣
S∗2(t̃)

(
∂H2

∂z2
+ a2b2

anbn
∂H2

∂zn

)
. . . S∗2(t̃)

(
∂H2

∂zn−1
+ an−1bn−1

anbn
∂H2

∂zn

)
∂H2

∂zn
...

. . .
...

S∗n(t̃)
(
∂Hn
∂z2

+ a2b2
anbn

∂Hn
∂zn

)
. . . S∗n(t̃)

(
∂Hn
∂zn−1

+ an−1bn−1

anbn
∂Hn
∂zn

)
∂Hn
∂zn

∣∣∣∣∣∣∣∣∣ (x̃(x, y)) = 0.

This determinant is the same as the determinant of the Jacobian matrix of

the non-singular system H2, . . . , Hn up to a non-zero constant. In particular we

have that ∣∣∣∣∣∣∣∣
∂H2/∂z2 . . . ∂H2/∂zn

...
. . .

...

∂Hn/∂z2 . . . ∂Hn/∂zn

∣∣∣∣∣∣∣∣ (x, y, f2(x, y), . . . , fn−1(x, y)) = 0

for all (x, y) ∈ B, a contradiction.

Therefore by applying Theorem 2.3.7 to the functions f0, . . . , fn we have that,

tr.degCC[f0, . . . , fn, ℘(f0), . . . , ℘(fn)] ≥ n+ 2.

The rest of the proof of Theorem 5.0.2 consists of finding a contradictory

upper bound on this transcendence degree. Let

x̃ = x̃(x, y) = (x, y, f2(x, y), . . . , fn(x, y))

and

ỹ = ỹ(x, y) = (x, y, f2(x, y), . . . , fn(x, y),

℘(a0x), ℘(a1y), ℘(a2f2(x, y)), . . . , ℘(anfn(x, y)),

℘′(a0x), ℘′(a1y), ℘′(a2f2(x, y)), . . . , ℘′(anfn(x, y)))

for all (x, y) ∈ B.

Firstly we show that the matrix(
∂Pi
∂yj

)
i=2,...,n

j=2,...,3n+2

(ỹ(x, y))
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has the maximal rank of n− 1 for all (x, y) ∈ B. From (5.3) it is clear that


∂F2/∂x2 . . . ∂F2/∂xn

...
. . .

...

∂Fn/∂x2 . . . ∂Fn/∂xn

 (x̃) =


∂P2/∂y2 . . . ∂P2/∂y3n+2

...
. . .

...

∂Pn/∂y2 . . . ∂Pn/∂y3n+2

 (ỹ) ·M,

where M is the (3n+ 1)× (n− 1) matrix

M =


0 0 0 0

In−1
...

... M1
...

... M2

0 0 0 0


T

where

M1 =


a2℘

′(a2f2(x, y)) . . . 0
...

. . .
...

0 . . . an℘
′(anfn(x, y))


and

M2 =


a2℘

′′(a2f2(x, y)) . . . 0
...

. . .
...

0 . . . an℘
′′(anfn(x, y))

 .

The rows of


∂F2/∂x2 . . . ∂F2/∂xn

...
. . .

...

∂Fn/∂x2 . . . ∂Fn/∂xn

 (x̃)

are linearly independent over R and so the rows of


∂P2/∂y2 . . . ∂P2/∂y3n+2

...
. . .

...

∂Pn/∂y2 . . . ∂Pn/∂y3n+2

 (ỹ)

are also linearly independent over R. Therefore the matrix
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∂P2/∂y2 . . . ∂P2/∂y3n+2

...
. . .

...

∂Pn/∂y2 . . . ∂Pn/∂y3n+2

 (ỹ)

has maximal rank n−1. As in earlier chapters this upper bound is the number of

variables minus the number of equations. However this produces an upper bound

on the transcendence degree of some finitely generated extension of C of 2n+ 4,

which is not contradictory. In order to lower this upper bound we add n + 3

new equations to the non-singular system. Two of these equations arise from the

Cauchy-Riemann equations for the functions u and v and the final n+1 equations

correspond to the differential equation for ℘ in each of our n+1 variables. Namely

for each i = 0, . . . , n we define

Pi+n+1(yi+n+1, yi+2n+2) = y2
i+2n+2 − 4y3

i+n+1 + g2yi+n+1 + g3,

where g2 are g3 are real numbers depending on the lattice Ω known as the invari-

ants of ℘ as seen in the background chapter.

Clearly for all (x, y) ∈ B and i = 0, . . . , n,

Pi+n+1(℘(aifi(x, y)), ℘′(aifi(x, y))) = 0.

Lemma 5.1.3. For all i = 0, . . . , n the expression

∂Pi+n+1

∂yi
(yi+n+1, yi+2n+2) + ai℘

′(aifi(x, y))
∂Pi+n+1

∂yi+n+1

(yi+n+1, yi+2n+2)

+ ai℘
′′(aifi(x, y))

∂Pi+n+1

∂yi+2n+2

(yi+n+1, yi+2n+2) (5.11)

equals zero when evaluated at (yi+n+1, yi+2n+2) = (℘(aifi(x, y)), ℘′(aifi(x, y))) for

all (x, y) ∈ B.

Proof. For all i = 0, . . . , n+ 1 we have that,

∂Pi+n+1

∂yi+n+1

(yi+n+1, yi+2n+2) = −12y2
i+n+1 + g2

and

∂Pi+n+1

∂yi+2n+2

(yi+n+1, yi+2n+2) = 2yi+2n+2.
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Substituting this into (5.11) and evaluating at

(yi+n+1, yi+2n+2) = (℘(aifi(x, y)), ℘′(aifi(x, y))),

which we denote ŷ, gives that

ai℘
′(aifi(x, y))

∂Pi+n+1

∂yi+n+1

(ŷ) + ai℘
′′(aifi(x, y))

∂Pi+n+1

∂yi+2n+2

(ŷ)

= ai℘
′(aifi(x, y))(−12℘2(aifi(x, y)) + g2)

+ ai℘
′′(aifi(x, y))2℘′(aifi(x, y))

= ai℘
′(aifi(x, y))(−12℘2(aifi(x, y)) + g2 + 2℘′′(aifi(x, y)))

= 0,

by the formula for ℘′′.

By the definition of Pi+n+1 for i = 0, . . . , n it is clear that all the other

derivatives of these functions are zero. Now we show that the (2n) × (3n + 1)

matrix (
∂Pi
∂yj

)
i=2,...,2n+1
j=2,...,3n+2

(ỹ(x, y))

has maximal rank 2n for all (x, y) ∈ B.

Firstly note that the lower (n + 1) × (3n + 1) block of this matrix is simply

the matrix

P ′ =


∂Pn+1

∂yn+1
. . . 0 ∂Pn+1

∂y2n+3
. . . 0

0n−1
...

. . .
...

...
. . .

...

0 . . . ∂P2n+1

∂y2n+2
0 . . . ∂P2n+1

∂y3n+3


the rows of which are clearly linearly independent over the reals. In particular

P ′(ỹ(x, y)) has maximal rank n+1 for all (x, y) ∈ B. The upper (n−1)×(3n+1)

block is the matrix

P =

(
∂Pi
∂yj

)
i=2,...,n

j=2,...,3n+2
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which we have already shown has maximal rank n − 1 when evaluated at the

points ỹ(x, y) for all (x, y) ∈ B.

So the matrix

(
∂Pi
∂yj

)
i=2,...,n+1
j=2,...,3n+2

(ỹ)

consists of two blocks which are (n − 1) × (3n + 1) and (n + 1) × (3n + 1)

matrices. Both of these matrices have maximal rank. Therefore to show the

desired maximality of the rank of the matrix

(
∂Pi
∂yj

)
i=2,...,n+1
j=2,...,3n+2

(ỹ)

it suffices to show that the rows of the matrix P (ỹ) can not be written in terms

of the rows of P ′(ỹ). It suffices to check this for a single row of the matrix P ′(ỹ),

which we take to be the first. Assume for a contradiction that this row and the

rows of the matrix P (ỹ) are linearly dependent over R. Therefore there are reals

b2, . . . , bn not all zero such that,


∂Pn+1/∂y2

...

∂Pn+1/∂y3n+2


T

(ỹ) = b2


∂P2/∂y2

...

∂P2/∂y3n+2


T

(ỹ) + · · ·+ bn


∂Pn/∂y2

...

∂Pn/∂y3n+2


T

(ỹ).

Hence for j = 2, . . . , n

0 = b2
∂P2

∂yj
(ỹ) + · · ·+ bn

∂Pn
∂yj

(ỹ)

∂Pn+1

∂yj+n+1

(ỹ) = b2
∂P2

∂yj+n+1

(ỹ) + · · ·+ bn
∂Pn

∂yj+n+1

(ỹ)

∂Pn+1

∂yj+2n+2

(ỹ) = b2
∂P2

∂yj+2n+2

(ỹ) + · · ·+ bn
∂Pn

∂yj+2n+2

(ỹ).

By multiplying these equations by the appropriate factors and using Lemma

5.1.3 we have that
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01×n−1 = b2


∂F2/∂x2

...

∂F2/∂xn


T

(x̃) + · · ·+ bn


∂Fn/∂x2

...

∂Fn/∂xn


T

(x̃).

As the matrix

(
∂Fi
∂xj

)
i=2,...,n

(x, y, f2(x, y), . . . , fn(x, y))

has maximal rank n then its rows are linearly independent over R and in par-

ticular b2 = · · · = bn = 0, a contradiction. Therefore we have the desired linear

independence. Hence we have that for all (x, y) ∈ B the matrix

(
∂Pi
∂yj

)
i=2,...,2n+1
j=2,...,3n+2

(ỹ(x, y))

has maximal rank 2n. So by Lemma 2.4.12 we have that,

tr.degCC[f0, . . . , fn, ℘(a0f0), . . . , ℘(anfn), ℘′(a0f0), . . . , ℘′(anfn)] ≤ n+ 3.

Now we define two further equations using the Cauchy-Riemann equations

for u and v. These are then added to the system and we may then obtain a

contradictory upper bound.

By the implicit function theorem the derivatives of fi(x0, x1) for i = 2, . . . , n

are given by


∂f2
∂xk
...
∂fn
∂xk

 = −∆−1


∂F2

∂xk
...

∂Fn
∂xk

 ,

where k = 0, 1 and ∆ = (∂Fi/∂xj) and the right hand side is evaluated at

(x0, . . . , xn) = (f0, . . . , fn). Multiplying both sides by the determinant of ∆ and

using the Cauchy-Riemann equations for f2 and f3 gives two new equations, F0

and F1. These are of the form,
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F0 = [First line of − det ∆ ·
(
∆−1(∂Fi/∂x0)

)
minus the second line of − det ∆ ·

(
∆−1(∂Fi/∂x1)

)
]

and

F1 =[First line of − det ∆ ·
(
∆−1(∂Fi/∂x1)

)
plus the second line of − det ∆ ·

(
∆−1(∂Fi/∂x0)

)
],

which each have corresponding polynomials P0 and P1. Once these equations are

added to the system P2, . . . , P2n+1 the upper bound on transcendence degree can

be further reduced by two giving a contradictory upper bound of n+1 as we now

show, which thus completes the proof of Theorem 5.0.2. In order to lower this

upper bound we first require a lemma.

Lemma 5.1.4. For each k = 0, 1 there is a point z ∈ C3n+3 such that Pk(z) 6= 0

and P1−k(z) = 0 and Pi(z) = 0 for all i = 2, . . . , 2n+ 1.

Proof. This adapts the proofs of Claims 5 and 6 in the proof of Theorem 4 in [6].

Let V be the subset of R3n+3 defined by

V = {(x, y, z) ∈ Rn+1 × Rn+1 × Rn+1 : y = ℘(ax), z = ℘′(ax)}

where ℘(ax) = (℘(a0x0), . . . , ℘(anxn)) and ℘′(ax) = (℘′(a0x0), . . . , ℘′(anxn)).

Also let W be the subset of R3n+3 defined by

W = {z ∈ R3n+3 : P2(z) = 0, . . . , P2n+1(z) = 0 and (∂Pi/∂yj)(z) 6= 0

for i = 2, . . . , 2n+ 1, j = 2, . . . , 3n+ 2 has maximal rank }.

Let X be the subset of R3n+3 defined by {ỹ(x, y)|(x, y) ∈ B}. Then it is clear

that X ⊆ V ∩W .

The subset V may also be written as

V = {(x, y, z) ∈ Rn+1 × Rn+1 × Rn+1 : F̂0(x, y, z) = · · · = F̂2n+1(x, y, z) = 0},
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where for i = 0, . . . , n

F̂i(x, y, z) = yi − ℘(aixi)

F̂i+n+1(x, y, z) = zi − ℘′(aixi).

We denote the Jacobian matrix for this system by Φ and this is a (2n+ 2)×
(3n+ 3) matrix given by

Φ =



−a0℘
′(a0x0) . . . 0 1 . . . 0 0 . . . 0
...

. . .
...

...
. . .

...
...

. . .
...

0 . . . −an℘′(anxn) 0 . . . 1 0 . . . 0

−a0℘
′′(a0x0) . . . 0 0 . . . 0 1 . . . 0
...

. . .
...

...
. . .

...
...

. . .
...

0 . . . −an℘′′(anxn) 0 . . . 0 0 . . . 1


.

The normal space to V at a point is generated by the rows of Φ evaluated at

this point. Recall the matrix M ,

M =


0 0 0 0

In−1
...

... M1
...

... M2

0 0 0 0


T

where

M1 =


a2℘

′(a2f2(x, y)) . . . 0
...

. . .
...

0 . . . an℘
′(anfn(x, y))


and

M2 =


a2℘

′′(a2f2(x, y)) . . . 0
...

. . .
...

0 . . . an℘
′′(anfn(x, y))

 .

Let M ′ be the matrix
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M ′ =


0 0
...

... MT

0 0

 .

Then the matrix product M ′ · (Φ(ỹ))T gives the (n−1)× (2n+2) zero matrix.

Therefore the kernel of the linear transformation from R3n+3 to R2n+2 given by

the matrix M ′ is generated by the rows of the matrix Φ(ỹ). Let P be the matrix

P =


∂P2/∂y0 . . . ∂Pn/∂y0

...
. . .

...

∂P2/∂y3n+2 . . . ∂Pn/∂y3n+2

 (ỹ).

Then we have that

M ′ · P =


∂F2/∂x2 . . . ∂Fn/∂xn

...
. . .

...

∂F2/∂xn . . . ∂Fn/∂xn

 (x̃).

The columns of the matrix on the right hand side of this equation are linearly

independent over R. Therefore the subspace of R3n+3 generated by the columns

of P has trivial intersection with the kernel of the linear transformation given

by M ′. As the normal space to W at a point is generated by the columns of P

evaluated at this point we have that in particular the normal spaces to V and W

at each point in X have trivial intersection and so the intersection of V and W

is transversal.

Therefore if the subspace V is shifted locally then the intersection of V and

W is still transversal. We shall now give such a shift explicitly. For real numbers

η and ξ we let Vη,ξ be the subset given by applying the following operations to V .

In other words Vη,ξ = Ψ(V ) for Ψ : R3n+3 → R3n+3 where Ψ does the following,

for (y0, . . . , y3n+2) ∈ R3n+3

y2 7→ y2 + ηy0 + ξy1

y2+n+1 7→
1

4

(
y2+2n+2 − ℘′(a2(ηy0 + ξy1))

y2+n+1 − ℘(a2(ηy0 + ξy1))

)2

− y2+n+1 − ℘(a2(ηy0 + ξy1))
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and

y2+2n+2 7→

(
℘(a2(ηy0 + ξy1))y2+2n+2 − ℘′(a2(ηy0 + ξy1))y2+n+1

−℘(a2(y2 + ηy0 + ξy1))(y2+2n+2 − ℘′(a2(ηy0 + ξy1))
)

y2+n+1 − ℘(a2(ηy0 + ξy1))

and the rest of the variables are fixed. The projection of W onto the variables

y0, y1, y2, y3 contains the set

{(f0, f1, f2(f0, f1), f3(f0, f1))|f0, f1 ∈ B}

in its interior. If it did not then as dimπW = 4 we have dim ∂W ≤ 3 and so

there is an algebraic relation between f0, f1, f2 and f3 contradicting Claim 5.1.1.

So for each real η and ξ there is a positive real number δ such that for all real f0

and f1 with f 2
0 + f 2

1 < δ2 the intersection of X with Vη,ξ is non-empty. The effect

of Ψ on the subset X is the following.

f2 → f2 + ηf0 + ξf1

℘(a2f2)→ ℘(a2(f2 + ηf0 + ξf1))

℘′(a2f2)→ ℘′(a2(f2 + ηf0 + ξf1)).

The real numbers η and ξ may be chosen so that at least one of the Cauchy-

Riemann equations for u and v are not satisfied. Therefore there is a point

z ∈ R3n+3 such that Pk(z) 6= 0 for some k = 0, 1 and P1−k(z) = Pj(z) = 0 for

j = 2, . . . , 2n+ 1 and so the lemma is proved.

Now we may lower the upper bound on transcendence degree and therefore

obtain a contradiction.

Lemma 5.1.5.

tr.degCC[f0, . . . , fn, ℘(a0f0), . . . , ℘(anfn), ℘′(a0f0), . . . , ℘′(anfn)] ≤ n+ 1.

Proof. Recall that for all (x, y) ∈ B,
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F2(x, y, f2(x, y), . . . , fn(x, y)) = 0
...

F2n+1(x, y, f2(x, y), . . . , fn(x, y)) = 0.

Also for all i = 2, . . . , 2n+ 1,

Fi(f0(x, y), . . . , fn(x, y)) = Pi(f0(x, y), . . . , fn(x, y),

℘(a0f0(x, y)), . . . , ℘(anfn(x, y)),

℘′(a0f0(x, y)), . . . , ℘′(anfn(x, y))),

where P2, . . . , P2n+1 are polynomials and f0(x, y) = x and f1(x, y) = y. By

shrinking and shifting the disc D if necessary we may assume that all the points

ỹ(x, y) = (x, y, f2(x, y), . . . , fn(x, y),

℘(a0x), ℘(a1y), ℘(a2f2(x, y)), . . . , ℘(anfn(x, y)),

℘′(a0x), ℘′(a1y), ℘′(a2f2(x, y)), . . . , ℘′(anfn(x, y)))

such that the above system is satisfied are contained in a single irreducible com-

ponent of the variety V(〈P2, . . . , P2n+1〉) denoted W . Now we shall add each of

the polynomials P0 and P1 to the system P2, . . . , P2n+1 and consider the variety

corresponding to the ideal generated by each of these new systems in turn. We

shall then show that the dimension of each of these varieties decreases. This

lowers the transcendence degree, proving the lemma.

Suppose that dim(W ∩ V(〈P0〉)) = dimW . Then W ∩ V(〈P0〉) = W as

W is irreducible. By Lemma 5.1.4 we may find a point z ∈ C3n+3 such that

P2(z) = · · · = P2n+1(z) = 0 and P0(z) 6= 0, a contradiction. Now by once again

shifting and shrinking the disc D we may suppose that all of the points ỹ(x, y)

satisfying the above system are contained in an irreducible component of the

variety V(〈P0, P2, . . . , P2n+1〉), denoted W ′.
Suppose that dim(W ′∩V(〈P1〉)) = dimW ′, then again asW ′ is irreducible we

have thatW ′∩V(〈P1〉) =W ′. By Lemma 5.1.4 we may also find a point z ∈ C3n+3

such that only one of P0(z) and P1(z) equals zero and P2(z) = · · · = P2n+1(z) = 0.

Therefore there is a point z ∈ C3n+3 such that z ∈ W ′ and z /∈ V(〈P1〉), a
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contradiction as required.

Therefore we have a lower bound

tr.degCC[f0, . . . , fn, ℘(f0), . . . , ℘(fn)] ≥ n+ 2

and an upper bound

tr.degCC[f0, . . . , fn, ℘(a0f0), . . . , ℘(anfn), ℘′(a0f0), . . . , ℘(anfn)] ≤ n+ 1

on the transcendence degree of different finitely generated extensions of C. How-

ever as a0, . . . , an are rational we may write ℘(aiz) and ℘′(aiz) as algebraic func-

tions in ℘(z) for all i = 0, . . . , n after perhaps shrinking to smaller interval as

discussed in Remark 2.1.13. Hence we have the upper bound,

tr.degCC[f0, . . . , fn, ℘(f0), . . . , ℘(fn)] ≤ n+ 1.

In particular we have upper and lower bounds on the transcendence degree of

a finitely generated extension of C which are contradictory, as required.



Chapter 6

Nondefinability for the modular

j-function

In this chapter we prove the following theorem, which is essentially a version of

Theorem 1.0.1 of Bianconi for the modular j-function. Recall that the restriction

of j to the intersection of the upper half plane and the imaginary axis is a real

valued function.

Theorem 6.0.1. Let I ⊆ R>0 be an open interval that is bounded away from zero

and let D ⊆ H be an non-empty disc. Then the restriction of j to the disc D is

not definable in the structure (R, j|iI).

6.1 Proof of Theorem 6.0.1

Assume for a contradiction that there is a disc D ⊆ H such that the restriction

j|D is definable in the structure (R, j|iI). For notational convenience we can

suppose that the disc D contains the horizontal line segment i+ I and so the real

and imaginary parts of the function j|i+I are definable in the structure (R, j|iI).
Rearranging the differential equation satisfied by j given in (2.8) gives that

ij′′′(it) =
−3

2

(j′′(it))2

ij′(it)
+

(
j2(it)− 1968j(it) + 2654208

2j2(it)(j(it)− 1728)2

)
(ij′(it))3 (6.1)

and so ij′′′(it) may be written as a polynomial in j(it), ij′(it), j′′(it), (ij′(it))−1

and (2j2(it)(j(it) − 1728)2)−1. By shrinking the interval I if necessary we may

assume that the denominators do not vanish for any t ∈ I. Therefore by

106
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differentiating this equation with respect to t we can see that all the higher

derivatives of j(it) may also be given as polynomials in these functions. Con-

sider the auxiliary structure given by expanding R by the functions jB(t) =

j(iB(t)), j′B(t) = ij′(iB(t)), j′′B(t) = j′′(iB(t)), j1(t) = (ij′(B(t)))−1 and j2(t) =

(2j(iB(t))2(j(iB(t))−1728)2)−1 as well as B and B1 where B : R→ I is the semi-

algebraic function as described in Chapters 3 and 4. These structures are equiva-

lent in the sense of having the same definable sets. They also have the same uni-

versally and existentially definable sets. Therefore the real and imaginary parts of

the function j|i+I are definable in the structure (R, jB, j′B, j′′B, j1, j2, B,B1). As in

previous chapters it suffices to prove Theorem 6.0.1 in this auxiliary structure. It

is clear from construction that the set {jB, j′B, j′′B, j1, j2, B,B1} is closed under dif-

ferentiation. By the theorem of Gabrielov, Theorem 2.4.7, and the same argument

as in Chapter 3 we have that the auxiliary structure (R, jB, j′B, j′′B, j1, j2, B,B1) is

model complete. Again by a similar argument to that seen in Chapter 3 we have

that the ring of terms of this auxiliary structure is closed under differentiation.

Let f1, f2 : I → R be defined by f1(t) = <(j(i + t)) and f2(t) = =(j(i + t)).

By applying Theorem 2.4.3 to both f1 and f2, we have that for some integer

n ≥ 1 and a subinterval I ′ ⊆ I there are polynomials P ∗1 , . . . , P
∗
n : R8n+8 → R in

R[y1, . . . , y8n+8], certain functions f3, . . . , fn : I ′ → R such that for all t ∈ I ′,

F1(t, f1(t), . . . , fn(t)) = 0
...

Fn(t, f1(t), . . . , fn(t)) = 0

and

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) 6= 0,

where for i = 1, . . . , n we have that
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Fi(t, f1(t), . . . , fn(t)) = P ∗i (t, f1(t), . . . , fn(t),

j(iB(t)), j(iB(f1(t))), . . . , j(iB(fn(t))),

ij′(iB(t)), ij′(iB(f1(t))), . . . , ij′(iB(fn(t))),

j′′(iB(t)), j′′(iB(f1(t))), . . . , j′′(iB(fn(t))),

j1(t), j1(f1(t)), . . . , j1(fn(t)),

j2(t), j2(f1(t)), . . . , j2(fn(t))

B(t), B(f1(t)), . . . , B(fn(t)),

B1(t), B1(f1(t)), . . . , B1(fn(t))).

By the definition of the functions j1 and j2 as well as B and B1 we may write

F1, . . . , Fn as algebraic functions in t, f1(t), . . . , fn(t), j(iB(t)), j(iB(f1(t))), . . . ,

j(iB(fn(t))) and ij′(iB(t)), ij′(iB(f1(t))), . . . , ij′(iB(fn(t))) as well as j′′(iB(t)),

j′′(iB(f1(t))), . . . , j′′(iB(fn(t))). In defining these algebraic functions square roots

are introduced from the definition of B, which may affect the analyticity of these

algebraic functions. The domain of these algebraic functions is a small open

subset of R4n+4 containing the set

Γj = {[f(t), j(iB(f(t))), ij′(iB(f(t))), j′′(iB(f(t)))] : t ∈ I ′}

where f(t) = (t, f1(t), . . . , fn(t)) and the algebraic functions are taken to be

analytic on this domain. Hence for i = 1, . . . , n we have that

Fi(x1, . . . , xn+1) = Pi(x1, . . . , xn+1, j(iB(x1)), . . . , j(iB(xn+1)),

ij′(iB(x1)), . . . , ij′(iB(xn+1)), j′′(iB(x1)), . . . , j′′(iB(xn+1)))

for algebraic functions P1, . . . , Pn and in particular for all t ∈ I ′,
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Fi(t, f1(t), . . . , fn(t)) = Pi[t, f1(t), . . . , fn(t),

j(iB(t)), j(iB(f1(t))), . . . , j(iB(fn(t))),

ij′(iB(t)), ij′(iB(f1(t))), . . . , ij′(iB(fn(t))),

j′′(iB(t)), j′′(iB(f1(t))), . . . , j′′(iB(fn(t)))] = 0.

Now we take n to be minimal such that there is some interval I ′ and algebraic

functions P1, . . . , Pn in 4n+ 4 variables (possibly taking complex values) and for

all i = 1, . . . , n we have that Fi(x1, . . . , xn+1) =Pi(x1,. . . ,xn+1, j(iB(x1)),. . . ,

j(iB(xn+1)), ij′(iB(x1)),. . . ,ij′(iB(xn+1)), j′′(iB(x1)),. . . ,j′′(iB(xn+1))) and there

are also functions f3, . . . , fn whose domain is I ′ such that Fi(t, f1(t), . . . , fn(t)) = 0

and det(∂Fi/∂xj)(t, f1(t), . . . , fn(t)) 6= 0 for all t ∈ I ′ and P1, . . . , Pn are ana-

lytic on their respective domains. Observe that the subinterval I ′, the functions

f3, . . . , fn and the algebraic functions P1, . . . , Pn may be different to those given

above.

For i = 1, . . . , n and j = 2, . . . , n+1 differentiating Fi with respect to xj gives

that,

∂Fi
∂xj

(x̄) =
∂Pi
∂yj

(ȳ) + iB′(xj)j
′(iB(xj))

∂Pi
∂yj+n+1

(ȳ)

−B′(xj)j′′(iB(xj))
∂Pi

∂xj+2n+2

(ȳ) + iB′(xj)j
′′′(iB(xj))

∂Pi
∂yj+3n+3

(ȳ),

(6.2)

where,

x̄ = (x1, . . . , xn+1)

and

ȳ = (x1, . . . , xn+1, j(iB(x1)), . . . , j(iB(xn+1)),

ij′(iB(x1)), . . . , ij′(iB(xn+1)), j′′(iB(x1)), . . . , j′′(iB(xn+1))).

For the lower bound on transcendence degree we shall use Theorem 2.3.9. In
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order to apply this theorem we show that there is no positive integer M and no

k, l = 0, . . . , n such that ΦM(j(iB(fk)), j(iB(fl))) = 0, where k 6= l and f0(t) = t.

Lemma 6.1.1. There is no integer M and no k and l for k, l = 0, . . . , n with

k 6= l such that

ΦM(j(iB(fk)), j(iB(fl))) = 0.

Proof. Suppose for a contradiction that there are such a M,k and l. For conve-

nience we suppose that k and l are n− 1 and n. Therefore we have that,

ΦM [j(iB(fn−1(t))), j(iB(fn(t)))] = 0 (6.3)

for all t ∈ I ′ and that there is some γ ∈ GL+
2 (Q) such that γ(iB(fn−1(t))) =

iB(fn(t)) where M(γ)γ ∈ GL2(Z) and det(M(γ)γ) = M . Therefore j(iB(fn(t)))

= j(γ(iB(fn−1(t)))). Let V0 be a rational function such that V0(z) = γz.

From (6.3) we have upon shrinking the interval I ′ if necessary that there is

an algebraic analytic function V1 such that

V1(j(iB(fn−1(t)))) = j(V0(iB(fn−1(t)))). (6.4)

Differentiating both sides of (6.4) with respect to t and cancelling the

B′(fn−1(t))f ′n−1(t) factor that appears on both sides gives that

ij′(iB(fn−1(t)))V ′1(j(iB(fn−1(t)))) = V ′0(iB((fn−1(t))))[ij′(V0(iB(fn−1(t))))],

(6.5)

which may be rearranged to give that

V2(fn−1(t), j(iB(fn−1(t))), ij′(iB(fn−1(t)))) = ij′(V0(iB(fn−1(t))))

for an algebraic analytic function V2 in variables v1, v2, v3. Differentiating both

sides with respect to t and cancelling the f ′n−1(t) factor that appears on both

sides gives that,
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∂V2

∂v1

(ṽ2(t)) + iB′(fn−1(t))j′(iB(fn−1(t)))
∂V2

∂v2

(ṽ2(t))

−B′(fn−1(t))j′′(iB(fn(t)))
∂V2

∂v3

(ṽ2(t))

= −B′(fn−1(t))V ′0(iB((fn−1(t))))j′′(V0(iB(fn−1(t)))) (6.6)

where

ṽ2(t) = (fn−1(t), j(iB(fn−1(t))), ij′(iB(fn−1(t)))).

We can rearrange (6.6) to give an algebraic analytic function V3 such that

V3(ṽ3(t)) = j′′(V0(iB(fn−1(t))))

where

ṽ3(t) = (fn−1(t), j(iB(fn−1(t))), ij′(iB(fn−1(t))), j′′(iB(fn−1(t)))).

Finally differentiating both sides of this expression with respect to t and can-

celling the f ′n−1(t) factor that appears on both sides gives that,

∂V3

∂v1

(ṽ3(t)) + iB′(fn−1(t))j′(iB(fn−1(t)))
∂V3

∂v2

(ṽ3(t))

−B′(fn−1(t))j′′(iB(fn−1(t)))
∂V3

∂v3

(ṽ3(t)) + iB′(fn−1(t))j′′′(iB(fn(t)))
∂V3

∂v4

(ṽ3(t))

= iB′(fn−1(t))V ′0(iB(fn−1(t)))j′′′(V0(iB(fn−1(t)))). (6.7)

Now we rewrite the nonsingular system F1, . . . , Fn as a new system of equa-

tions in fewer variables. Observe that

A(−iV0(iB(fn−1(t)))) = A(−i(iB(fn(t)))) = A(B(fn(t))) = fn(t)

as A is the compositional inverse of B as defined in Section 2.4.1. For i = 1, . . . , n

define
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Qi(w1, . . . , w4n) = Pi(w1, . . . , wn, A(−iV0(iB(wn))),

wn+1, . . . , w2n,V1(w2n),

w2n+1, . . . , w3n,V2(wn, w2n, w3n),

w3n+1, . . . , w4n,V3(wn, w2n, w3n, w4n))

and then define,

Gi(u1, . . . , un) = Qi(u1, . . . , un, j(iB(u1)), . . . , j(iB(un)),

ij′(iB(u1)), . . . , ij′(iB(un)), j′′(iB(u1)), . . . , j′′(iB(un))).

Hence for all t ∈ I ′,

Gi(t, f1(t), . . . , fn−1(t)) = 0

for i = 1, . . . , n. Hence we have a system of algebraic functions Q1, . . . , Qn in

fewer variables. These algebraic functions have a domain which is an open set in

R4n that contains the set

{[f̃(t), j(iB(f̃(t))), ij′(iB(f̃(t))), j′′(iB(f̃(t)))] : t ∈ I ′}

where f̃(t) = (t, f1(t), . . . , fn−1(t)) and these functions are analytic on this do-

main. If one of the (n−1)× (n−1) minors of the matrix of partial derivatives for

this new system of equations is non-zero when evaluated at (t, f1(t), . . . , fn−1(t))

for some t ∈ I ′ then we have a contradiction to the minimality of n. Therefore

we may assume that all such minors are zero. For i = 1, . . . , n we have that

∂Gi

∂un
=
∂Qi

∂wn
+ iB′(un)j′(iB(un))

∂Qi

∂w2n

−B′(un)j′′(iB(un))
∂Qi

∂w3n

+ iB′(un)j′′′(iB(un))
∂Qi

∂w4n

.

Also we have that
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∂Qi

∂wn
=
∂Pi
∂yn

+B′(iun)V ′0(iB(un))A′(−iV0(iB(un)))))
∂Pi
∂yn+1

+
∂Pi

∂y3n+3

∂V2

∂v1

+
∂Pi

∂y4n+4

∂V3

∂v1

∂Qi

∂w2n

=
∂Pi

∂y2n+1

+
∂Pi

∂y2n+2

dV1

dv
+

∂Pi
∂y3n+3

∂V2

∂v2

+
∂Pi

∂y4n+4

∂V3

∂v2

∂Qi

∂w3n

=
∂Pi

∂y3n+2

+
∂Pi

∂y3n+3

∂V2

∂v3

+
∂Pi

∂y4n+4

∂V3

∂v3

∂Qi

∂w4n

=
∂Pi

∂y4n+4

+
∂Pi

∂y4n+3

∂V3

∂v4

.

Here the derivatives of the functions Q1, . . . , Qn and P1, . . . , Pn are evaluated

at

(u1, . . . , un, j(iB(u1)), . . . , j(iB(un)), j′(iB(u1)), . . . , j′(iB(un)),

j′′(iB(u1)), . . . , j′′(iB(un)))

and

(u1, . . . , un, A(−iV0(iB(un))), j(iB(u1)), . . . , j(iB(un)),V1(j(iB(un))),

j′(iB(u1)), . . . , j′(iB(un)),V2(un, j(iB(un)), j′(iB(un))),

j′′(iB(u1)), . . . , j′′(iB(un)),V3(un, j(iB(un)), j′(iB(un)), j′′(iB(un))))

respectively. Putting this all together and using (2.13), evaluating at (t, f1(t),

. . . , fn−1(t)) and using the equations (6.5), (6.6) and (6.7) gives for all i = 1, . . . , n

that

∂Gi

∂un
=
∂Pi
∂yn

+B′(fn−1(t))V ′0(iB(fn−1(t)))A′(B(fn(t)))
∂Pi
∂yn+1

+
∂Pi

∂y3n+3

∂V2

∂v1

+
∂Pi

∂y4n+4

∂V3

∂v1

+ iB′(fn−1(t))j′(iB(fn−1(t)))
( ∂Pi
∂y2n+1

+
∂Pi

∂y2n+2

dV1

dv
+

∂Pi
∂y3n+3

∂V2

∂v2

+
∂Pi

∂y4n+4

∂V3

∂v2

)
−B′(fn−1(t))j′′(iB(fn−1(t)))

( ∂Pi
∂y3n+2

+

∂Pi
∂y3n+3

∂V2

∂v3

+
∂Pi

∂y4n+4

∂V3

∂v3

)
+ iB′(fn−1(t))j′′′(iB(fn−1(t)))

( ∂Pi
∂y4n+3

+

∂Pi
∂y4n+4

∂V3

∂v4

)
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and so

∂Gi

∂un
=
∂Fi
∂xn

+B′(fn−1(t))V ′0(iB(fn−1(t)))A′(B(fn(t)))
∂Pi
∂yn+1

+

iB′(fn−1(t))j′(iB(fn−1(t)))
dV1

dv

∂Pi
∂y2n+2

+
(∂V2

∂v1

+ iB′(fn−1(t))j′(iB(fn−1(t)))
∂V2

∂v2

−B′(fn−1(t))j′′(iB(fn−1(t)))
∂V2

∂v3

) ∂Pi
∂y3n+3

+
(∂V3

∂v1

+ iB′(fn−1(t))j′(iB(fn−1(t)))
∂V3

∂v2

−B′(fn−1(t))j′′(iB(fn−1(t)))
∂V3

∂v3

+ iB′(fn−1(t))j′′′(iB(fn−1(t)))
∂V3

∂v4

) ∂Pi
∂y4n+4

=
∂Fi
∂xn

+B′(fn−1(t))V ′0(iB(fn−1(t)))A′(B(fn(t)))
∂Fi
∂xn+1

,

where the partial derivatives of Fi are evaluated at (t, f1(t), . . . , fn(t)). Therefore

as all the (n− 1)× (n− 1) minors of the matrix

(
∂Gi

∂uj

)
i=1,...,n
j=2,...,n

(t, f1(t), . . . , fn−1(t))

are zero and ∂Gi/∂uj = ∂Fi/∂xj for all i = 1, . . . , n and j = 2, . . . , n− 1 we have

that

∣∣∣∣∣∣∣∣
∂F1

∂x2
. . . ∂F1

∂xn
+ V ′0(iB(fn−1(t)))A′(B(fn(t))) ∂F1

∂xn+1

∂F1

∂xn+1

...
. . .

...
∂Fn
∂x2

. . . ∂Fn
∂xn

+ V ′0(iB(fn−1(t)))A′(B(fn(t))) ∂Fn
∂x+1

∂Fn
∂xn+1

∣∣∣∣∣∣∣∣ (t, f1(t), . . . , fn(t))

equals zero. This is the same as the matrix of the partial derivatives for the

system F1, . . . , Fn, up to column operations, which do not affect the determinant.

In particular

det

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(t, f1(t), . . . , fn(t)) = 0

for some t ∈ I ′, a contradiction and so the lemma is proved.
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In order to obtain a large enough lower bound we wish to apply Theorem 2.3.10

to i + t, iB(t), iB(f1), . . . , iB(fn). Suppose that there is some non-zero positive

integer M such that ΦM(j(i + t), j(iB(fk))) = 0 for some k = 0, . . . , n. We may

assume that k = 1 and so there is some γ ∈ GL+(Q) such that i+t = γ(iB(f1(t)))

for all t ∈ I ′. Therefore

i+ t =
aiB(f1(t)) + b

ciB(f1(t)) + d

for a, b, c, d ∈ Q and ad− bc > 0. Rearranging and comparing real and imaginary

parts gives that

dt− cB(f1(t)) = b

d+ cB(f1(t))t = aB(f1(t))

and so

cdt2 − (ad+ bc)t+ ba+ cd = 0.

Therefore there are at most two values of t ∈ I ′ for which we can not apply Theo-

rem 2.3.10. We therefore shrink the interval I ′ to avoid these values. For all t ∈ I ′

we have that i + t, iB(t), iB(f1(t)), . . . , iB(fn(t)) ∈ H and we may assume that

j(i + t), j(iB(t)), j(iB(f1)), . . . , j(iB(fn)) are non-constant. Applying Theorem

2.3.10 to i+ t, iB(t), iB(f1), . . . , iB(fn) gives that,

tr.degCC[i+ t, iB(t), iB(f1), . . . , iB(fn),

j(i+ t), j(iB(t)), j(iB(f1)), . . . , j(iB(fn)),

j′(i+ t), j′(iB(t)), j′(iB(f1)), . . . , j′(iB(fn)),

j′′(i+ t), j′′(iB(t)), j′′(iB(f1)), . . . , j′′(iB(fn))] ≥ 3n+ 7.

The rest of the proof consists of obtaining a contradictory upper bound. For all

t ∈ I ′ define,

x̃ = x̃(t) = (t, f1(t), . . . , fn(t))

and
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ỹ = ỹ(t) = [t, f1(t), . . . , fn(t), j(iB(t)), j(iB(f1(t))), . . . , j(iB(fn(t))),

ij′(iB(t)), ij′(iB(f1(t))), . . . , ij′(iB(fn(t))),

j′′(iB(t)), j′′(iB(f1(t))), . . . , j′′(iB(fn(t)))].

Firstly it must be shown that the matrix(
∂Pi
∂yj

)
i=1,...,n

j=2,...,4n+4

(ỹ(t))

has maximal rank n for all t ∈ I ′. By (6.2) we can see that the matrix

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃(t))

is given by multiplying the matrix

(
∂Pi
∂yj

)
i=1,...,n

j=2,...,4n+4

(ỹ(t))

by a (4n+ 3)× n matrix M , where M is the matrix

M =


0 0 0

In
... M1

... M2
... M3

0 0 0


T

for

M1 =


iB′(f1(t))j′(iB(f1(t))) . . . 0

...
. . .

...

0 . . . iB′(fn(t))j′(iB(fn(t)))

 ,

M2 =


−B′(f1(t))j′′(iB(f1(t))) . . . 0

...
. . .

...

0 . . . −B′(fn(t))j′′(iB(fn(t)))
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and

M3 =


iB′(f1(t))j′′′(iB(f1(t))) . . . 0

...
. . .

...

0 . . . iB′(fn(t))j′′′(iB(fn(t)))

 .

As the rows of

(
∂Fi
∂xj

)
i=1,...,n

j=2,...,n+1

(x̃(t))

are linearly independent over R the rows of

(
∂Pi
∂yj

)
i=1,...,n

j=2,...,n+1

(ỹ(t))

are also linearly independent over R. Therefore the matrix

(
∂Pi
∂yj

)
i=1,...,n

j=2,...,n+1

(ỹ(t))

has maximal rank n as required. Now after restricting to a subinterval I ′′ ⊆ I ′

if necessary we apply Lemma 2.4.12 as in Chapter 2 to obtain a contradictory

upper bound on transcendence degree. Namely we have that,

tr.degCC[t, f1, . . . , fn,

j(iB(t)), j(iB(f1)), . . . , j(iB(fn)),

ij′(iB(t)), ij′(iB(f1)), . . . , ij′(iB(fn)),

j′′(iB(t)), j′′(iB(f1)), . . . , j′′(iB(fn))] ≤ 4n+ 4− n = 3n+ 4.

Recall the lower bound,
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tr.degCC[i+ t, iB(t), iB(f1), . . . , iB(fn),

j(i+ t), j(iB(t)), j(iB(f1)), . . . , j(iB(fn)),

j′(i+ t), j′(iB(t)), j′(iB(f1)), . . . , j′(iB(fn)),

j′′(i+ t), j′′(iB(t)), j′′(iB(f1)), . . . , j′′(iB(fn))] ≥ 3n+ 7.

Clearly these are upper and lower bounds on different finitely generated ex-

tensions of C and so to complete the proof we must obtain these contradictory

upper and lower bounds on the transcendence degree of the same finitely gener-

ated extension. Firstly we can observe that removing j′(i+ t) and j′′(i+ t) from

the lower bound expression gives that

tr.degCC[i+ t, iB(t), iB(f1), . . . , iB(fn),

j(i+ t), j(iB(t)), j(iB(f1)), . . . , j(iB(fn)),

j′(iB(t)), j′(iB(f1)), . . . , j′(iB(fn)),

j′′(iB(t)), j′′(iB(f1)), . . . , j′′(iB(fn))] ≥ 3n+ 5.

As B is an algebraic function we have that t, B(t), B1(t), iB(t), i + t are al-

gebraically dependent and that fk and iB(fk) are algebraically dependent for

k = 1, . . . , n. From the construction of our non-singular system we know that

the real and imaginary parts of the function j(i + t) are among the functions

f1, . . . , fn. Therefore adding j(i + t) does not affect the transcendence degree.

Hence we have that,

tr.degCC[i+ t, iB(t), iB(f1), . . . , iB(fn),

j(i+ t), j(iB(t)), j(iB(f1)), . . . , j(iB(fn)),

j′(iB(t)), j′(iB(f1)), . . . , j′(iB(fn)),

j′′(iB(t)), j′′(iB(f1)), . . . , j′′(iB(fn))] ≤ 3n+ 4.

Therefore we have obtained contradictory upper and lower bounds on the

transcendence degree of some finitely generated extension of C and so we have a

contradiction as desired.



Chapter 7

Interdefinability of restrictions of

the exponential maps of abelian

varieties

Throughout this thesis we have considered definability questions on certain re-

strictions of the Weierstrass ℘-function in structures given by expanding the or-

dered real field, R, by restrictions of the same ℘-function to an interval. In Chap-

ter 5 we also considered the definability of different ℘-functions in this structure

before proving a theorem showing that there are no new complex functions de-

finable in these structures. Now we turn to a different question.

Consider the N + 1 complex lattices Ω1, . . . ,ΩN+1 and let ℘1, . . . , ℘N+1 be

the associated Weierstrass ℘-functions for some integer N ≥ 1. The question

we consider is the following. When is some restriction of the real and imaginary

parts of ℘N+1 definable in the structure given by expanding R by the real and

imaginary parts of some restriction of ℘1, . . . , ℘N . More precisely the definable

restrictions considered here are the following. Let F be a set of real valued maps

each defined on an open subset of Rn for some n. Recall that a function f ∈ F
is said to be locally definable in some expansion of R if the restriction of f to

some neighbourhood of each point in its domain is definable. Then the smallest

expansion of R in which all of these maps are locally definable is denoted RPR(F).

Recall from the introduction to this thesis the following theorem of Jones,

Kirby and Servi which answers this question and is Theorem 1.2 in [21].

Theorem 7.0.1. Let F1 consist of complex exponentiation and some Weierstrass

℘-functions and let F2 consist of Weierstrass ℘-functions. Suppose that none of

119
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the functions in F2 is isogenous to any ℘-function from F1 or isogenous to the

Schwarz reflection of a ℘-function in F1. Then any set which is definable in both

RPR(F1) and in RPR(F2) is definable in R.

In the introduction we observed that the Weierstrass ℘-function arises in the

exponential map of elliptic curves over C. In fact elliptic curves are the abelian

varieties of dimension 1. An abelian variety is a complete algebraic group. It is

therefore natural to ask whether the previous theorem can be extended to the

exponential maps of general abelian varieties. Recall from the introduction that

in order to formulate this question more precisely we must choose the set F more

carefully. Here all abelian varieties are defined over C.

Let G be an abelian variety over C and let FG be the set consisting of: the

exponential map of G, the exponential maps of all abelian subvarieties of G,

the exponential maps of all abelian varieties isogenous to an abelian subvariety

of G, the exponential maps of the products of these abelian varieties and the

exponential maps of all abelian varieties isogenous to an abelian subvariety of

these products as well as the Schwarz reflections of all these exponential maps.

Then we have the following theorem, which is joint work with Gareth Jones and

Jonathan Kirby.

Theorem 7.0.2. Let G and H be abelian varieties and let FG and FH be their

associated sets of exponential maps. Suppose that FG ∩ FH = ∅.
Then any set definable in both RPR(FG) and RPR(FH) is semialgebraic.

The format of this chapter is the following. The general strategy in the proof of

Theorem 7.0.2 is to follow that used by Jones, Kirby and Servi to prove Theorem

7.0.1 and use the method of predimensions due to Hrushovski in [19]. Here the

predimension is different to that used in [21]. Instead we introduce the notion

of Gmax, an abelian variety that is defined up to isogeny and determines which

points on the graphs of the exponential maps in F are in B and not in C. Here

C ⊆ B are subfields of C and C is closed under a pregeometry that we shall

define. This Gmax is defined more precisely in Lemma 7.3.2 and it is here that we

use an Ax type result, which follows from a result due to Kirby in [22].

In the next section we give some background material on local definability

and its connections to linear relations between differential forms. This involves

recalling a pregeometry introduced by Wilkie in [40] and giving Wilkie’s charac-

terisation of this pregeometry in terms of differential forms. In Section 7.2 we
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define the set of exponential maps F explicitly and explain how we may define

certain differential forms. These are vector spaces of differential forms spanned

by the forms associated to the exponential map of an abelian variety and some

point on its graph. In Section 7.3 we define and explain the notions of Gmax, pred-

imension, self-sufficiency and hull and prove results on the interactions between

these notions. These results can then be used to prove Theorem 7.4.1, which is

the main technical theorem needed in the proof of Theorem 7.0.2. The rest of

Section 7.4 consists of the proof of Theorem 7.0.2, which follows that of Theorem

7.0.1, where Theorem 7.4.1 takes the place of Theorem 7.1 in [21].

The material in this chapter is in collaboration with my supervisor Gareth

Jones and Jonathan Kirby. It also uses some ideas from earlier unfinished work

in the case of Weierstrass elliptic functions that come from the exponential maps

of groups of Jones, Kirby and Schmidt.

7.1 Background on local definability and differ-

ential forms

In this section we give some background on local definability as well as holomor-

phic closure and differential forms. This follows the presentation in Section 2 of

[21]. Firstly we discuss local definability, where definability is now taken to mean

0-definable. Recall that R denotes the first order structure R := (R,+,×, 0, 1, <).

Definition 7.1.1. Let U ⊆ Rn be an open subset and f : U → R a function.

The function f is said to be locally definable with respect to an expansion R of

R if for every a ∈ U there is a neighbourhood Ua of a such that the function f |Ua
is definable in R.

Now we turn to a more general setting, namely that of definable manifolds.

The following definition can be seen in [13], however the version given here is

from Section 2 of [15].

Definition 7.1.2. An (abstract) definable manifold, of dimension n, is a triple

(M,Mi, φi)i∈I where {Mi : i ∈ I} is a finite cover of the set X and for each i ∈ I:

1. we have injective maps φi : Mi → Rn such that φi(Mi) is an open definably

connected definable set.
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2. each φi(Mi ∩Mj) is an open definable subset of φi(Mi)

3. the map φij : φi(Mi ∩Mj) → φj(Mi ∩Mj) given by φij = φj ◦ φ−1
i is a

definable homeomorphism for all j ∈ I such that Xi ∩Xj 6= ∅.

If we have a definable manifoldM , then a map f : U →M is locally definable if

for every a ∈ U there is a neighbourhood Ua of a, an open set W ⊆M containing

f(Ua) and a definable chart φ : W → Rm such that each of the components of

the restriction (φ ◦ f)|Ua is definable.

Upon making the usual identification of C with R2, we can see that a complex

function is locally definable if and only if its real and imaginary parts are locally

definable.

Definition 7.1.3. Let U ⊆ Rn be an open subset and f : U → Rm a map. Also

let ∆ = (r1, s1) × · · · × (rn, sn) be an open rectangular box whose corners are

rational and where the closure ∆ ⊆ U . A proper restriction of f is a restriction

of the form f |∆ and if a ∈ ∆ we say that f |∆ is a proper restriction of f around

a.

Let F be a set of maps each of which is defined on an open subset of Rn and

takes values in Rm for some positive integers n and m. We write PR(F) for the

set of all proper restrictions of maps in F and RPR(F) for the expansion of the

real field R by the graphs of all the component functions of the maps in PR(F).

Using this terminology we can consider Ran to be the expansion of R by all

proper restrictions of all real-analytic functions. (This is equivalent to the usual

definition of Ran, which was given in the introduction, in the sense of having the

same definable sets.)

We finish this discussion on local definability by stating a lemma from [21].

Lemma 7.1.4 (Lemma 2.3 in [21]). A function f : U → R is locally definable in

an expansion R of R if and only if all of its proper restrictions are definable in

R.

This shows that RPR(F) is the smallest expansion of R in which all functions

from F are locally definable and therefore this definition agrees with the one

given at the beginning of this chapter, in the discussion before Theorem 7.0.2.

Now we discuss holomorphic closure.
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Definition 7.1.5. Let A ⊆ C and b ∈ C. Suppose that there is an n ∈ N,

an open set U ⊆ Cn, a holomorphic function f : U → C which is definable in

RPR(F) and a point a ∈ U ∩An such that f(a) = b. Then we say that b is in the

holomorphic closure of A with respect to F . This is denoted by b ∈ hclF(A).

The following is an improved version of Proposition 3.3 in [21].

Proposition 7.1.6. Let F be a countable set of holomorphic functions, which is

closed under partial differentiation and under Schwarz reflection. Let C ⊆ C be a

countable subfield. Let U ⊆ Cn be open and f : U → C be a holomorphic function.

Assume that we have f(a) ∈ hclF(C(a)) for all a ∈ U except in some subset

X ⊆ U of measure 0. Then the subset U ′ := {a ∈ U |f is locally definable at a} is

open in U and U \ U ′ has measure 0. Furthermore, if n = 1 and X is countable

then U \ U ′ is countable.

Proof. From the definition of local definability it is clear that U ′ is open in U .

Now we show that U \ U ′ has measure zero.

Since C is countable we can enumerate the pairs (Ui, gi)i∈N where Ui is a

C-definable connected open subset of U and gi : Ui → C is a C-definable holo-

morphic function. Now define J := {i ∈ N : gi 6= f |Ui} and for each i ∈ J

let

Vi := {a ∈ Ui|gi(a) = f(a)}.

Then Vi is locally the zero set of the holomorphic function gi − f and is

therefore an analytic set with a well defined C-dimension. Furthermore, since

f 6= gi, the set Vi is a proper closed subset of Ui and so this dimension is less

than n and Vi has measure 0. If n = 1 then each Vi is countable.

Now suppose that a ∈ U \ U ′. Then either a ∈ X or f(a) ∈ hclF(C(a)) and

in the latter case the point a ∈ Vi for some i ∈ J. So U \ U ′ ⊆ X ∪
⋃
i∈J Vi, a

set measure 0. If n = 1 then this set is countable as X is countable and Vi is

countable for all i ∈ J .

We next consider differential forms and the connection between local definabil-

ity and differential forms following Wilkie. Let C ⊆ B ⊆ C be fields. Associated

to the field extension B/C in C we have the B-vector space Ω(B/C) of Kähler dif-

ferential forms together with the universal derivation d : B → Ω(B/C). We define

Ω(B) := Ω(B/Q). For B ⊆ C we have inclusion maps Ω(B) ⊆ Ω(B)⊗C ⊆ Ω(C).

Let F be a collection of holomorphic maps.
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Definition 7.1.7. Let U ⊆ Cn for some integer n ≥ 1 and let a ∈ U . Let

f : U → Cm be in F , with component functions f1, . . . , fm. Let C ⊆ C. For

j = 1, . . . ,m we define ωfj ,a ∈ Ω(C/C) by

ωfj ,a = d(fj(a))−
n∑
i=1

∂fj
∂xi

(a)dai.

Definition 7.1.8. With F , B and C as before, we define WF(B/C) to be the

subspace of Ω(B/C) spanned by those ωfj ,a such that there is U ⊆ Cn in F , and

a ∈ U ∩ Bn with f(a) ∈ Bm and all partial derivatives (∂fj/∂xi)(a) ∈ B. Then

we define ΩF(B/C) to be the quotient of Ω(B/C) by WF(B/C).

Now we define a closure operator related to this space of differential forms.

Definition 7.1.9. Let A ⊆ C and b ∈ C. Define b ∈ DclF(A) if db is in the span

of {da|a ∈ A} in ΩF(C). We say that C ⊆ C is DclF -closed in C if C = DclF(C).

The critical fact that connects local definability with these differential forms

is due to Wilkie. This fact can be seen in [40] and is the following.

Fact 7.1.10. Suppose that F is closed under partial differentiation and Schwarz

reflection. Then DclF is a pregeometry on C and this pregeometry coincides with

hclF .

Throughout the rest of this chapter the sets F are closed under partial differ-

entiation.

Definition 7.1.11. We write dimF for the dimension function associated with

the pregeometry DclF .

The following lemma gives some useful consequences.

Lemma 7.1.12. 1. For C ⊆ A ⊆ C, dimF(A/C) is equal to the C-linear

dimension of the image of ΩF(A/C) in ΩF(C/C).

2. dimF(A/C) ≤ dim ΩF(A/C).

Proof. The second part of this lemma follows from the first as the function from

ΩF(A/C) to the image of the natural map between ΩF(A/C) and ΩF(C/C) is

surjective. For the first part, let dimF(A/C) = n. Then there is a basis A0 ⊆ A

with cardinality n such that for all a ∈ A we have that a ∈ DclF(A0 ∪C) and A0
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is independent over C. By definition we have for all a ∈ A that da ∈ span{da′ :

a′ ∈ A0 ∪ C} in ΩF(C). Therefore, da ∈ span{da′ : a′ ∈ A0} in ΩF(C/C). So

the dimension of the image of ΩF(A/C) in ΩF(C/C) is equal to dimF(A/C) as

required.

Definition 7.1.13. We define DerF(C/C) to be the space of F -derivations on C
which vanish on C. These are the maps ∂ : C→ C which are additive, vanish on

C, satisfy the Leibniz rule, and for each component fj of each f : U → Cm in F
and each a ∈ U satisfy

∂(fj(a))−
n∑
i=1

∂fj
∂xi

(a)∂ai = 0.

Note that DerF(C/C) is canonically isomorphic to the dual space of ΩF(C/C).

Also if C ⊆ A ⊆ C then we may may define DerF(A/C) by simply replacing C
with A and considering all points a ∈ U ∩ A in the above definition.

7.2 Abelian varieties and differential forms

In this section we explain precisely how the set of exponential maps F seen in

the statement of Theorem 7.0.2 are defined. Firstly we give some background

material on abelian varieties that we shall need. The following definition can be

seen Definition 3.7 in [31]. Everything here is defined over an algebraically closed

subfield C ⊆ C.

Definition 7.2.1. An (abstract) variety is a set G with a covering V1, . . . , Vm

and an atlas of charts φi : Vi → Ui where for each i = 1, . . . ,m we have that

Ui ⊆ Cmi is an affine variety (and therefore definable in R) and φi is a bijection

and we require that for all 1 ≤ i, j ≤ m,

1. Uij = φi(Vi ∩ Vj) ⊆ Ui is open.

2. The map φi,j = φj ◦ φ−1
i : Uij → Uji is an isomorphism of quasi-affine

varieties (and is definable in R).

Remark 7.2.2. On Vi ∩ Vj we have that φi ◦ φ−1
j ◦ φj = φi.

The following definitions can be seen in 3.15, 4.1 and 4.6 of [31] respectively.
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Definition 7.2.3. A variety X is said to be complete if for any variety Y the

projection map π : X × Y → Y is a closed map in the Zariski topology.

Definition 7.2.4. An algebraic group G is by definition a variety V together

with a pair of morphisms µ : V × V → V and ρ : V → V , such that µ yields a

group operation on V and ρ is the map x → x−1. If V, µ, ρ are defined over C

then we say that G is defined over C. Notationally we identify G with V .

Definition 7.2.5. An abelian variety is a connected algebraic group whose un-

derlying variety is complete. An abelian variety is simple if it has no proper

abelian subvarieties that are not the zero variety.

An abelian variety is an example of a Lie group. In this chapter we take the

exponential map of an abelian variety G to be the exponential map of G as a Lie

group. The following definition can be seen in Chapter 8 of [8].

Definition 7.2.6. Let G be a Lie group and let LG be its Lie algebra. For

X ∈ LG let p : R → G be an integral curve for the left-invariant vector field X

with p(0) = 0. Then we define expG(X) = p(1).

The following is Proposition 8.2 in [8].

Proposition 7.2.7. Let G,H be Lie groups and let LG,LH be their respective

Lie algebras. Let f : G → H be a homomorphism and df : LG → LH be the

induced map on the Lie algebras. Then expH ◦df = f ◦ expG.

Remark 7.2.8. Over the complex numbers abelian varieties can be defined using

an alternative approach. One considers them as complex tori, which can be

embedded into projective space. This gives rise to a map exp : Cn → Cm,

which arises from the composition of the abstract exponential map for G with

this projective embedding. This allows us to consider the definability of the

exponential map in this setup. Using Definition 7.1.7 we may then define forms

associated to exp at a point a ∈ Cn. However there are many possible choices for

this projective embedding. The advantage of the abstract variety definition is that

we may talk about the unique exponential map for the abelian variety G denoted

expG and differential forms associated to expG at a point. This uniqueness allows

us to talk about definability in this setup. These differential forms shall be

described in more detail later in this section.
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Throughout the rest of this chapter we take an abelian variety G to be an

abelian variety with a fixed choice of atlas, unless specified otherwise. Recall that

G is defined over the algebraically closed subfield C ⊆ C. The following fact can

be seen in Example 4.6 in [31].

Fact 7.2.9. If f is a morphism from G to H where G is an abelian variety and

H is an algebraic group then f is the translate of a homomorphism.

This next definition can be seen in page 81 of [36].

Definition 7.2.10. Let G1 and G2 be abelian varieties. A homomorphism f :

G1 → G2 is an isogeny if it is surjective, has finite kernel and dimG1 = dimG2.

The following theorem is due to Poincaré and can be seen in Theorem 1 of

Section 19 in [29].

Theorem 7.2.11 (Poincaré’s Reducibility Theorem). If G is an abelian variety

and H is an abelian subvariety of G there is an abelian subvariety H ′ such that

H ∩H ′ is finite and H +H ′ = G. In other words, G is isogenous to H ×H ′.

The next theorem can be seen in Corollary 1 in Section 19 of [29].

Theorem 7.2.12 (Poincaré’s Complete Reducibility Theorem). Given an abelian

variety G there is an isogeny defined over C

G→ Gn1
1 × · · · ×Gnr

r ,

where the abelian varieties G1, . . . , Gr are simple and the integers n1, . . . , nr are

uniquely determined up to isogenies defined over C and permutations.

Definition 7.2.13. Let G1, . . . , Gr be non-isogenous simple abelian varieties and

let F be the set of exponential maps for G1, . . . , Gr composed with each of the

charts in their atlas. The set of complex numbers definable without parameters in

RPR(F) is denoted CB. Then the set of basic abelian varieties B = B(G1, . . . , Gr)

is the set containing all the simple abelian varieties G such that G is defined

over CB and G is isogenous to either Gi or the Schwarz reflection of Gi for some

i = 1, . . . , r.

The set CB is an algebraically closed field that is the algebraic closure of the

set {x+ iy : x, y ∈ R such that x, y are 0-definable in RPR(F).}.
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Definition 7.2.14. Given abelian varieties G1, . . . , Gr as in Definition 7.2.13,

we define S = S(B) to be the smallest set of abelian varieties containing B that

satisfies the following conditions,

• If G and H are in S then the product G×H ∈ S.

• If G ∈ S and H is an abelian subvariety of G defined over CB, then H ∈ S.

• If G ∈ S and H is an abelian variety defined over CB which is isogenous to

G, then H ∈ S.

Remark 7.2.15. Suppose that G and H are abelian varieties where G ∈ S and

H is defined over CB. Let q : G → H be a surjective algebraic homomorphism

defined over CB. Then there is an abelian subvariety G′ of G such that G/G′ ' H.

Then by Theorem 7.2.11 there is a complimentary abelian subvariety H ′ of G

defined over CB such that G′ ×H ′ ∼ G and the induced map f : H ′ → H is an

isogeny and so H ′ ∼ H. Therefore by the above definition we have that H ∈ S.
Also it follows from the reducibility theorem that quotients of abelian varieties

are isogenous to abelian subvarieties.

Now consider two abelian varieties G and H with corresponding exponential

maps expG and expH . The exponential map of the product G×H can be defined

as expG×H(z, w) = (expG(z), expH(w)). Similarly if G and H are isogenous then

one may define the exponential map expH by using expG and this isogeny. The

same may be done for the Schwarz reflection of G and abelian subvarieties of G.

Therefore we have the following definition.

Definition 7.2.16. Given non-isogenous simple abelian varieties G1, . . . , Gr we

define F = F(B) to be the set of maps given by composing the exponential maps

built from the exponential maps expG1
, . . . , expGr with each chart in the atlas of

charts associated to the corresponding abelian variety. We shall refer to this as

the set of exponential maps for the abelian varieties in S(B).

Now consider an abelian variety G and the set of maps FG given by composing

expG with the charts in the corresponding atlas for G and consider the set of com-

plex numbers definable without parameters in the structure RPR(FG), denoted CG.

By Theorem 7.2.12 applied over the algebraically closed field CG, we have that G

is isogenous to a product of simple abelian varieties Gn1
1 ×· · ·×Gnr

r . Here each of
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the simple abelian varieties G1, . . . , Gr is defined over CG. Using the above def-

initions we may define the sets of abelian varieties B(G1, . . . , Gr),S(G1, . . . , Gr)

and exponential maps F(G1, . . . , Gr) associated to these simple abelian varieties.

Then the corresponding sets of abelian varieties and exponential maps associated

to G are then defined to be B(G) = B(G1, . . . , Gr),S(G) = S(G1, . . . , Gr) and

F(G) = F(G1, . . . , Gr) respectively.

Now we discuss the differential forms that we associate to the exponential

map of an abelian variety evaluated at a certain point. Firstly we give a useful

background lemma.

Lemma 7.2.17. If θ : U → V for open subsets U and V of Cm and Cn, re-

spectively, is a regular map (algebraic morphism) defined over C and θ(a) = b

then

dbj =
n∑
i=1

∂θj
∂xi

(a)dai

and setting Jθ =
(
∂θj
∂xi

)
j,i

, the Jacobian matrix we have the vector and matrix

equation

db = Jθ(a)da.

Furthermore if f and g are any analytic (or continuously differentiable) maps

then

Jg◦f (a) = Jg(f(a))Jf (a).

Proof. As θ is regular, its coordinate functions are rational functions and so the

above expression follows by the Leibniz rule for d. The second part follows from

the usual chain rule.

Let G be an abelian variety of dimension n and denote its cover by V1, . . . , Vr

and collection of charts by φi : Vi → Ui ⊆ Cmi for some integer mi ≥ 1 for all

i = 1, . . . , r. Let α = (a, expG(a)) be a point in the graph GG of expG. Consider

the chart φi such that expG(a) ∈ Vi. Then we can define the Kähler differentials

for ei = φi ◦ expG at a using Definition 7.1.7. The space generated by these

differential forms over C is denoted Vei,α and is a subspace of Ω(C/C). However

it is likely that there is some j 6= i such that expG(a) ∈ Vj. Therefore for some

neighbourhood of expG(a) in Vj we may define the differentials for ej = φj ◦ expG
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at a and therefore define the vector space Vej ,α. In order for this vector space

to be well defined we must show that it does not depend on this choice of chart.

In other words that Vei,α and Vej ,α are isomorphic. It turns out that we can go

further.

Claim 7.2.18. For 1 ≤ i, j ≤ m with i 6= j and α = (a, expG(a)) ∈ GG,

Vei,α = Vej ,α.

Proof. We may assume that i = 1 and j = 2. If α is a C-point then both Ve1,α
and Ves,α are {0} and we are done and so we may assume that α is not a C-point.

By definition and the above remark we have that φ2 = φ1,2◦φ1 on V1∩V2 and that

φ1,2 is an isomorphism. Also φ1,2 and e1 are continuously differentiable and so

we may apply Lemma 7.2.17. For i = 1, 2 we denote the tuple of the differential

forms associated to ei at a by ωei,a.

ωe2,a = d(e2(a))− Je2(a)da

= d(φ1,2 ◦ e1(a))− Jφ1,2◦e1(a)da

= Jφ1,2(e1(a))d(e1(a))− Jφ1,2(e1(a))Je1(a)da

= Jφ1,2(e1(a)) (d(e1(a))− Je1(a)da)

= Jφ1,2(e1(a))ωe1,a

and so Ve2,α ⊆ Ve1,α. Similarly we get that Ve1,α ⊆ Ve2,α.

Before developing the theory of these spaces of differential forms further we

prove a lemma, relating the spaces of differential forms and isomorphisms of

abelian varieties. Here everything is defined over an algebraically closed subfield

C ⊆ C.

Lemma 7.2.19. Let G,H be abelian varieties and let f : G→ H be an isomor-

phism such that f(expG(a)) = expH(b). Let f̃ : LG → LH be the induced map

and assume that f̃(a) = b. Also let α = (a, expG(a)) and β = (b, expH(b)) be

the corresponding points on the graphs of expG and expH respectively and assume

that neither of these points are C-points. Then, VeG,α = VeH ,β.



7.2. ABELIAN VARIETIES AND DIFFERENTIAL FORMS 131

Proof. Let φG, φH be charts such that the functions eG, eH are defined at a, b

respectively. Therefore,

ωeH ,b = d(eH(b))− JeH (b)db

= d(φH(expH(b)))− JeH (b)db

= d(φH(f(expG(a))))− JeH (f̃(a))df̃(a)

= d(φH ◦ f ◦ φ−1
G (eG(a)))− JeH (f̃(a))Jf̃ (a)da

= JφH◦f◦φ−1
G

(eG(a))d(expG(a))− JeH◦f̃ (a)da,

where the last two lines follow from Lemma 7.2.17 applied to eH , f̃ and φH◦f◦φ−1
G .

By Proposition 7.2.7, we have that expH ◦f̃ = f ◦ expG and so

eH ◦ f̃ = φH ◦ expH ◦f̃ = φH ◦ f ◦ expG = φH ◦ f ◦ φ−1
G ◦ eG.

Therefore,

ωeH ,b = deH(b)− JeH (b)db

= JφH◦f◦φ−1
G

(eG(a))d(eG(a))− JφH◦f◦φ−1
G ◦eG

(a)da

= JφH◦f◦φ−1
G

(eG(a))d(eG(a))− JφH◦f◦φ−1
G

(eG(a))JeG(a)da

= JφH◦f◦φ−1
G

(eG(a))ωeG,a

where the penultimate equality follows from applying Lemma 7.2.17 to φH ◦ f ◦
φ−1
G ◦ eG. Therefore VeH ,β ⊆ VeG,α. Similarly we get the reverse containment and

so VeG,α = VeH ,β as required.

Corollary 7.2.20. Let (G;V1, . . . , Vm, φ1, . . . , φm) and (G;V ∗1 , . . . , V
∗
l , φ

∗
1, . . . , φ

∗
r)

be abelian varieties of dimension n and assume that idG is an isomorphism be-

tween these abelian varieties. Let expG(a) ∈ Vi ∩ V ∗j for some i = 1, . . . ,m and

j = 1, . . . , r and let eG = φi◦expG and e∗G = φ∗j ◦expG and α = (a, expG(a)) ∈ GG.

Then VeG,α = Ve∗G,α.

Proof. This follows immediately from the previous lemma, using the isomorphism

idG.
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Therefore the space of differential forms associated to the exponential map at

a particular point does not depend on the choice of atlas.

Lemma 7.2.21. Let G be an abelian variety in S = S(B) of dimension n and let

α = (a, expG(a)). We fix a chart φ such that the function eG = φ◦expG is defined

at a as discussed above. Let C be a subfield of the complex numbers containing

CB. Then VeG,α ⊆ WF(C(α)/C).

Proof. Let eG = φ◦expG : Cn → Cm for some m ≥ 1 where φ is a chart such that

eG is defined at a. Throughout the rest of this proof we write e = eG. By the

definition of WF(C(α)/C) and the differential forms ωe1,a, . . . , ωem,a it suffices to

show that ωei,a are in Ω(C(α)/C). Therefore we must show that (∂ej/∂xi)(a) are

in the field C(α) for all i = 1, . . . , n and j = 1, . . . ,m. From the end of Chapter

2 of [36] we have that G is isomorphic to a complex torus T = Cn/Ω where Ω

is a complex lattice in Cn. The derivatives ∂ej/∂xi are meromorphic functions

and are in the field of meromorphic functions on T , denoted F . By Theorem

28 in [36] the field F is finitely generated with transcendence degree at most n.

Let F = C(f1, . . . , fr) for some integer r ≥ 1 and so for each j = 1, . . . ,m and

i = 1, . . . , n there exist polynomials P,Q ∈ C[X1, . . . , Xr] such that,

∂ej
∂xi

=
P (f1, . . . , fr)

Q(f1, . . . , fr)
.

One can quantify over polynomials which have bounded degree as P and Q

do. Therefore the structure RPR(F) models the sentence

“There exist polynomials P,Q ∈ C[X1, . . . , Xr] of degree at most s

such that for all x̄ = (x1, . . . , xn) in some fixed fundamental domain

∂ej
∂xi

(x̄) =
P (f1(x̄), . . . , fr(x̄))

Q(f1(x̄), . . . , fr(x̄))
.” (7.1)

Let M be the definable closure of the empty set. Then M is an elementary

substructure of RPR(F) and also models the sentence (7.1). So as CB is the alge-

braic closure of M we may identify CB with M2. Therefore we have that for all

j = 1, . . . ,m and i = 1, . . . , n there exist polynomials P and Q in CB[X1, . . . , Xr]

such that ∂ej/∂xi = (P/Q)(f1, . . . , fr). Therefore as C contains CB the expres-

sions (∂ej/∂xi)(a) are all contained in the field C(α) as required.
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7.3 Applications of Ax-Schanuel for differential

forms and abelian varieties

In this section we fix a set of abelian varieties B and its associated set of exponen-

tial maps as described in the previous section in Definitions 7.2.16 and 7.2.14 and

also fix a DclF closed subfield C ⊆ C. Observe that this subfield C contains the

algebraically closed field CB. For an abelian variety G of dimension n we write

LG for its Lie algebra as in the previous section. Finally, we write TG = LG×G
and denote the graph of expG by GG = {(z, expG(z)) : z ∈ LG} ⊆ TG.

Now we state an Ax-type result that shall be used to prove the first lemma

in this section, Lemma 7.3.2. This lemma introduces the notion of Gmax. For

any fields B ⊇ C with tr.degCB finite, the abelian variety Gmax
S,B/C is defined up

to isogeny and encodes all the points on the graph of the exponential maps of all

the abelian varieties in S that appear in B but not C.

Theorem 7.3.1. Let G be an abelian variety of dimension n. Suppose that

α ∈ GG is such that dimVeG,α < n. Then there is a proper abelian subvariety H

of G such that α ∈ GH + GG(C).

Proof. This theorem follows from Proposition 3.7 in [22]. For j = 1, . . . ,m let

ωj(α) = d((expG)j(a))−
n∑
i=1

∂(expG)j
∂xi

(a)dai

be the forms associated to expG at a. These are the differential forms on the graph

GG evaluated at the point a and are defined using the map expG : Cn → Cm for

some integer m ≥ 1 as described in Remark 7.2.8. Now let ∆ = DerF(C(α)/C)

the set of all F -derivations. As C is DclF closed in C it is also DclF closed in

C(α). Therefore C is the intersection of all constant fields of the derivations in

∆. Hence ΓG is the solution set to the differential equations
⋂
D∈∆ D

∗ω(x) = 0.

Therefore we are in the setting of Proposition 3.7 in [22]. Finally we show that

ω1(α), . . . , ωn(α) are in VeG,α and so are linearly dependent and we are done. Let

φ be a chart such that eG = φ ◦ expG is defined. We have that
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ω(α) = d(expG(a))− JexpG(a)da

= d(φ−1 ◦ eG(a))− Jφ−1◦eG(a)da

= Jφ−1(a) (d(eG(a))− JeG(a)da)

= Jφ−1(a)ωeG,a

by Lemma 7.2.17 as φ−1 is regular and so ω1(α), . . . , ωn(α) are in VeG,α as required.

Lemma 7.3.2. Let C ⊆ B be subfields of C, where tr.degCB is finite and C is

DclF closed. Then there is an abelian variety G in S of maximal dimension such

that there is a point β ∈ GG(B) not in a C-coset of GH for any proper abelian

subvariety H of G.

Moreover for any S ∈ S and α ∈ GS(B) there is an algebraic group homo-

morphism q : G→ S and non-zero integer N such that Nα− Tq(β) ∈ GS(C).

Furthermore such a G is unique up to isogeny.

Proof. Suppose G ∈ S has dimension n say and is such that there is a point β in

GG(B) that is not in a C-coset of TH for any proper abelian subvariety H of G.

Then by Ax’s theorem, Theorem 7.3.1, the space of forms VeG,β has di-

mension at least n in Ω(C(β)/C). By Theorem 16.14 in [16] we have that

dim(Ω(C(β/C))) = tr.degCC(β). Putting this all together gives that

n ≤ dimVeG,β ≤ tr.degCC(β) ≤ tr.degCB.

Since the trivial group is in S and has such a point, the set of all such G is

non-empty. In particular there is such an abelian variety G of maximal dimension

as required, of dimension n say. Now assume that dimG = n is maximal.

Let S ∈ S be an abelian variety such that dimS ≥ 1 and let α ∈ GS(B).

Then by the definition of S the abelian variety G × S is in S and we also have

that (β, α) ∈ GG×S(B). By the maximality of dimG, there is a proper abelian

subvariety J of G× S, and (γ1, γ2) ∈ GG×S(C) such that (β, α)− (γ1, γ2) ∈ GJ ⊆
GG × GS. Moreover, dim J ≤ n again by maximality. We write β′ = β − γ1 and

α′ = α − γ2. Then β′ does not lie in a C-coset of GH for some proper abelian

subvariety H of G as if it did then so would β.

Let p : J → G be the projection map. Then p(J) = G as β′ is not in a C-coset
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of GH for any proper abelian subvariety H of G. Therefore dim J = dimG = n

and so p is an isogeny. Hence there is another isogeny p′ : G → J such that

the composition p′ ◦ p : J → J is the multiplication by N map on J , denoted

[N ], for some non-zero integer N ≥ 1. The graphs GG and GJ are divisible and

torsion free and so the restrictions of Tp and Tp′ respectively to these graphs are

mutually inverse modulo the integer N .

Let q′ : J → S be the projection and let q = q′ ◦ p′. Then Tq(β′) = Nα′ and

so Nα− Tq(β) = Nγ2 − Tq(γ1) and therefore Nα− Tq(β) ∈ GS(C) as required.

For the uniqueness of G suppose dimS = dimG = n and that α is not in a

C-coset of GK for any abelian subvariety K of S. By a repetition of the above

argument we have the functions p′ and q′ as above. Then α′ does not lie in a

C-coset of GK′ for any abelian subvariety K ′ of S and so q′ is surjective and as

p′ is surjective we have that the function q = q′ ◦ p′ is surjective. Then the map

q : G→ S is in fact an isogeny and G is unique up to isogeny as required.

Definition 7.3.3. If G and β are as in Lemma 7.3.2 then β is said to be an

S-basis for B/C and we write G as Gmax
S,B/C . If the set of abelian varieties S is

clear, it is dropped from the notation. We also note that if G has dimension n

then n ≤ dimVeG,β.

Lemma 7.3.4. Let G = Gmax
B/C and let β be an S-basis. Let H be an abelian

variety in S and let α ∈ GH(B). Then VeH ,α ⊆ VeG,β.

Proof. By Lemma 7.3.2 there is an algebraic homomorphism q : G → H such

that Nα− Tq(β) ∈ GH(C) for some integer N ≥ 1. In other words there is some

γ = (c, expH(c)) ∈ GH(C) such that Nα = Tq(β) + γ and

(Na, expH(Na)) =
(
q̃(b), q(expG(b))

)
+
(
c, expH(c)

)
=
(
q̃(b) + c, q(expG(b))⊕ expH(c)

)
.

Here ⊕ denotes the group law on the abelian variety H. Also q̃ denotes the

induced map on LG and the addition for points on the graph is the group law on

the tangent bundle. Define f : H → H by f(z) = z⊕ expH(c) and f̃ : LH → LH

by f̃(z) = z + c. Also define g : H → H by g(z) = z ⊕ expH(−(N − 1)a) and

g̃ : LH → LH by g̃(z) = z − (N − 1)a. The spaces of differential forms for the

functions eG, eH at b, a respectively can be defined in the usual way. Let φG, φH
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be charts so that eG = φG ◦ expG and eH = φH ◦ expH are defined at b and a

respectively. We wish to show that ω(eH)k,a ∈ VeG,β for all k = 1, . . . ,mH . This

is done by considering the vector given by the forms ω(eH)1,a, . . . , ω(eH)mH ,a
as in

Claim 7.2.18, we denote this vector by ωeH ,a. We have,

ωeH ,a = d(eH(a))− JeH (a)da

= d(φH(expH(a)))− JeH (a)da

= d(φH(g(expH(Na))))− JeH (g̃(Na))d(g̃(Na))

= d(φH(g(q(expG(b))⊕ expH(c))))− JeH (g̃(q̃(b) + c))d(g̃(q̃(b) + c)), (7.2)

where the last two lines of this expression follow from substitution. Considering

the left hand term in (7.2) gives that

d(φH(g(q(expG(b)))⊕ expH(c))) = d(φH ◦ g ◦ f ◦ q(expG(b)))

= d(φH ◦ g ◦ f ◦ q ◦ φ−1
G (eG(b)))

= JφH◦g◦f◦q◦φ−1
G

(eG(b))d(eG(b)),

by Lemma 7.2.17 as the map φH ◦ g ◦ f ◦ q ◦ φ−1
G is regular. Considering the right

hand term in (7.2) gives that

JeH (g̃(q̃(b) + c))d(g̃(q̃(b) + c)) = JeH

(
(g̃(f̃(q̃(b)))

)
d
(
g̃(f̃(q̃(b)))

)
= JeH

(
g̃ ◦ f̃ ◦ q̃(b)

)
Jg̃◦f̃◦q̃(b)db

= JeH◦g̃◦f̃◦q̃(b)db.

From Proposition 7.2.7 we have that expH ◦q̃ = q ◦ expG. Let z ∈ Cr. Then,
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expH ◦g̃ ◦ f̃ ◦ q̃(z) = expH(g̃(q̃(z) + c))

= expH(q̃(z) + c− (N − 1)a)

= expH(q̃(z))⊕ expH(c)⊕ expH(−(N − 1)a)

= q(expG(z))⊕ expH(c)⊕ expH(−(N − 1)a)

= f(q(expG(z)))⊕ expH(−(N − 1)a)

= g ◦ f ◦ q ◦ expG(z)

and so expH ◦g̃ ◦ f̃ ◦ q̃ = g ◦ f ◦ q ◦ expG . Therefore we have that,

eH ◦ g̃ ◦ f̃ ◦ q̃ = φH ◦ expH ◦g̃ ◦ f̃ ◦ q̃ = φH ◦ g ◦ f ◦ q ◦ expG

= φH ◦ g ◦ f ◦ q ◦ φ−1
G ◦ φG ◦ expG

= φH ◦ g ◦ f ◦ q ◦ φ−1
G ◦ eG.

Therefore,

JeH◦g̃◦f̃◦q̃(b) = JφH◦g◦f◦q◦φ−1
G ◦eG

(b)

= JφH◦g◦f◦q◦φ−1
G

(eG(b))JeG(b)

by Lemma 7.2.17. Putting this all together gives that,

ωeH ,a = JφH◦g◦f◦q◦φ−1
G

(eG(b))d(eG(b))− JφH◦g◦f◦q◦φ−1
G

(eG(b))JeG(b)db

= JφH◦g◦f◦q◦φ−1
G

(eG(b))
(
d(eG(b))− JeG(b)db

)
= JφH◦g◦f◦q◦φ−1

G
(eG(b))ωeG,b.

Hence VeH ,α ⊆ VeG,β, as required.

Corollary 7.3.5. Let G = Gmax(B/C) be of dimension n and let β ∈ GG be an

S-basis. Then VeG,β = WF(B/C).

Proof. By Lemma 7.2.21 we have that VeG,β ⊆ WF(C(β)/C) ⊆ WF(B/C). Let
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η ∈ WF(B/C). By definition η ∈ VeH ,α for some abelian variety H ∈ S of di-

mension r and α ∈ GH(B). By Lemma 7.3.2 there is an algebraic homomorphism

q : G→ H such that Nα − Tq(β) ∈ GH(C) for some integer N ≥ 1. By Lemma

7.3.4 we have that VeH ,α ⊆ VeG,β and so η ∈ VeG,β and WF(B/C) ⊆ VeG,β as

required.

In order to define this Gmax the fact that our base field C is DclF closed is

crucial as this allows us to use the Ax statement, Theorem 7.3.1. However this

reliance on C being DclF closed does cause a problem. Consider for example the

tower of fields C ⊆ A ⊆ B ⊆ C and suppose that C is DclF closed. Then we may

define the abelian varieties G = Gmax
B/C and S = Gmax

A/C and define and compare

their group rank. Using this construction we cannot define Gmax
B/A, as A may not

be DclF closed. However by using Poincaré’s reducibility theorem we can in fact

define Gmax
B/A in this case.

Lemma 7.3.6. Let C ⊆ A ⊆ B ⊆ C where C is DclF closed and suppose that

tr.degCB is finite. Let G = Gmax
B/C and S = Gmax

A/C. Then there is an abelian variety

S ′ ∈ S such that there is no abelian variety H in S with dimension greater than

dimS ′ such that there is a point γ ∈ GH(B) not in an A-coset of GK for any

proper subvariety K of H. Let β ∈ GG(B) and α ∈ GS(A) be S-bases for B/C

and A/C respectively. Then in fact G = S×S ′ and β = (α, α′) where α′ ∈ GS′(B)

is not in an A-coset of GH′ for any proper subvariety H ′ of S ′.

Also for any S ′′ ∈ S and ε ∈ GS′′(B) there is an algebraic homomorphism

q : S ′ → S ′′ and non-zero integer N such that Nε − Tq(α′) ∈ GS′′(A). In

particular the abelian variety S ′ is unique up to isogeny.

The abelian variety S ′ therefore satisfies all the properties of Gmax given in

Lemma 7.3.2 and so S ′ is defined to be Gmax
B/A. Recall that as the abelian varieties

G,S and S ′ are all in the set S they are therefore all defined over C.

Proof. Write n = dimG,m = dimS and r = n −m. As α ∈ GS(B) we have by

Lemma 7.3.4 that VeS ,α ⊆ VeG,β and so grkF(A/C) ≤ grkF(B/C). As α is an

S-basis it is not in a C-coset of H for any proper subvariety H of S. Therefore

by a repetition of the argument in the proof of Lemma 7.3.2 the algebraic homo-

morphism q : G→ S is surjective and so the abelian variety S is a quotient of G.

As S is defined up to isogeny and as up to isogeny quotients of abelian varieties

are abelian subvarieties we can assume that S is an abelian subvariety of G. If
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G = S we are done and so we may assume that S is a proper abelian subvariety

of G. By the Poincaré Reducibility Theorem, Theorem 7.2.11, applied over the

subfield C, there is a complementary abelian subvariety S ′ with dimS ′ = r such

that G is isogenous to S × S ′. By the definition of the set S, this S ′ is also in S.

We may write β = (α, α′) for some α′ ∈ GS′ . Now we show that S ′ is Gmax
B/A, in the

sense of the definition of Gmax given in the statement. This requires two steps,

the first of which is to show that there is no subvariety H of G with dimH > r

such that there is a γ ∈ GH(B) not in an A-coset of GK for any subvariety K of

H. Then it is shown that the point α′ is not in an A-coset of GH′ for any proper

subvariety H ′ of S ′.

Firstly suppose that there is an abelian variety H ∈ S, with dimH > r such

that there is a point γ ∈ GH(B) not in an A-coset of GK for any proper abelian

subvariety K of H. Consider (α, γ) ∈ GS×H(B). By the definition of α and γ

there is no proper abelian subvariety H ′ of S×H such that (α+c, γ+c′) ∈ GH′(B),

where (c, c′) ∈ GS×H(C). Hence by Lemma 7.3.2 there is a map q : G → S ×H
such that N(α, γ) = Tq(β) for some non-zero integer N . As γ is not in an A-

coset we have that pH(S × H) = H and as α is not in a C-coset we have that

pS(S × H) = S. Therefore qS = pS ◦ q and qH = pH ◦ q are surjective and so

q = (qS, qH) is surjective. So

dim(S ×H) ≤ dimG = m+ r < dimS + dimH = dim(S ×H),

a contradiction.

Now suppose that α′ is in an A-coset of GH′ for some proper subvariety H ′

of S ′. Then there is a′ ∈ GS′(A) such that α′ + a′ ∈ GH′(B). As H ′ is a proper

subvariety of S ′, by the Poincaré Reducibility Theorem there is a complementary

abelian subvariety H ′′ ∈ S such that S ′ is isogenous to H ′ × H ′′. So we may

assume that S ′ = H ′ × H ′′. Let a′ = (γ′, γ′′) and α′ = (δ′, δ′′). As α′ + a′ =

(δ′+ γ′, δ′′+ γ′′) ∈ GH′(B) we get that δ′′+ γ′′ = 0. Therefore as γ′′ is an A point

so is δ′′. By the maximality of S the point (α, δ′′) ∈ GS×H′′(A) is in a C-coset.

Therefore β = (α, δ′, δ′′) is in a C-coset, a contradiction.

Using the maximality of the abelian variety S ′ a simple reproduction of the

argument at the end of the proof of Lemma 7.3.2 gives the rest of the statement.

Now we consider WF(B/A) and give a version of Corollary 7.3.5 for WF(B/A).
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Remark 7.3.7. Let C ⊆ A ⊆ B ⊆ C be a tower of subfields where C is DclF

closed. Define WF(B/A) in the usual way as in Definition 7.1.8. Then we have

that WF(B/A) ' WF(B/C)/WF(A/C).

Lemma 7.3.8. Let G and H be abelian varieties with points α = (a, expG(a)) ∈
GG(B) and β = (b, expH(b)) ∈ GH(B). Then VeG×H ,(α,β) = VeG,α ⊕ VeH ,β.

Proof. Consider the varieties G and H and let α = (a, expG(a)) and β = (b,

expH(b)). By definition these are equipped with covers V1, . . . , VmG and V ∗1 , . . . ,

V ∗mH and atlases of charts f1, . . . , fmG and f ∗1 . . . , f
∗
mH

respectively. Then G×H
has a cover Vi×V ∗j and atlas of charts (fi, f

∗
j ) for i = 1, . . . ,mG and j = 1, . . . ,mH

respectively. In particular eG×H = (eG, eH).

Therefore differentiating (eG×H)l with respect to xi for l = 1, . . . ,mG and

i = mG + 1, . . . ,mG +mH gives zero as does differentiating (eG×H)l with respect

to xi for l = mG + 1, . . . ,mG +mH and i = 1, . . . ,mG. Hence for l = 1, . . . ,mG,

ω(eG×H)l,(a,b) = d((eG)l(a))−
mG∑
i=1

∂(eG)l
∂xi

(a)dai = ω(eG)l,a

and for l = mG + 1, . . . ,mG +mH

ω(eG×H)l,(a,b) = d((eH)l(b))−
mH∑
i=1

∂(eH)l
∂xi

(b)dbi = ω(eH)l,b

where k + mG = l for k = 1, . . . ,mH . Therefore the differential forms for eG×H

at (a, b) are simply the ones for eG at a and together with the ones for eH at b

respectively. Hence VeG×H ,(α,β) = VeG,α ⊕ VeH ,β, as required.

Lemma 7.3.9. Let C ⊆ A ⊆ B ⊆ C be a tower of subfields where C is DclF

closed and tr.degCB is finite. Let G = Gmax
B/C , S = Gmax

A/C and S ′ = Gmax
B/A and let

β, α and α′ be S-bases for B/C,A/C and B/A respectively. Then WF(B/A) is

isomorphic to VeS′ ,α′.

Proof. By Corollary 7.3.5, WF(B/C) = VeG,β and WF(A/C) = VeS ,α. We may

take G to be S × S ′ and β to be (α, α′). By Lemma 7.3.8, we have that

VeS×S′ ,(α,α′) = VeS ,α ⊕ VeS′ ,α′ and so

WF(B/A) ' WF(B/C)/WF(A/C) = VeG,β/VeS ,α ' VeS′ ,α′

as required.
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Definition 7.3.10. Let C ⊆ B ⊆ C be subfields and C be DclF closed. Then the

group rank grkF(B/C) is defined to be the dimension of VeG,β. The predimension

of B over C is defined to be

δF(B/C) := tr.degCB − grkF(B/C).

Remark 7.3.11. Therefore in particular if G = Gmax(B/C) and β ∈ GG is an

S-basis we have that dimWF(B/C) = grkF(B/C). Consider a tower of subfields

C ⊆ A ⊆ B ⊆ C where C is DclF -closed and tr.degCB is finite. Then we may

define G = Gmax
B/C and S = Gmax

A/C and S-bases β ∈ GG(B) and α ∈ GS(A) for B/C

and A/C respectively. As α ∈ GS(B) Lemma 7.3.4 gives that VeS ,α ⊆ VeG,β and

by the definition of the group rank we have that grkF(A/C) ≤ grkF(B/C).

Now we show that the group rank is upper semi-modular and the predimension

is submodular on the lattice of algebraically closed fields.

Lemma 7.3.12. Let B1, B2 ⊆ C be algebraically closed field extensions of C with

finite transcendence degree over C. Let B0 = B1 ∩ B2 and B3 = (B1 ∪B2)
alg

.

Then,

grkF(B0/C) + grkF(B3/C) ≥ grkF(B1/C) + grkF(B2/C)

and

δF(B0/C) + δF(B3/C) ≤ δF(B1/C) + δF(B2/C)

Proof. As transcendence degree is submodular we need only show that the group

rank is upper semi-modular and then apply the definition of the predimension

to complete the proof. For i = 1, 2, 3, 4 let Gi = Gmax
Bi/C

and let βi be an S-basis

for Bi/C for all i = 1, 2, 3, 4. Consider (β1, β2) ∈ GG1×G2 . Clearly (β1, β2) ∈
GG1×G2(B3). By Lemma 7.3.4,

dimVeG1×G2
,(β1,β2) ≤ dimVeG3

,β3 .

By Lemma 7.3.8 we have that

dimVeG1
,β1 + dimVeG2

,β2 = dimVeG1×G2
,(β1,β2).

Therefore,
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dimVeG1
,β1 + dimVeG2

,β2 ≤ dimVeG3
,β3

≤ dimVeG3
,β3 + dimVeG0

,β0

as required.

Remark 7.3.13. Let A1 and A2 be finite sets of pairwise non-isogenous simple

abelian varieties and suppose that A1 ⊆ A2. Then as in Definition 7.2.13 we

can construct sets of basic abelian varieties B1 and B2 and similarly we may use

Definition 7.2.14 to construct sets of abelian varieties S1 and S2. Each of these

sets has an associated set of exponential maps F1 and F2 as in Definition 7.2.16.

It is clear from this construction that B1 ⊆ B2,S1 ⊆ S2 and F1 ⊆ F2.

Let G1 = Gmax
S1,B/C and G2 = Gmax

S2,B/C and also let β1 be an S1-basis for B/C

and β2 be an S2 basis for B/C respectively. By Lemma 7.3.2 there is an alge-

braic homomorphism q : G2 → G1 such that Nβ1 − Tq(β2) ∈ GG1(C) for some

integer N ≥ 1 and as β1 does not lie in a C-coset of GH for any abelian sub-

variety of G1 we have that q is surjective and therefore G1 is a quotient of G2.

This quotient is isogenous to an abelian subvariety and as Gmax is defined up

to isogeny we may take G1 to be an abelian subvariety of G2. Also as S1 ⊆ S2

and β1 is a B-point then by Lemma 7.3.4 we have that VeG1
,β1 ⊆ VeG2

,β2 and

in particular grkF1
(B/C) ≤ grkF2

(B/C). However it is not possible in gen-

eral to compare the predimensions δF1(B/C) and δF2(B/C). Similarly for a

chain of subfields C ⊆ A ⊆ B we know that grkF(A/C) ≤ grkF(B/C) and

tr.degCA ≤ tr.degCB. However it is also not possible to compare the predimen-

sions δF(A/C) and δF(B/C) in general.

We now consider extensions A ⊇ C where these predimensions can be com-

pared, for any extension B of the subfield A. Such extensions A are called self-

sufficient.

Definition 7.3.14. Let A be as above. Then A is said to be self-sufficient if

for every B ⊇ A where B ⊆ C and tr.degCB is finite we have that δF(A/C) ≤
δF(B/C).

Now we give an alternative condition for self-sufficiency for algebraically closed

A. This uses the submodularity of the predimension.
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Lemma 7.3.15. Let C ⊆ A ⊆ C, where C is DclF closed and tr.degCA is finite.

Also assume that A is algebraically closed. Then A is self-sufficient if and only if

for all C ⊆ X ⊆ C, with X algebraically closed and tr.degCX is finite, we have

that δF(X ∩ A) ≤ δF(X).

Proof. Firstly we suppose that A is self-sufficient and let X be as given. By

the self-sufficiency of A we have that δF(A) ≤ δF((X ∪ A)
alg

). Also by the

submodularity of the predimension, (Lemma 7.3.12)

δF(X ∩ A) + δF((X ∪ A)
alg

) ≤ δF(A) + δF(X).

Putting these together gives that

δF(X)− δF(X ∩ A) ≥ δF((X ∪ A)
alg

)− δF(A) ≥ 0

and so δF(X ∩ A) ≤ δF(X) as required.

For the converse suppose that δF(X∩A) ≤ δF(X) for all algebraically closedX

and let A ⊆ Y for some Y ⊆ C. Let X = acl(Y ). Then X∩A = A and so δF(A) ≤
δF(X) by our assumption. Also by definition we have that tr.degCY = tr.degCX

and grkF(X/C) ≥ grkF(Y/C) and therefore δF(X) ≤ δF(Y ) as required.

Lemma 7.3.16. Let C ⊆ C be DclF -closed and I be a non-empty index set.

For all i in I suppose that Bi are subfields of C that contain C and have finite

transcendence degree over C and are also algebraically closed and self sufficient.

Then
⋂
i∈I Bi is self-sufficient.

Proof. This intersection is also algebraically closed and so we use the previous

lemma. Let X ⊆ C be algebraically closed and suppose that tr.degCX is finite.

Every time a Bi is added to the intersection, either the transcendence degree goes

down or the intersection does not change. Therefore we have a finite subset I0 ⊆ I

such that X ∩
⋂
i∈I Bi = X ∩

⋂
i∈I0 Bi. Hence we can consider finite intersections

and so binary intersections B1 ∩B2 say. By the self-sufficiency of B1 and B2 and

Lemma 7.3.15 we get that

δF(X ∩ (B1 ∩B2)) = δF((X ∩B1) ∩B2) ≤ δF(X ∩B1) ≤ δF(X).
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Definition 7.3.17. Let C ⊆ A ⊆ C with tr.degCA is finite. The hull of A,

denoted dAeF , is the intersection of all algebraically closed and self-sufficient

B ⊆ C such that A ⊆ B and tr.degCB is finite.

Lemma 7.3.18. Let C ⊆ A ⊆ C with tr.degCA is finite. Then dAeF has finite

transcendence degree over C.

Proof. Let B vary over all algebraically closed extensions of A that are of finite

transcendence degree. Then the predimension δF(B/C) takes values in N and

therefore there is a least such value for this predimension. In particular the ex-

tension B where δF(B/C) takes this smallest value is self-sufficient by definition.

Therefore self-sufficient extensions exist and we may take the intersection of all

the algebraically closed self-sufficient extensions which has finite transcendence

degree as required.

Lemma 7.3.19. Let C ⊆ B ⊆ C be fields where C is DclF closed and tr.degCB

is finite. Then

δF(B/C) ≥ dimF(B/C).

Proof. From Corollary 7.3.5 we know that grkF(B/C) = dimWF(B/C). So we

have that,

δF(B/C) = tr.degCB − grkF(B/C)

= dim Ω(B/C)− dimWF(B/C)

= dim ΩF(B/C)

by the definition of ΩF(B/C), and Lemma 7.1.12 we have that

dim ΩF(B/C) ≥ dimF(B/C).

Now consider the fields C ⊆ A ⊆ C where C is DclF closed and tr.degCA

is finite. Let B = dAeF . Then as dimF(B/C) ≥ dimF(A/C) we can apply

the previous lemma to get that δF(B/C) ≥ dimF(A/C). Now we would like to

show the reverse inequality. This is done by showing that every derivation in

DerF(B/C) may be extended to one in DerF(C/C).
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Consider two extensions A ⊆ B of some DclF closed subfield C of C. Also

suppose that tr.degCB is finite and A is self-sufficient over C. The difference

tr.degCB−tr.degCA is also finite. As A is self-sufficient the difference δF(B/C)−
δF(A/C) is at least zero. We shall now show that it is possible to reduce to the

case where this difference is zero or one providing that B is also self sufficient over

C and is algebraically closed. We also show that any F -derivation on A can be

extended to one on B in each of these cases. This involves an analogue of Lemma

6.4 and Propositions 6.5 and 6.6 in [21] and the argument is similar. Firstly we

recall some details on Gmax and the associated space of differential forms.

Remark 7.3.20. Let C ⊆ C be DclF closed and suppose that C ⊆ A ⊆ B ⊆ C.

Then there are abelian varieties in S associated to the field extensions B/C,A/C

and B/A. These are Gmax
B/C , G

max
A/C and Gmax

B/A as defined in Lemmas 7.3.2 and 7.3.6

and throughout the rest of this section these are denoted G,S and S ′ respectively.

By Lemmas 7.3.2 and 7.3.6 each of these abelian varieties is equipped with a

certain point on the graph of its exponential map known as an S-basis. Let β, α

and α′ be S-bases of B/C,A/C and B/A respectively. These S-bases are points

in GG(B),GS(A) and GS′(B) respectively.

Using the work in Section 7.2 one may define the space of differential forms

associated to each of these S-bases. The spaces of differential forms associated

to the exponential maps of G,S and S ′ evaluated at β, α and α′ respectively are

denoted by VeG,β,VeS ,α and VeS′ ,α′ respectively. Finally the abelian variety G is

isogenous to S × S ′ via an isogeny whose induced map from GG to GS×S′ sends β

to (α, α′). As G is only defined up to isogeny we may assume that G is in fact

S × S ′ and β = (α, α′).

Lemma 7.3.21. Let C ⊆ A ⊆ B ⊆ C where C is DclF closed and both A and B

are self-sufficient over C. Also suppose that B is algebraically closed with finite

transcendence degree over C. Then there is an ordinal λ and a chain of subfields

(Aα)α≤λ such that A0 = A and Aλ = B and

1. for each α ≤ λ either δF(Aα+1/C)− δF(Aα/C) = 1 and tr.degAαAα+1 = 1

or δF(Aα+1/C)− δF(Aα/C) = 0.

2. If 0 ≤ α ≤ λ then Aα is self-sufficient over C.

Proof. Enumerate B as (bα)α<λ for some limit ordinal λ and assume inductively

that we have Aβ for β < α satisfying both of the conditions in the statement and

such that bγ ∈ Aβ whenever γ < β. If α is a limit we take Aα =
⋃
β<αAβ.
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Now we suppose that α is a successor say α = γ + 1. If there is some field

extension F ⊆ B of Aγ that contains bγ such that δF(F/C)− δF(Aγ/C) = 0 then

we take Aα to be F . Otherwise take Aα to be the algebraic closure of Aγ ∪ {bγ}.
As Aγ is self sufficient over C we have that δF(Aα/C) − δF(Aγ/C) ≥ 0 and as

this difference is not zero we have that

tr.degAγAα − (grkF(Aα/C)− grkF(Aγ/C)) ≥ 1.

By Remark 7.3.11 we have that grkF(Aγ/C) ≤ grkF(Aα/C) and so

0 ≤ grkF(Aα/C)− grkF(Aγ/C) + 1 ≤ tr.degAγAα = 1.

Therefore grkF(Aα/C)− grkF(Aγ/C) = 0 and

δF(Aα/C)− δF(Aγ/C) = tr.degAγAα = 1

as required. It remains to be shown that Aα is self-sufficient over C. Suppose for

a contradiction that there is some field extension K of Aα such that tr.degCK is

finite and δF(K/C) < δF(Aα/C). Suppose that K ⊆ B. As Aγ is self-sufficient

over C we have that

δF(Aγ/C) ≤ δF(K/C) < δF(Aα/C)

and so

0 ≤ δF(K/C)− δF(Aγ/C) < δF(Aα/C)− δF(Aγ/C).

By construction we have that δF(Aα/C)− δF(Aγ/C) is 0 or 1. If δF(Aα/C)−
δF(Aγ/C) = 0 then we have that 0 < 0, a contradiction. If δF(Aα/C) −
δF(Aγ/C) = 1 then δF(K/C)− δF(Aγ/C) = 0 and K is a field extension F ⊆ B

containing bγ such that tr.degAγF is finite and δF(F/C) − δF(Aγ/C) = 0. But

by construction there is no such F and so we again have a contradiction and

Aα is self-sufficient over C as required. Now suppose that K is not contained in

B. We show that we may reduce to the above case. By Remark 7.3.11 we have

that grkF(K/C) ≤ grkF(K
alg
/C). As tr.degCK = tr.degCK

alg
we have by the

definition of the predimension that δF(K
alg
/C) ≤ δF(K/C) and so

δF(Aγ/C) ≤ δF(K
alg
/C) < δF(Aα/C).
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As B is self-sufficient and algebraically closed we have by Lemma 7.3.15 that

δF(K
alg ∩B/C) ≤ δF(K

alg
/C) and so

δF(Aγ/C) ≤ δF(K
alg ∩B/C) < δF(Aα/C),

where the inequality on the left continues to hold by the self-sufficiency of Aγ.

Therefore by a repetition of the argument in the previous case we have a contra-

diction as required.

Proposition 7.3.22. Let C ⊆ A ⊆ B be subfields of C and assume that tr.degCB

is finite and that both A and B are self-sufficient over C. Also suppose that

δF(B/C) = δF(A/C) and let ∂ ∈ DerF(A/C). Then ∂ extends uniquely to

∂′ ∈ DerF(B/C).

Proof. Let ∂ ∈ DerF(A/C). Let Ω(B/∂) be the quotient of Ω(B/C) by relations∑
aidbi = 0 for ai, bi ∈ A such that

∑
ai∂bi = 0. Note that this includes relations

of the form η = 0 for all η ∈ WF(A/C). We have the chain of quotient maps

Ω(B/C) � Ω(B/∂) � Ω(B/A),

which induces the chain

WF(B/C) � WF(B/∂) � WF(B/A)

where WF(B/∂) is defined to be the image of WF(B/C) under this quotient

map. Now define Der(B/∂) = {η ∈ Der(B/C) : (∃λ ∈ B)[η|A = λ∂]}, a B-vector

subspace of Der(B/C) that is the dual of Ω(B/∂). Hence we have a sequence

dual to the one above, given by inclusion maps. Namely,

Der(B/A) ↪→ Der(B/∂) ↪→ Der(B/C).

Now we define DerF(B/∂) = Der(B/∂) ∩ DerF(B/C). As noted in Section

7.1 the set of F -derivations DerF(B/A) is isomorphic to the dual of ΩF(B/A)

and so DerF(B/A) is isomorphic to Ann(WF(B/A)). Similarly we have that

DerF(B/C) ' Ann(WF(B/C)). Therefore DerF(B/∂) is isomorphic to the in-

tersection of Ann(WF(B/C)) and the dual of Ω(B/∂), which are subspaces of

Der(B/C). A derivation in this intersection is a linear functional on Ω(B/∂) that

vanishes on WF(B/C). More precisely this is a linear functional on Ω(B/∂) that
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vanishes on the image of WF(B/C) in Ω(B/∂). By definition this is an element

of Ann(WF(B/∂)) and so this intersection is contained in Ann(WF(B/∂)). Now

let δ ∈ Ann(WF(B/∂)). By definition δ is a linear functional on Ω(B/∂), an

element of Der(B/∂), that vanishes on the image of WF(B/C) in Ω(B/∂) and so

by definition δ ∈ DerF(B/C). Therefore δ ∈ DerF(B/∂) and so DerF(B/∂) '
Ann(WF(B/∂)).

As noted in Remark 7.3.20 we let G = Gmax
B/C , S = Gmax

A/C and S ′ = Gmax
B/A

and let β, α and α′ be S-bases for B/C,A/C and B/A respectively. Also let

dimVeG,β = n, dimVeS ,α = m and dimVeS′ ,α′ = r. We can take G = S × S ′

and β = (α, α′). By Corollary 7.3.5 and Lemma 7.3.8 we can take WF(B/C) =

VeS×S′ ,(α,α′) = VeS ,α⊕VeS′ ,α′ andWF(A/C) = VeS ,α. Recall from Remark 7.3.7 that

WF(B/A) ' WF(B/C)/WF(A/C) and so WF(B/A) ' VeS′ ,α′ . By a repetition

of the argument in the proof of Lemma 7.3.8 we can see that if we consider a

basis for VeS ,α and a basis for VeS′ ,α′ coming from the differential forms associated

to S and S ′ and the points α and α′ respectively then the union of these bases

forms a basis for WF(B/C). We denote these bases by η1(α), . . . , ηm(α) and

ξ1(α′), . . . , ξr(α
′) respectively. We denote the images of ξk(α

′) in Ω(B/∂) and

Ω(B/A) by ξ̃k(α
′) and ξ̂k(α

′) respectively for all k = 1, . . . , r. The corresponding

images of η1(α), . . . , ηm(α) vanish. As VeS′ ,α′ ' WF(B/A) the images ξ̂k(α
′) form

a basis for the quotient WF(B/A) and so are linearly independent. Therefore

their preimages ξ̃k(α
′) are linearly independent in Ω(B/∂) and we denote their

span by W ⊆ WF(B/∂), where dimW = dimWF(B/A). As the images of

η1(α), . . . , ηm(α) in Ω(B/∂) vanish it is clear that W = WF(B/∂).

By Remark 7.3.7 it is clear that

dimWF(B/A) = dimWF(B/C)− dimWF(A/C).

As DerF(B/A) is isomorphic to Ann(WF(B/A)) we have that

dim DerF(B/A) = dim Ω(B/A)−dimWF(B/A) = dim Der(B/A)−dimWF(B/A)

and this together with the fact that dim Der(B/A) = tr.degAB gives that,
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dim DerF(B/A) = dim Der(B/A)− dimWF(B/A)

= tr.degAB − (dimWF(B/C)− dimWF(A/C))

= tr.degCB − tr.degCA− (grkF(B/C)− grkF(A/C))

= tr.degCB − grkF(B/C)− (tr.degCA− grkF(A/C))

= δF(B/C)− δF(A/C)

= 0.

Therefore DerF(B/A) = {0}. If ∂ = 0 then DerF(B/∂) = DerF(B/A) and the

derivation ∂ will only extend to the zero derivative on B.

If ∂ 6= 0 we may choose some a ∈ A \ C such that ∂a = 1. By the above

chain of quotient maps we have that Ω(B/A) is the image of Ω(B/∂) under some

quotient map. We now show exactly which relations we must quotient Ω(B/∂)

by in order to obtain Ω(B/A). It is clear that Ω(B/A) is obtained by quotienting

out Ω(A/C) from Ω(B/C). Here we wish to show what else must be quotiented

from Ω(B/∂) in order to obtain Ω(B/A). Note that for any ω ∈ Ω(A/C) we may

write ω =
∑
bidai where ai, bi ∈ A. Consider

∑
bi∂ai which by definition equals

k for some k ∈ A. From the construction of Ω(B/∂) we may assume that k is

non-zero. Then we have that

∑ bi
k
∂ai = 1 = ∂a.

Therefore as ω was arbitrary we can see that quotienting Ω(B/∂) by the

relation da = 0 gives Ω(B/A) and so dim Ω(B/∂) ≤ Ω(B/A) + 1 and therefore

dim Der(B/∂) ≤ dim Der(B/A) + 1. However ∂ does extend to B as a field

derivation by Theorem 5.1 in Chapter 8 of [24] and therefore dim Der(B/∂) ≥
dim Der(B/A) + 1 and so

dim Der(B/∂) = dim Der(B/A) + 1.

As dim(WF(B/∂)) = dimW = dim(WF(B/A)) and dim Der(B/A) =

tr.degAB we have that,
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dim DerF(B/∂) = dim Der(B/∂)− dimWF(B/∂)

= tr.degAB + 1− dimWF(B/A)

= δF(B/C)− δF(A/C) + 1

= 1.

Therefore there is some η in DerF(B/∂) not in DerF(B/A). This η is unique up

to scalar multiplication. So η|A = λ∂ for some non-zero λ and therefore λ−1η is

the unique element of DerF(B/C) that extends ∂ as required.

Proposition 7.3.23. Suppose that C ⊆ A ⊆ B ⊆ C are subfields of C where B is

algebraically closed and tr.degCB is finite and both A and B are self-sufficient over

C and tr.deg(B/A) = δF(B/C)−δF(A/C) = 1. Let b ∈ B be transcendental over

A and let ∂ ∈ DerF(A/C). Then for each c ∈ B, the derivation ∂ extends uniquely

to ∂′ ∈ DerF(B/C) such that ∂′b = c. In particular there is ∂′ ∈ DerF(B/A)

such that ∂′b = 1.

Proof. Again by Theorem 5.1 in Chapter 8 of [24] we have that the derivation

∂ ∈ DerF(A/C) extends uniquely to ∂′ ∈ Der(B/C) such that ∂′b = c. As

tr.deg(B/A) = δF(B/C)− δF(A/C) = 1 we have that grkF(B/C) = grkF(A/C).

By Corollary 7.3.5 dimWF(B/C) = dimWF(A/C) and so dimWF(B/A) = 0.

Therefore Der(B/A) = DerF(B/A) and so ∂′ ∈ DerF(B/C) as required.

Corollary 7.3.24. Let C ⊆ B ⊆ C and ∂ be as before and let B′ be a field

extension of B such that tr.degCB
′ is finite and B′ is algebraically closed and

is self-sufficient over C. Then ∂ can be extended uniquely to a derivation in

DerF(B′/C).

Proof. This follows from combining the previous two propositions with Lemma

7.3.21.

Lemma 7.3.25. Let C ⊆ A ⊆ C be subfields where C is DclF closed and tr.degCA

is finite. Then,

δF(dAe/C) = dimF(dAe/C).
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Proof. Let B = dAe. This is equivalent to showing that the natural map from

ΩF(B/C) to ΩF(C/C) is injective. For if this map is injective then the function

defined from ΩF(B/C) to the image of this natural map in ΩF(C/C) is a bijection.

By part 1 of Lemma 7.1.12 we have that the dimension of this image is equal to

dimF(B/C) and so we have that

δF(B/C) = dim ΩF(B/C) = dimF(B/C).

That the natural map from ΩF(B/C) to ΩF(C/C) is injective is in turn equivalent

to showing that any derivation in DerF(B/C) may be extended uniquely to one

in DerF(C/C), which we now show. Let ∂ ∈ DerF(B/C) and let b ∈ C and

consider B′ = dB(b)eF , which is algebraically closed and self-sufficient over C

by definition. Then by the previous corollary ∂ may be extended uniquely to

an F -derivation on B′. Now suppose that B′′ is some other algebraically closed

extension of B containing b that is self-sufficient and has finite transcendence

degree over C. Then ∂ may be extended uniquely to an F -derivation on B′′. By

uniqueness these derivations agree at b and so ∂ may be extended uniquely to a

derivation in DerF(C/C) as required.

Before stating the penultimate proposition in this section we give some nota-

tion. For i = 1, 2, 3 we write Dcli for DclFi , δi for δFi and so on.

Proposition 7.3.26. Let S1 and S2 be sets of abelian varieties in the sense of

Definition 7.2.14 such that S1 ⊆ S2. Let C ⊆ C be a Dcl2 closed subfield and let

a ∈ Cd be a tuple that is Dcl2-independent over C. Suppose b ∈ Dcl1(Ca) and let

B = dCabe1. Then we have that B = dCabe2 and Gmax
1,B/C = Gmax

2,B/C.

Proof. Let A = C(a)alg. As a is Dcl2-independent it is immediate that dim2(A/C)

= d and so dim1(A/C) = d. As b is in the Dcl1 closure of Ca it is clear that

dim1(B/C) = d. Finally as the quantity dimF(X/C) is monotone increasing in

X and monotone decreasing in F then we have that dim2(A/C) ≤ dim2(B/C) ≤
dim1(B/C) and so

dim2(B/C) = d. (7.3)

By Lemma 7.3.25,

dim1(B/C) = δ1(B/C) = tr.degCB − grk1(B/C)
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and so grk1(B/C) = tr.degCB − d. As a is Dcl2-independent we have that

tr.degCA = d. Hence by Lemma 7.3.19

δ2(A/C) = tr.degCA− grk2(A/C) ≥ dim2(A/C).

Therefore d−grk2(A/C) ≥ d and so grk2(A/C) ≤ 0. In particular, grk2(A/C)

= 0 and therefore δ2(A/C) = d. Now take any extension A′ of A. By definition

dim2(A′/C) ≥ dim2(A/C) = d and again by Lemma 7.3.19

δ2(A′/C) ≥ dim2(A′/C) ≥ d = δ2(A/C)

and therefore A is F2 self-sufficient. In particular δ2(B/C) ≥ δ2(A/C) = d. In

other words,

tr.degCB − grk2(B/C) ≥ d = tr.degCB − grk1(B/C)

and so grk2(B/C) ≤ grk1(B/C). As S1 ⊆ S2 we know from Remark 7.3.13 that

grk1(B/C) ≤ grk2(B/C) and so grk1(B/C) = grk2(B/C). Therefore by definition

dimVeG1,β1
= dimVeG2,β2

and δ1(B/C) = δ2(B/C).

By Remark 7.3.13, G1 = Gmax
1,B/C is an abelian subvariety of G2 = Gmax

2,B/C . Sup-

pose that this is a proper abelian subvariety. Then there is an abelian subvariety

G′1 such that G1×G′1 ∼ G2 and as G2 is defined up to isogeny we may take G2 to

be G1 × G′1 and β2 to be (β1, β
′
1) for some β′1 ∈ GG′1(B), which is not a C-point.

By Lemma 7.3.8 we have that

dimVeG1,β1
= dimVeG2,β2

= dimVeG1,β1
+ dimVeG′1,β′1

and so dimVeG′1,β′1 = 0 and β′1 is a C-point, a contradiction. Therefore Gmax
1,B/C

and Gmax
2,B/C are equal.

It remains to be shown that B = dCabe2. Let B′ = dCabe2, firstly we show

that B′ ⊆ B, by showing that B is F2 self-sufficient. Suppose for a contradiction

that B is not F2 self-sufficient. Then there is some L ⊇ B such that δ2(L/C) <

δ2(B/C) = δ1(B/C). By Lemma 7.3.19 we have that dim2(L/C) ≤ δ2(L/C) and

by Lemma 7.3.25 we have that δ1(B/C) = dim1(B/C) = d. This together with

(7.3) gives that
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dim2(L/C) < dim2(B/C).

We know that dimiX is increasing in X, in particular

dim2(B/C) ≤ dim2(L/C)

and so dim2(L/C) < dim2(L/C), a contradiction.

Now we show that Gmax
1,B′/C = Gmax

2,B′/C . Let G = G2 = Gmax
2,B/C and S = Gmax

2,B′/C

and let β and α be S-bases for B/C and B′/C respectively. Then β ∈ GG(B)

and α ∈ GS(B′) ⊆ GS(B). Let dimG = n. Then by the maximality of G there

is a proper abelian subvariety J ⊆ G × S such that (β, α) is in a C-coset of GJ .

Furthermore J has dimension at most n. Let (γ1, γ2) ∈ GG×S(C) be such that

(β, α)− (γ1, γ2) ∈ GG×S and write β̃ = β − γ1 and α̃ = α− γ2. Then β̃ does not

lie in a C-coset of GH for any H ⊆ G.

Consider the projection p : J → G, then p(J) = G and so dim(J) = dimG =

n. As p is an isogeny there is an isogeny p′ : G → J such that the composition

p′ ◦ p : J → J = [m] the multiplication by m map on J , where m is some

integer. Let q′ : J → S be the projection. Then there is an m ∈ Z such that

q = q′ ◦ p′ : G→ S and Tq(β̃) = mα̃.

We claim that q is surjective. Let Sq = Im(q) ⊆ S. As mα̃ ∈ GSq and GSq is

divisible we have that α̃ ∈ GSq . Hence α ∈ GSq + γ2 and so α is in a C-coset of

the subgroup Sq ⊆ S. Hence by the definition of α we have that Sq = S.

As G1 = G2 we have that G ∈ S1 and so by Remark 7.2.15 we have that

S ∈ S1 and therefore the pair (α, S) is among those considered in the construction

of Gmax
1,B′/C . As S has maximal dimension since S = Gmax

2,B′/C this maximum is S.

Therefore S = Gmax
1,B′/C (up to isogeny).

Finally we show that B ⊆ B′. It suffices to show that B′ is F1 self-sufficient.

Suppose for a contradiction that B′ is not F1 self-sufficient, then there is some

L ⊇ B′ such that δ1(L/C) < δ1(B′/C). Let β′1 be an S1 basis for B′/C and let

β′2 be an S2-basis for B′/C. Then as we have shown that Gmax
1,B′/C = Gmax

2,B′/C we

have β′1 = β′2 and so VeG′1 ,β
′
1

= VeG′2 ,β
′
2
. Therefore, grk1(B′/C) = grk2(B′/C) and

δ1(B′/C) = δ2(B′/C). Hence,

δ2(L/C) ≤ δ1(L/C) < δ1(B′/C) = δ2(B′/C),

which contradicts B′ being F2 self-sufficient. Therefore B = B′ as required.
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Consider two sets of non-isogenous simple abelian varieties {G1, . . . , Gr} and

{H1, . . . , Hs}. In Section 7.2 we saw that we can build basic sets of abelian va-

rieties denoted B1 and B2 say. Using Definition 7.2.14 one can construct sets

of abelian varieties S1 and S2 say. Here we do not assume that S1 ⊆ S2. In

Section 7.2 the corresponding sets of functions F1 and F2 were also defined.

Let F be the set of functions given by composing the exponential maps for

G1, . . . , Gr, H1, . . . , Hs with their corresponding charts. Then CB3 denotes the set

of complex numbers definable without parameters in RPR(F). Let B3 be the set of

basic abelian varieties arising from the union of {G1, . . . , Gr} and {H1, . . . , Hs}
as in Definition 7.2.13 and let S3 = S(B3) be the corresponding set of abelian

varieties as in Definition 7.2.14 and also let F3 = F(B3) be the corresponding set

of exponential maps.

Proposition 7.3.27. Let S1 and S2 be sets of abelian varieties as described above

and let S0 = S1∩S2. Let S3 denote the set of abelian varieties as is also described

above.

Let C ⊆ C be a Dcl3-closed subfield and a ∈ Cd be Dcl3-independent over C.

Then Dcl1(C, a) ∩ Dcl2(C, a) = Dcl0(C, a).

Proof. It is clear that Dcl0(C, a) ⊆ Dcl1(C, a) ∩ Dcl2(C, a). Let b be a point in

Dcl1(C, a) ∩Dcl2(C, a). We must show that b ∈ Dcl0(C, a).

Let B = dCabe1. As S1 and S2 are both contained in S3 we have by the pre-

vious proposition that B = dCabe3 = dCabe2. In particular Gmax
1,B/C = Gmax

3,B/C =

Gmax
2,B/C and so Gmax

3,B/C ∈ S0. Let β3 be an S3-basis for B/C. Therefore the

pair (Gmax
3,B/C , β3) is among those considered in the construction of Gmax

0,B/C and as

Gmax
3,B/C has maximal dimension Gmax

0,B/C = Gmax
3,B/C . Therefore VeG3

,β3 = VeG0
,β0 and

so δ3(B/C) = δ0(B/C) = d and therefore dim0(b/C, a) = 0. Hence b ∈ Dcl0(C, a)

as required.

7.4 Proof of Theorem 7.0.2

Theorem 7.4.1. Let S1 and S2 be sets of abelian varieties as in Definition 7.2.14

with corresponding sets of exponential maps F1 and F2. Let F0 = F1 ∩ F2 and

let U ⊆ Cn be an open subset and also let f : U → C be a holomorphic function.
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Suppose that f is locally definable with respect to F1 and F2. Then f is locally

definable almost everywhere in U with respect to F0.

Proof. We denote F1∪F2 by F3. Let C be a countable subfield of C that contains

CB3 , where CB3 is as described above Proposition 7.3.27. Then C contains all the

parameters needed to define f with respect to both F1 and F2. Assume that C

is also hcl3 closed.

Let a ∈ U be an hcl3 generic point over the subfield C and denote f(a)

by b. By Wilkie’s fact, namely Fact 7.1.10 we have that for i = 1, 2, 3, 4 the

pregeometries hcli and Dcli coincide. As f can be locally defined with respect to

F1 and F2 we have that b ∈ hcl1(C(a)) ∩ hcl2(C(a)). Therefore by Proposition

7.3.27 the point b is in hcl0(C(a)).

The set of all points X ⊆ U not hcl3 generic over C has measure 0. Therefore

the set of all points X ⊆ U not hcl0 generic over C also has measure 0. Applying

Proposition 7.1.6 with the set of functions F0 gives us that the set U ′ = {a ∈ U :

f is locally definable at a} is open in U and U \ U ′ has measure 0. Therefore f

is locally definable almost everywhere with respect to F0 as required.

Now we are in a position to prove Theorem 7.0.2. The proof of this theorem

follows that of Theorem 7.0.1, which is Theorem 1.2 in [21]. Here Theorem 7.4.1

takes the place of Theorem 7.2 in that paper. Before giving the proof, we state

some facts from o-minimality that are needed. These are Proposition 8.1 and

Lemmas 8.2 and 8.3 in [21].

Proposition 7.4.2. Suppose that F is a collection of holomorphic functions.

If f : U → R is an analytic function definable in the structure RPR(F), on U ,

an open subset of Rn, then there exists an RPR(F)-definable subset X of U of

dimension at most n− 1, an open subset W of Cn with W ∩Rn = U \X and an

RPR(F)-definable holomorphic F : W → C such that F |U\X = f.

Lemma 7.4.3. Suppose that R is an expansion of R in which every definable set

is also definable in Ran. Then R has analytic cell decomposition.

Lemma 7.4.4. Suppose that C ⊆ Rn is an analytic cell definable in an o-minimal

expansion of R. Then there an open analytic cell U ⊆ Rn such that C ⊆ U and

an analytic retraction θ : U → C which are definable in the structure (R, C).

Proof of Theorem 7.0.2. Recall that G and H are abelian varieties with associ-

ated sets of exponential maps FG and FH and that FG ∩ FH = ∅. Suppose that
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X ⊆ Rn is definable in both RPR(FG) and RPR(FH). In the structure (R, X) there

is an analytic cell decomposition of X by Lemma 7.4.3. This is also an analytic

cell decomposition in both RPR(FG) and RPR(FH) and it is therefore sufficient to

prove the theorem in the case where the set X is an analytic cell. This is done

by induction on n and the n = 1 case is trivial.

Now consider the case where X = gr(f) where f : X ′ → R for an analytic

cell X ′ ⊆ Rn−1. By induction X ′ is a semialgebraic cell. By Lemma 7.4.4 there

is a subset U ′ ⊆ X ′ and an analytic retraction θ : U ′ → X ′, which is definable

in the structures RPR(FG) and RPR(FH). Therefore the function f ◦ θ : U ′ → R
is both analytic and definable in the structures RPR(FG) and RPR(FH). Hence the

holomorphic extension of f ◦ θ to some open W ⊆ C, denoted g, is definable in

the structures RPR(FG) and RPR(FH) by Proposition 7.4.2. As F0 = FG ∩FH = ∅
we have RPR(F0) = R and so by Theorem 7.4.1 some restriction of g to an open

set is definable in R and is therefore a semialgebraic function. However g is

holomorphic and so it is in fact an algebraic function as are f ◦ θ and f . Hence

X is a semialgebraic cell as required.

Now consider the case where X = (f, g)X′ for some analytic cell X ′ ⊆ Rn−1.

By the previous case the functions f and g are semialgebraic on X ′ and therefore

X is also semialgebraic as required.



Chapter 8

Conclusion

Throughout this thesis we have seen various definability results for restrictions of

some transcendental functions and the exponential maps of abelian varieties. The

results in the first few chapters adapt essentially the same method of Bianconi

used in [5] and [6]. To finish this thesis we give a discussion on the ways that

some of these results could have been proved differently and discuss potential

further results that I will consider in future work.

Firstly we consider the definability results discussed in Chapters 3,4 and 6 and

observe that these results could all have been proved in a different way, although

this does not significantly affect the structure of the proofs. More precisely, in-

stead of using the implicit definition due to Wilkie and Jones, Theorem 2.4.3, in

Chapters 3,4 and 6 we could have used the implicit definition due to Gabrielov,

Proposition 2.4.10, that was used in Chapter 5. There is no obstruction to using

this Gabrielov definition in these chapters however it does not appear that the

proof of the theorem in Chapter 5 can be made to work using the method which

involves the initial implicit definition as done in Chapter 3 say. Suppose that we

used this implicit definition in the proof of Theorem 3.0.1 for the auxiliary struc-

ture (R, ℘◦B,℘′◦B,B,B1). Then we would obtain a system of n−1 polynomials

in the variables x0, . . . , xn and ℘(B(x0)), . . . , ℘(B(xn)), ℘′(B(x0)), . . . , ℘′(B(xn))

as well as B(x0), . . . , B(xn), B1(x0), . . . , B1(xn) giving an initial upper bound of

4n + 5. In Chapter 5 the corresponding upper bound was initially lowered by

adding an extra n+ 1 equations to the system, which arose from the differential

equation for ℘ in each variable. One can add the same n + 1 equations here. A

further 2(n+1) equations can be added to this system which are defined by using

the definition of B1 and the fact that A is the compositional inverse of B for

157
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each variable. By a repetition of the argument in Chapter 5 one can prove that

the corresponding matrix of partial derivatives for this new system has maximal

rank at the appropriate points. The issue with this approach arises when we try

to reprove a corresponding version of Lemma 5.1.4 for this setup. As there is no

addition formula for the algebraic function, we need to shift B(y2) instead of y2

in this lemma. However in order to obtain a point z ∈ C5n+5 that satisfies the

original system and does not satisfy the corresponding Cauchy-Riemann equa-

tions as in the proof of the Lemma 5.1.4, we require Cauchy-Riemann equations

for B(u) and B(v). However this is where the problem arises. If these Cauchy-

Riemann equations hold then one can show that B′(u) = B′(v). Therefore as

B is an algebraic function we have that u and v are algebraically dependent, a

contradiction to Claim 5.1.1.

Another approach one could take in Chapters 3 and 4 would be to consider

systems of polynomials rather than algebraic functions. The main alteration to

the proof would be to the linear independence claim as explained in Chapter 5,

which allows us to give this claim for a system of polynomials. This approach

does not depend on the choice of implicit definition. Therefore in Chapter 3 for

example the choice to consider a system of algebraic functions is essentially a

convenience. Otherwise, we would be working with a system of polynomials in

6n+ 6 variables.

However when we work with the modular j-function it appears to be no longer

possible to work with a system of polynomials. In fact from the corresponding

independence claim we can see that algebraic functions are necessary, as the

expression for j(iB(fn(t))) in terms of j(iB(fn−1(t))) arising from the modu-

lar polynomial is certainly an algebraic function and may not be a polynomial.

Therefore, it is not apparent how we may reproduce a proof of the theorem in

Chapter 6 using a system of polynomials. This is the main obstruction to an

immediate extension of some of the work in this thesis, namely a version of the

theorem in Chapter 5 for the modular j-function. In order to reproduce the proof

in this chapter for the modular j-function we must construct a version of the ar-

gument at the end of this proof for a system of algebraic functions instead of a

system of polynomials.

Another possible future direction for the work in this thesis would be to ex-

tend the work in Chapter 7 on the exponential maps of abelian varieties to the
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exponential maps of semiabelian varieties and even general commutative alge-

braic groups. In order to achieve this one would need to remove the dependence

on Poincaré’s reducibility theorem from the work in Chapter 7. The main source

of this dependence arises when we consider the tower of subfields C ⊆ A ⊆ B ⊆ C
and wish to define the abelian variety Gmax

B/A for example. The motivation for con-

sidering such a tower of subfields is in Lemma 7.3.25 where we wish to uniquely

extend an F -derivation on B = dAe to an F -derivation on C. Upon removing the

need for this extending derivations result or providing an alternative proof of it

we should be able to extend Theorem 7.0.2 to the semiabelian case. As there does

not appear to be any other such restriction we should be able to extend this fur-

ther to the case of general commutative algebraic groups after first replacing the

version of Ax’s Theorem seen in Theorem 7.3.1 by one for general commutative

algebraic groups which can be seen in [3].

Finally, another direction that the work in this thesis could take in the future

would be to expand some of these nondefinability results for the Weierstrass ℘-

function to other transcendental functions that are related to ℘. An example

of such a function is the Weierstrass ζ-function. For a complex lattice Ω the

Weierstrass ζ-function is defined as

ζ(z) =
1

z
+

∑
ω∈Ω\{0}

(
1

z − ω
+

1

ω
+

z

ω2

)
a meromorphic function with simple poles at precisely the points in Ω. Observe

that ζ ′(z) = ℘(z) and so the restriction of ζ ′ to a bounded real interval I that does

not intersect Ω is definable in the structure (R, ℘|I). However it seems unlikely

that such a restriction of ζ is definable in (R, ℘|I) and this should be possible to

prove using similar methods to those seen in Chapter 3 for example. In order

to use these methods we would require an Ax statement which features the ζ

function as well as the ℘-function. This can also be seen in [7]. If we let D ⊆ C
be a disc such that D ∩ Ω = ∅, then ζ|D is not definable in (R, ℘|I) by Theorem

5.0.2 provided that the lattice Ω does not have complex multiplication. However

if we add the restriction of ζ to the interval I to the structure (R, ℘|I) then we

can answer some of these definability questions positively. Consider as we did at

the start of this thesis the lattice Ω = Z + iZ. As Ω is real then the restriction

of ζ to the interval I is also real valued for the same reason as ℘ as described in

Section 18 of [38]. By using the definition of the ζ function one can show that
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ζ(iz) = −iζ(z). From the corollary in Section 3 of Chapter 5 in [9] we have the

formula

ζ(u+ v) =
1

2

℘′(u)− ℘′(v)

℘(u)− ℘(v)
+ ζ(u) + ζ(v).

Using these formulae and a repetition of the argument in the proof of Lemma

3.1.1 we can show that the restriction of ζ to a disc D in C is definable in

(R, ℘|I , ζ|I) when the associated lattice is Z + iZ. A natural next step would

be to extend this to all complex lattices which have complex multiplication. A

converse to this result should follow from similar methods to those seen in Chapter

3 3. Extending this converse from the real lattice to the general lattice case should

follow by adapting methods from Chapter 4. Future research on nondefinability

results for these functions could also consist of obtaining analogues of Theorem

7.0.2 in Chapter 7 for the structure (R, ℘|I , ζ|I).
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