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εmax Maximum efficiency achievable by the power plant.

εmin Lowest efficiency achievable by the power plant.

%(W ) Percentage power output of the power plant relative to full load.

ς Rate of fuel cost at maximum power plant generating capacity.

D̃(t) Relative average national demand at time t.

ζ Allowed imbalance between supply and demand

{Q(τ, c),U(τ, c), τ} A path satisfying both dQ
dτ

and the discrete dynamics of U which

arrives at the discrete point {Qj, U} at time τ = τn+1, assuming that the control

c is held constant over the time interval τn+1 - τn.

{Q(τn, c;Qj, τn+1),U(τn, c;U(τn+1))} The departure point of the numerical solution of

the PDE at τn.

a11 Heat transfer coefficient from indoor temperature to outdoor temperature.

a12 Heat transfer coefficient from the heater to internal temperature.

AC(U) The running costs of the power plant, per unit time given the current fuel

input and state of the power plant.

c ∈ t Optimal control policy for energy storage facility.

C Charge level of an energy storage facility.
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c The control variable of the energy storage facility discharging (-1), charging (1),

idle (0).

c ∈ R Control variable of the power plant.

Cmax The maximum capacity of the energy storage facility at which it can charge and

discharge to the grid.

cmax The maximum increase in the fuel input over the time step that meets the ramp

up conditions.

cmin The maximum decrease in the fuel input over the time step that meets the ramp

down conditions.

d(π, t) Aggregate national demand at time t.

D(t, πwholesale) Total system demand of all houses at time t given price policy πwholesale

Ddsr The maximum capacity of industrial and commercial DSR.

ddsr(πwholesale) Amount of DSR available given wholesale electricity price πwholesale.

db_charge(π, t) Aggregate of all grid batteries when charging at time t.

dbaseload(t) Aggregate base load demand at time t.

ddsr(π, t) Aggregate DSR turn up at time t.

dev(t) Aggregate EV load at time t.

dhp(π, t) Aggregate HP load at time t.

dinterconnector(t) Aggregate interconnector flows at time t.

H ∈ Ht Optimal control policy of instantaneous energy consumed by the heater in the

building.
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H Rate of domestic heater power input.

H(t) Rate of domestic heater power input at time t.

Hmax Maximum rate of power for the domestic heater.

Hmin Minimum rate of power for the domestic heater.

I A single point of internal temperature of the building.

I(t) Single point internal air temperature measurement at time t.

I∗(t) The time-dependent desired temperature of the user at time t

J The discounted integral of the profits over the time horizon from t to T .

MELg Individual agents’ maximum export limit.

p User cost and temperature discomfort trade-off coefficient.

Q Rate of fuel input to a power plant.

q Iteration number in finding optimal price

Q(t) Rate of fuel input to power plant at time t.

qmax Maximum number of iterations imposed on the optimal price search algorithm

Qmax Maximum rate of fuel input of the power plant.

R(πwholesale) The aggregate absolute energy imbalance

sb_discharge(π, t) Aggregate battery discharging into the grid at time t.

sbiomass(t) Aggregate biomass power plant supply at time t.

sccgt(π, t) Aggregate CCGT power plant supply at time t.
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scurtailed Wind power curtailment.

scurtailment(π, t) Aggregate wind curtailment due to negative prices at time t.

shydro(t) Aggregate hydro power plant supply at time t.

sinterconnector(t) Aggregate interconnector power supply when importing at time t.

socgt(π, t) Aggregate OCGT power plant supply at time t.

sother(t) Aggregate power supply from other sources at time t.

ssolar(t) Aggregate solar power supply at time t.

Swind Total capacity of wind power production.

swind(t) Aggregate wind power supply at time t.

swind(t) Wind power availability at time t.

T Terminal time of the simulation.

t Time identifier.

U ∈ U Operating state of the power plant.

U(t) Indicator function to identify whether the user requires temperature set points.

V Solution to optimal control PDE.

V (I, t) Value function for domestic heater user.

V u
j,n The approximation of the solution of the power plant at time τn, fuel input Qj

and state U = u.

W Rate of power production by a power plant
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W (t) Aggregate national supply at time t.

W (t, πwholesale) Total system supply of all generators at time t given price policy

πwholesale

W (t; πwholesale) The total supply of all energy supply agents given a price policy

πwholesale and is chosen for the entire period 0 ≤ t ≤ T .

Wg(t; πwholesale) Individual agent output, where g denotes an individual generating

agent and t denotes time given a pricing policy πwholesale over the period

Wmax Maximum rate of power output of the power plant.

MEL Maximum Export Limit. Maximum level at which the BMU may be exporting

power in to the National Electricity Transmission System at the Grid Entry

Point or Grid Supply Point.

NDZ Notice to Deviate from Zero. Notification time required for a BMU to start

exporting energy.

RDEE∗ Run Down Elbow Export, where ∗ indicates levels 1,2,3. Level measured in

power output at which specific Run Down Rates are valid. BMU can provide

up to three levels.

RDRE∗ Run Down Rate Export, where ∗ indicates levels 1,2,3. Limit on the rate of

decrease in output for an exporting BMU. BMU can provide up to three rates

for different output levels.

RUEE∗ Run Up Elbow Export, where ∗ indicates levels 1,2,3. Level measured in

power output at which specific Run Up Rates are valid. BMU can provide up

to three levels.



NOMENCLATURE 21

RURE∗ Run Up Rate Export, where ∗ indicates levels 1,2,3. Limit on the rate of

increase in output for an exporting BMU. BMU can provide up to three rates

for different output levels.

SEL Stable Export Limit. Minimum level at which the BMU can, under stable

conditions (load at which the power plant can be safely operated), export to

the National Electricity Transmission System at the Grid Entry Point or Grid

Supply Point.
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Abstract

The electrification of heating and electric vehicles, under present fixed electricity tar-

iffs, is expected to increase the total and peak demand of electricity. One way to

provide for these peaks will be for the power plants to be run part loaded during off-

peak times, less efficiently, to increase their power production during peaks. Power

network reinforcement and new generation capacity will also likely be required to sup-

port the additional electricity demand. Demand Side Response, utilising real-time

pricing (RTP), is one possible alternative solution. Monetary incentives can encour-

age users to re-time their power consumption to off-peak periods allowing utilisation

of more efficient power plants. In our proposed system, electric heaters in domes-

tic houses autonomously respond to day-ahead RTP (DA-RTP) electricity prices and

weather forecasts, thus reducing electricity demand during peaks and user costs while

maintaining comfort.

We evaluate the benefits of such a system by simulating an electricity market using

Agent-Based Modelling. Agents (houses, power plants, energy storage facilities) are

all individually optimised using dynamic optimisation. Power plants and energy stor-

age facilities maximise their profits given forward wholesale electricity prices, subject

to operational constraints. We use balancing mechanism (BM) dynamic data and
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part-load efficiency curves to model the power plants’ operating characteristics. The

building heating controller minimises users’ costs subject to DA-RTP electricity prices

and flexibility in the users’ indoor temperature. We use internal and external temper-

atures from 823 houses in England to estimate representative thermal building models

and heating patterns.

Our results show that a DA-RTP pricing structure of domestic electricity could drive

up to 24% savings in HP user energy costs, up to 6.7% reduction in average peak

electricity demands, better utilisation of more efficient power plants, and lower grid

carbon emissions when compared to a fixed pricing structure. All the above grid

benefits are achieved while preserving our defined user comfort and, in some cases,

improving it.



Chapter 1

Introduction

In line with the Climate Change Act 2008, Great Britain (GB) has set targets to

reduce carbon emissions by at least 100% of 1990 levels by 2050 [1]. To achieve this,

GB is expected to see an increase in renewable energy generation and electrification

of domestic heating, moving away from gas boilers to electric heating. The following

topics emerge from the current research in the possible 2050 energy pathways, as

outlined by the literature review in [2]:

• De-carbonisation of the whole electricity system will be required, although sig-

nificant uncertainty remains on how GB will be producing its electricity in the

future.

• Electrification of space heating and significant Heat Pump (HP) uptake. The

current domestic annual heat demand in GB is 425 TWh, of which only 37.8

TWh is currently supplied by electricity.
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• Peak electricity demand for heat alone could reach 65 GW, exceeding today’s

average peak electricity demand of around 42 GW.

HPs are regarded as the most popular solution for electrification of heating by the

government, energy researchers, and the System Operator (SO), which is National

Grid (NG) in GB [3]. Presently, an estimated 180,000 homes have HPs installed in

GB [3]. The SO reports annually on the state and future of the energy developments

in GB as part of their Future Energy Scenarios (FES) report [3]. In the 2019 version

of the FES [3], SO predicted significant growth in HP technology uptake, expecting

0.5 M to 3.7 M HPs to be installed by 2030, reaching 3.3 M to 18.5 M by 2050 [3].

To achieve these HP penetration targets, the government is supporting households in

GB through financial incentives such as Renewable Heating Incentive (RHI) [4] and

recently green home grants [5]. Policy changes have also helped make progress in

supporting renewable technologies with recent government legislation supporting the

ban on gas boiler installations in new build properties from 2025.

With the electrification of heating and transport, the GB market will see an increased

need for flexible resources (electricity loads with consumption that can be shifted

within the day) to achieve electricity system balance. Balancing supply and demand,

i.e, making sure that electricity supply and demand are equal at every point in time,

has traditionally been achieved by ensuring sufficient generation to meet the forecasted

demand while considering a margin for forecasting errors and power plant outages.

This system balancing usually requires selected power plants to be run part-loaded, less

efficiently, to provide for power imbalances between supply and demand. In addition to

the electrification of vehicles and domestic heating, the GB market is also expecting

to see a change in power generation composition. Variable power generation from

renewable sources, such as wind and solar, already provide a growing share of electricity
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and are expected to increase further in future years, alongside new nuclear power

stations [6]. GB is expecting to phase out coal power plants by 2025; currently, there

is 8.28 GW of available coal plant capacity compared to the total capacity of the system

of 108.4 GW. Some of this lost capacity must be provided by alternative sources such

as renewables or newly built power plants.

Renewable power generation is an essential part of helping GB achieve its carbon

reduction targets. However, renewable power generation is often intermittent, as the

wind might not be blowing, and the sun might not be shining when electricity is

required. To provide for periods of power deficits arising from the shut-down of coal

power plants and periods when renewable power is not available, the GB network

will need to find ways to store energy in large quantities or better manage electricity

consumption throughout the day. An alternative would be to build more conventional

gas power plants, although more fossil fuel plants would invalidate the efforts to move

towards a decarbonised electricity system.

Contributions list of this thesis is as follows:

• Introduction of the inter temporal market price search algorithm that uses Agent-

Based Modelling (ABM) concepts to find equilibrium wholesale market prices

where individual in-depth agent optimization can be parallelized.

• Geneneralization of the power plant modelling introduced in [7] and inclusion of

operational power plant constraints such as minimum zero time, stable exporting

limits, notice to deviate from zero and ramp rates.

• Introduction of the simplified building optimisation model introduced in [8] and

the inferrence of optimal temperature schedules of the users in England and their
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building thermal characteristics.

• Evaluation of autonomous heating controllers in supporting the UK grid devel-

opment across FES scenarios.

In this chapter, we motivate the study and discuss the background of the concepts

discussed in the thesis. We introduce the current state of the energy market and

expected changes for the future. We provide brief introductions to Demand Side

Response (DSR), GB electricity market trading arrangements,and ABM next.

1.1 Demand Side Response

DSR can complement or provide an alternative to installing large-scale batteries to

store energy produced from renewable sources. Better electricity management can be

achieved by incentivising users to use electricity during the times when it is abundantly

available. DSR is defined by the US Department of Energy (DoE) as [9]:

"Changes in electric usage by end-use customers from their normal consumption

patterns in response to changes in the price of electricity over time, or to incentive

payments designed to induce lower electricity use at times of high wholesale market

prices or when system reliability is jeopardised."

DSR differs from demand reduction, as it aims to change the timing of the demand

rather than reduce energy demand overall [6] and as a result DSR requires flexible
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loads to achieve electricity consumption shifting. Flexible loads do not need to be

turned on at specific times of the day and are split into two categories [6]:

• Thermal inertia - space and water heating, refrigeration, and air conditioning.

It takes time for the buildings’ internal temperature to change even if the heater

is turned off, this is discussed in detail later in the thesis.

• Time shiftable loads - appliances that are not required to be turned on at a

specific time. Examples include washing machines, dishwashers, and tumble

dryers. In [10] authors optimised the behaviour of wet appliances with respect

to carbon and have shown that on average, a household with only grid supply can

reduce the carbon footprint of a wet appliance by 23.9% by optimally scheduling

its start time and by 74.7% when house is equipped with PV as well as grid

supply.

DSR programs can be grouped into categories. Different groupings are provided across

the literature. Here we provide a brief overview of the groupings discussed in [11, 12,

6, 13]:

• Incentive-based control - customers are offered economic incentives to deliver a

reduction in demand. Incentive-based control programs are further divided into:

– Direct Load Control (DLC) - customers sign up to programs based on eco-

nomic incentives and allow power companies to control their demand. Ex-

amples include Heating, Ventilation, and Air-Conditioning (HVAC), water

heaters, pool pumps. DLC is mainly concerned with peak load manage-

ment [14], and DLC is seen as the technology capable of providing fast
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time-scale, predictable control opportunities, especially for the provision of

ancillary services such as regulation and contingency reserves as discussed

in [15].

– Interruptible load - user loads can be interrupted during system contingen-

cies for an economic incentive.

– Load as a capacity resource - users pre-commit load reduction levels when

system contingencies occur.

– Critical Peak Rebate (CPR) - users get a pre-determined rebate for reducing

their use of electricity during peak times.

• Price Based Control (PBC) - different prices are charged to the consumer for

using electricity at different times to disincentivise consumers using electricity

during peak times and system contingencies. PBC is further divided into the

following groups:

– Real-Time Pricing (RTP) - retail prices of electricity track wholesale prices.

Economists believe that this is the most efficient DSR mechanism for com-

petitive markets [16]. Prices can be communicated to the user in the fol-

lowing ways:

∗ Day-Ahead Real-Time Pricing (DA-RTP) - provides a 24-hour schedule

a day in advance.

∗ Real-Time Real-Time Pricing (RT-RTP) - notifies prices to users in

real-time. If the response is automated, RTP can create short-term

responses for system balancing. RTP is considered capable of providing

the required interaction between distributed energy resources (DER),

small-scale energy generation units connected at the distribution level,

and DSR [17].
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– Time-of-Use (TOU) - electricity prices are set for different periods for the

whole contract length (e.g. Economy 7, Economy 10) [18].

– Variable Peak Pricing (VPP) - a TOU tariff but with a varying time of

peak pricing daily.

– Dynamic time-of-use - prices of electricity are allowed to vary between dif-

ferent fixed prices, but the timing of these is not fixed.

– Critical Peak Pricing (CPP) - power companies are entitled to call criti-

cal events during the period of high wholesale market prices and system

emergency conditions. In the CPP scenario, the prices of electricity are in-

creased during the emergency conditions by a known amount. The number

of emergency events with higher prices are usually limited in the year and

are limited in duration during each event.

– Time-of-Use Critical Peak Pricing (TOU-CPP) - time-of-use pricing com-

bined with critical peak pricing.

In this thesis, we focus on electricity pricing, which tracks the wholesale electricity

markets and is identified above as DA-RTP.

1.1.1 Enabling technologies

Smart meter roll-out in the GB has increased the potential for smaller consumers such

as domestic users and small commercial entities to respond to wholesale prices of elec-

tricity [6] as domestic electricity suppliers can now monitor their customer electricity

usage in each half-hourly period. Other enabling technologies helping DSR market for

the small consumers include:
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• In-home displays that allow domestic users to monitor the real-time electricity

price

• Direct load control or programmable communicating thermostats and smart ap-

pliances, such as smart plugs and conventional timers [6].

This increase in energy management systems available to domestic users provides

an avenue for a RTP tariff uptake [13] moving domestic electricity consumers closer

to becoming active participants, i.e. buyers and sellers of electricity, in wholesale

electricity markets.

The benefits of RTP tariffs and HPs that are able to react to price signals include

the reduced need to build power plants [6, 13, 16, 17], more efficient use of renewable

energy and electricity networks helping GB reduce carbon emissions [19, 11, 6, 13,

16] as well as reduced costs for end-users [13, 16]. Later in this thesis, we attempt to

assess the benefits of RTP tariffs in the domestic sector. We quantify the increase in

renewable power use, CO2 emissions, heating bill savings for the domestic users, and

network and power plant reinforcement.

1.1.2 Flexibility services

In addition to managing the electricity demand through RTP tariffs, there is also the

potential for the SO to manage the balancing of the system by providing incentives for

domestic and commercial electricity users to turn their electricity consumption up or

down. The SO is the body responsible for making sure the supply and demand of the

electricity in the system is in balance. When unexpected changes in the production or
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consumption of power occur on the grid, the SO can utilise flexible resources to bal-

ance the system, by asking flexible resources to reduce or increase power consumption

(choosing whichever is the lowest cost solution). It is expected that a large increase

in flexible resources will be required by Distribution Network Operator (DNO)s in the

future when a large number of high electricity consumption assets such as HPs and

electric vehicles are installed on the network.

Electric heating systems, such as HPs, or air-conditioning devices are ideal for pro-

viding flexibility services as buildings have inherent thermal inertia. Thermal inertia

means that it takes time for the internal temperature to change even after the heating

or cooling equipment is turned off. Turning heating or cooling equipment off for a half-

hour would not significantly affect the user comfort but could provide the necessary

shifting of electricity consumption away from the peaks. However, suppose we were to

consider setting up HPs as a provider of response services. In that case, the cumulative

consumption of these has to be high enough to meet minimum requirements imposed

by the flexibility service user that could be the DNO or the SO. Domestic HPs usually

have an electricity consumption of around 1.5 kW to 4 kW. Currently, the SO requires

minimum cumulative consumption of at least 1 MW to act as a demand reduction

provider; this would be equivalent to 666 HPs. This limit is expected to be slightly

lower for DNOs, in some cases, even 100 kW could be accepted (66 HPs) as reported

in [20].

DSR trials, such as "NEDO" [21] in the Greater Manchester area, was used to investi-

gate the potential of using HPs to sell flexibility services to the SO. They have shown

that HPs can be turned off for several hours (1-4 hours, depending on the building)

without significantly impacting the comfort of the users. For further details a domes-

tic DSR review is provided in [22]. [15] provides real-world experiences on using DSR
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for spinning reserve (capacity that is available by increasing the power output of the

power plants that are already generating power). International experiences of DSR

programs can be found in [13, 6, 16]. We can summarise the findings from [13, 6, 16,

21, 15, 18] who conducted trials with DSR as follows:

• Policy is crucial for the evolvement of DSR.

• Revenue streams or cost-saving opportunities need to be present in the market

to provide incentives for DSR providers.

• DSR programs are becoming increasingly popular, even for small-scale users.

• Consumer engagement is affected by opt-in (customers need to actively sign-up

to provide DSR) or opt-out (customers are signed up to DSR by default but can

withdraw from the scheme) and automation.

• Motivations for enrolment onto DSR programs include financial and environ-

mental benefits.

• Trust, risk, and complexity are key factors affecting consumer engagement.

• Routines within a household affect their enrolment.

1.1.3 DSR market barriers

There are still significant barriers in place that hinder the mass uptake of DSR. These

barriers include the high cost of hardware [23], issues surrounding advanced meter-

ing infrastructure such as latency, bandwidth, data ownership [15]. Information and

Communications Technology (ICT) developments and reduction in flexibility enabling
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hardware costs could provide a better environment for the future rise of DSR deploy-

ments.

Historically, the inclusion of DSR in balancing services has also been problematic due

to regulatory barriers. Recently, regulatory developments regarding DSR use as noted

in the Energy Efficiency Directive [24] have called to remove incentives in transmission

and distribution tariffs that hinder the uptake of DSR. The primary catalyst for these

changes has been attributed to renewable generation and DSR being seen as a critical

technology to shift energy consumption to periods of high renewable energy production

[13].

Customer engagement with DSR programs has also been discussed [13, 16] as a barrier

for wider uptake of DSR schemes. The high cost of customer acquisition, for companies

looking to aggregate domestic users loads, and the lack of effective building automation

systems [23] has made it problematic for users to participate in DSR programs. Some

users have also felt DSR programs to be too intrusive in their nature [25]. Customers

seemed not to like the exposure to real-time prices due to price volatility [16] and the

energy bill risks attached to it. There has been a debate on possible remuneration

contracts for users, to make these programs more attractive [26, 27].

1.1.4 Transactive Energy

A further extension of DSR is Transactive Energy (TE). In 2017, the author attended

the TE conference in Portland to gain a better understanding of state of the art ideas

in grid management. The TE concept envisages a system where individual suppliers

and users of energy interact with each other through market mechanisms to achieve
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a supply and demand balance in a real-time, autonomous and decentralised manner

[12]. Such a system involves information exchange between all the participating units

in the system: demand response resources, intermittent renewable generation, storage

devices, grid monitoring, and control devices [11].

TE highlights the following as discussed in [12]:

• Distributed intelligent devices are controlled in real-time, smaller time-scales

than regular hourly control, which reduces the need for the SO to call on grid

assets for balancing as system balance is achieved through the use of real-time

prices.

• Devices are controlled based on economic incentives rather than centralised com-

mands. Well functioning markets should theoretically achieve the maximisation

of the social welfare for all market participants.

• Devices are managed under human supervision, but not directly by the users.

This control mechanism means that users still supply the operation preferences

for the appliances that can be controlled, but the optimisation algorithms within

the appliances will derive the final physical control.

• Provides both market and control functionality.

• Both supply-side resources and demand-side resources are coordinated through

economic incentives.

In future energy systems, electric vehicles and HPs will contribute large loads on dis-

tribution networks. The use of economic incentives, as part of the TE concept, would

allow system operators to actively manage distribution and transmission networks
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without the need for a central authority to coordinate system balancing. Further

details of TE ideas and methods are provided in [11, 12].

1.2 Electricity Prices

A new quantitative framework for assessing the impact of HP uptake in GB on the

price of electricity is provided in this thesis. To find domestic electricity prices in future

HP scenarios, we will be modelling the interactions of electricity users and producers

and will estimate future predicted wholesale electricity prices, together with network

and other costs. The wholesale electricity price is the price of electricity as sold by the

power plants to commercial customers or electricity suppliers. Domestic consumers

in GB, in the majority of cases, purchase their electricity requirements from retailers

(e.g. EDF, nPower, Octopus Energy and others); we will refer to these as electricity

suppliers. This is in contrast to entities which generate electricity, which will be

referred to as generators or power plants.

Wholesale electricity prices currently contribute around 33.5% of domestic electricity

bills, as shown in figure 1.1. A second major component in the mix of the costs are

network costs that contribute another 25.46% of the costs. Environmental and social

obligation costs follow at 17.45% with operating costs being 17.15%. Other direct costs

contribute 1.26%, VAT adding 4.76% leaving the supplier pre-tax margin at 0.4%. All

costs are discussed in more detail next.



CHAPTER 1. INTRODUCTION 41

Figure 1.1: Breakdown of an electricity bill as of August, 2018. Picture source [28].
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1.2.1 Wholesale Electricity Price

The wholesale electricity market in GB is competitive. Suppliers are allowed to pur-

chase their electricity needs from power plants of their choice and vice versa. In GB

electricity is traded (bought and sold) in half-hour chunks called "Settlement Periods".

Energy suppliers, those using or delivering electricity to their customers, can purchase

electricity from producers at any point up to an hour before the settlement period

in which the electricity is delivered. This point is called gate closure, and electricity

cannot be traded during the hour before delivery.

Long-term contracts are usually signed between companies to cover the baseload of

electricity. The baseload of electricity could be regarded as the minimum load for the

electricity supplier that their customers will consume. Additional power purchases,

above the baseload, are further refined by electricity suppliers closer to the delivery

period. These purchases are made in day-ahead markets, where electricity is bought

and sold for half-hourly and hourly periods, from one day in advance up to an hour

before the electricity delivery period.

1.2.2 Distribution Use of System Charges (DUoS)

Figure 1.1 indicates that network costs are the second biggest contributor to elec-

tricity bills. Network costs include both the distribution and transmission network

charges. Distribution Use of System (DUoS) aim to recover the costs of installation

and maintenance of a distribution network. DUoS charges against the user depend

on the location of the user, the time at which the electricity is used, and the line loss
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Figure 1.2: Map of the electricity DNOs [29]

factor as explained next. In GB, the electricity distribution network has 14 operators,

owned by six ownership groups; a map of these regions is provided in figure 1.2.

Specific charges for each area are specified on the network operators page in the use

of system charging statement document, an example of which for Electricity North

West can be found in [30]. We also provide an example of one of these documents

in figure 1.3. As we can see, DUoS charges are separated into red, amber, and green

periods. These are different charges for specific times of the day to account for the

different levels of stress that the DNO expects on the network. For half-hourly settled

domestic customers (those that opt in to be Half-Hourly (HH) settled), specific charges
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Figure 1.3: Distribution Network Operators across the GB provide information on the
DUoS charges in the Use of System Charges document. This is an example view of
system charging statement from Electricity North West for the year 2018 [30].

are attributed as per the "Low-Voltage (LV) Network Domestic" tariff. For Non Half-

Hourly (NHH) settled customers, a constant charge is specified that is irrespective of

the time at which the electricity is consumed and is as per the "Domestic Unrestricted"

tariff. In addition to the per-unit charges of electricity, users also have to pay a daily

fixed charge regardless of the charging tariff.

Using the information provided in figure 1.3, we can calculate the DUoS charges for a

domestic customer as follows:

• NHH settled customers:
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– Per kWh charge - customers are charged 2.161 p/kWh for the power con-

sumed irrespective of the hour at which this consumption has taken place.

– Fixed charge - the customer is charged 3.13 p per day irrespective if there

is any power consumption during this particular day.

• HH settled customers

– Per kWh charge - Distribution system charges are specified for different

times of the day. If a customer uses power between 16:00-19:00, he will be

charged 13.094 p/kWh. If the consumption takes place between 00:00-09:00

and 20:30-24:00 the charge will only be 0.174 p/kWh.

– Fixed charge - same as for NHH metered customers.

In figure 1.4, we present a breakdown of the time-dependent "LV Network Domestic"

DUoS charges for different regions. From the figure, we can see that these rates vary

significantly across different regions, although in all regions there is a peak between

16:00 until 19:00. This is the period when domestic users tend to come back home

and consume large amounts of power.

1.2.3 Transmission Network Use of System Charges (TNUoS)

In addition to DUoS charges, electricity suppliers and commercial users have to pay

transmission charges that aim to recover the costs of installing and maintaining trans-

mission systems in England, Wales, Scotland, and Offshore. Transmission Network

Use of System (TNUoS) charges are further passed onto the domestic users and re-

flected in their domestic energy bill. Table 1.1 shows TNUoS charges for different

regions in GB for NHH settled users.
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Figure 1.4: DUoS charges for different regions in England. All regions have an increase
in the DUoS charges in the evening when power consumption is the highest on the
system. London also has a peak around noon.

Region TNUoS charge £/MWh
Northern Scotland 6.215608
Southern Scotland 4.262747
Northern 5.943493
North West 5.878185
Yorkshire 5.978783
N Wales and Mersey 6.607274
East Midlands 6.248796
Midlands 6.426317
Eastern 7.095134
South Wales 5.77537
South East 5 7.47522
London 5.487378
Southern 7.04792
South Western 7.464813

Table 1.1: TNUoS charges £/MWh for different regions in GB.
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In addition to consumption charges, electricity generators (i.e. power plants) are

required to pay additional transmission charges to the SO. Power producer charges are

based on their Transmission Entry Capacity (TEC), that is the maximum production

capacity of power plants and their geographical location. In our wholesale market

simulations, transmission system charges attributed to the power plants are assumed

to be included inside the calibrated model cost functions, so do not need to be explicitly

modelled. Transmission charges as charged to the power plants would not depend on

the time of day and therefore should not significantly impact the optimal operation of

the power plants.

TNUoS charging structure in GB has recently changed to a fixed charge for all users.

As the TNUoS charge does not represent a large part of the domestic user bills and is

not time-dependent, therefore not influencing the timing of the power consumption,

in our market simulations, it will be assumed that it is captured in the "other costs"

part of the charges against the domestic user.

1.2.4 Balancing System Use of System Charges (BSUoS)

During the settlement period (the half-hourly period when electricity is used and

produced), a party that sold electricity is obliged to deliver their contracted volumes

and electricity users need to consume their contracted volumes. As electricity generally

cannot be stored economically in large quantities, the power generated minus losses

(heat losses when transporting) must equal system demand. If demand and supply

are not in balance, the frequency of the system can deviate from the target 50Hz

(which is the required frequency), and the system can become unstable [31]. In the

case where demand and supply do not match, the SO must correct these imbalances.
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The SO will match supply and demand by giving instructions to selected electricity

users or/and producers to change their contracted volumes (amount of power they

initially expected to produce or consume). After each half-hour of power delivery, the

metering of supply and demand will take place, and those that have deviated from their

contracted volumes will be charged an imbalance price. Imbalance prices are calculated

by the SO and are defined as the price of electricity £/MWh that Balancing Mechanism

(BM) participants will have to pay/receive for the shortage/surplus of electricity from

their contracted volumes. Those who consumed more electricity than they contracted

will need to buy the shortfall at the imbalance prices. Those who produced less

electricity than they contracted will need to buy the shortfall at imbalance prices. A

more comprehensive explanation of market arrangements in GB is provided in [32].

In our modelling, we assume there are no imbalances. The modelling tool relies on

matching the future predictions of demand and supply and we do not assume any

randomness in our modelling, meaning the demand and supply in all half hours will

always be matched.

In addition to managing imbalances caused by demand forecasting errors and other de-

viations from contracted volumes, the SO is responsible for making sure that power in

the transmission network is transported subject to transmission network constraints.

Transmission network constraints are physical constraints of the network where power

cannot be transported between two parts of the network because the network infras-

tructure is not able to carry the volumes required. An example of such instance could

be the delivery of power from the north of Scotland, where renewable power is abun-

dantly available, to the South of England. If the network capacity during renewable

energy production periods is insufficient, the power would need to be sourced closer to

the South of England from less efficient power plants. However, network constraints

are not explicitly modelled in this thesis.
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Figure 1.5: BSUoS charges calculated using the half hourly national grid data for
the year 2017. We have calculated these by taking an average of all the BSUoS for
particular half-hours. [33]

Balancing System Use of System (BSUoS) charges allow the SO to recover costs in-

curred in the process of balancing the electricity system. BSUoS charges are distinct

from the imbalance prices discussed previously. BSUoS prices are not known a priori

and are charged after the power consumption and production has taken place. An

average of balancing costs over the year of 2017 for each half-hourly period is provided

in figure 1.5. Higher charges overnight are observed and could be present due to higher

availability of renewable power overnight and lower demand. As the network can be

restricted, the SO would need to interfere in the dispatch of power across the country.

As BSUoS charges are not a significant contributor towards electricity bills (0.3 p/kWh),

we choose not to model these charges in our wholesale market simulations explicitly.
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1.2.5 Agile Octopus

Octopus Energy is the first electricity supplier in GB to offer wholesale market tracking

rates referred to previously as DA-RTP. The "Agile Octopus" tariff is important for

our model and simulations as it provides the first step in GB to connect domestic

customer demand with the supply of power, by rewarding customers who shift their

consumption away from electricity consumption peaks and to periods of high renewable

power generation, reducing the stress on the grid and allowing customers to reduce

their bills. In this thesis, we show how tariffs like these can help GB achieve its carbon

emissions targets whilst also allowing customers the possibility to save money on their

energy bills.

The Agile Octopus tariff is published every day at 4 pm local time for the next 24

hours where prices of electricity are separated into 48 half-hours. This is different

from traditional Economy 7 and Economy 10 tariffs as the electricity tariff changes

every day and is directly linked to the wholesale electricity tariff [34]. Some countries

around the world already have RTP tariffs for domestic users. An overview of what

is currently offered in terms of RTP tariffs around Europe can be found in [18]. The

availability of RTP tariffs allows technologies such as thermostat controllers attached

to HPs to create optimal strategies that minimise the cost of heating for domestic

users.

In figure 1.6, we provide a comparison of an average DA-RTP tariff in each half-hour,

as provided by Octopus Energy (Agile Octopus - [34]) and the component stacked

cost of delivering electricity to domestic customers including all the costs discussed

previously. We show the agile rate closely tracks total cost of electricity. We can also

see a significant increase in price during the period of 16:00-19:00, which corresponds
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Figure 1.6: Average Octopus Energy Agile tariff comparison to the component stacked
domestic user electricity cost. Averages were calculated using historical rates of octopus
rate across all regions as can be accessed on [34] for the year 2018. Other costs were also
calculated for the same period averaging across all regions. BSUoS and transmission
charges can be found at [33], DUoS charges were taken from all DNOs across the GB,
Wholesale prices were calculated using the Market Price Index data from National
grid [32].

to the high DUoS charge period.

1.3 Agent-based Modelling

To achieve our goal of modelling wholesale electricity prices in future energy scenarios,

we chose to use Agent-based Computational Economics (ACE) techniques. ACE is

a sub-branch of ABM and is concerned with computational modelling of economic

processes (including whole economies) as open-ended systems of interacting agents

[35].
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In ACE, each agent is specified as a separate entity, that can be regarded as an

encapsulated software entity [35], with specific initial conditions. In our model, this

will be each power plant and energy storage facility in supply mode on the supply

side and each autonomous electric heater and energy storage facility in charging mode

on the demand side. The interactions between states and entities in ACE do not

need to be explicitly specified; this greatly improves the computational efficiency as

the optimisation of each entity can be parallelised [35]. Its ability to include a large

number of entities makes ABM particularly well suited to analyse new paradigms in

the field of smart grids, such as demand response, distributed generation, distribution

grid modelling, and efficient market integration [36].

Agents in ACE make their decisions based upon the external variables arising from

the interaction of all system agents. In our case, the external variable is the price of

electricity in each half-hour period that is affected by the interaction of the agents,

namely power plants, energy storage facilities and house heaters. Each agent, house or

power plant, is formulated as a separate optimal control problem and these are solved

using Partial-Differential-Equation (PDE)-based approaches. An important point to

note here is that the agents only interact through the wholesale price of electricity. A

Walrasian auction process [37] is used to find market equilibrium prices that balance

supply and demand of the system.

PDE-based approaches have been previously used to value power plants and electric

dams in deregulated electricity markets [7] and find optimal control policies for building

heating under stochastic weather [8] and DA-RTP prices of electricity, and solving

storage problems [38, 39]. A PDE formulation of the problem enables high levels

of computational speed and accuracy while incorporating dynamics and operational

characteristics of the system [7]. A drawback of PDE-based approaches is the inability
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to handle high dimensionality if it were to arise in the problems.

1.4 Thesis aims

This thesis presents a new framework for analysing electricity markets in GB with

an increased uptake of electric HPs. The proposed system assumes HPs are installed

with intelligent smart thermostats that autonomously respond to DA-RTP electricity

prices and weather forecasts, thus reducing electricity demand during peaks whilst

maintaining user comfort. We quantify whether a collection of HPs acting indepen-

dently to central price signals, can collectively reduce consumption during price peaks

and increase consumption during low price periods to help achieve system balances

at a lower cost. The system benefits of using DA-RTP tariffs are compared to an

equivalent system with fixed tariffs, where electricity prices for domestic customers

are not varying throughout the day. Real-world data (provided in FES document) for

power plant generation capacity and domestic heating consumption in 2030 is used to

estimate the future electricity prices in different HP uptake scenarios.

In Chapter 2, a new framework is introduced using ACE that can simulate participants

in the GB electricity market. On the demand-side, we include agents that consume

electricity for domestic heating or electricity storage and can respond to RTP electric-

ity prices. On the supply side, we include a variety of agents to represent the range of

power plants seen in the GB market. The agents representing power plants devise op-

timal operation strategies based on future electricity prices and thermal characteristics

of these power plants.
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In Chapter 3, we introduce our model for a generic power plant agent. Here we

follow the model devised in [7], but we make some important modifications so that

the outputs are more aligned for use in our agent-based simulation. First, we remove

the stochastic elements to reduce computation times, and then we add a variety of

constraints on the dynamics of the power plant to make them behave more like they

would in the real world. These include minimum zero time, stable exporting limits,

notice to deviate from zero and ramp rates. We also generalise the model so that it

can represent any power plant provided we know the efficiency of the power plant at

part-loads. This model allows us to utilise information on power plant characteristics

made available as part of the BM reporting service to match the behaviour of a real

power plant with an agent in our market simulation. We conclude the chapter by

providing information on the processing of data of power plants supplied by the SO

[32].

In Chapter 4, details of the optimisation of heating in domestic buildings are provided.

We follow the approach of [8] to derive a PDE that can be solved to give the opti-

mal operational strategy of a fully autonomous heating device for domestic use. The

resulting optimisation algorithm considers users’ comfort levels, outside temperature

forecasts and RTP tariffs. It should be noted that a business (Homely Energy) has

been set up by the author to provide autonomous heating controllers (thermostats)

to domestic users, which can be integrated with DA-RTP electricity tariffs. During

product development, experiments have been conducted to show the potentials for

savings to be made when heating is controlled autonomously (using a smart thermo-

stat). In Chapter 4, we provide results from the trial that show at least 20% cost

savings, which can be achieved when using the controller with DA-RTP tariffs. As

the main aim of this thesis is to investigate the impact of electric heating on energy

networks and prices, we needed to estimate the behaviour of a sample of real buildings
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in GB across the electricity network. The last part of Chapter 4 provides the details

of this real-world building thermal parameter estimation. Our analysis is focused on

the power networks and power generation in GB. The building data, as discussed in

Chapter 4, is collected for England only, but we must scale this data to the level of

GB to provide analysis on the impact of HPs across the whole GB region.

In Chapter 5, we provide electricity market simulation results of the GB market for

a variety of different power generation mixes and HP uptake scenarios as outlined in

different scenarios of FES [3] . We show that a significant reduction of peak demand

(5% to 10%) can be achieved by allowing domestic users to receive DA-RTP tariffs and

operate their HPs accordingly when compared to fixed tariffs. Evidence of cost savings

for the consumers is also seen (10% to 30%), along with an increase in the utilisation

of the more efficient power plants and renewable power produced. An analysis is also

provided on the current state of the insulation in buildings across GB and the potential

benefits of insulation improvements for the power networks and a more efficient use of

renewable resources.

We conclude the thesis in Chapter 6 where we discuss the limitation of the modelling,

learnings and policy suggestions as well as an outline for future work.



Chapter 2

Market Mechanism

Electricity markets have been changing around the world, becoming more decentralised

and liberalised in an attempt to make energy systems more efficient. De-carbonization

of energy systems has also taken a central stage on the agenda of many countries around

the world. This has started to lead energy systems towards one where a significant

amount of power is produced from renewable energy sources. To cater for highly

stochastic (unpredictable) power production, more flexibility will be required in the

system. Currently, the majority of the power trading takes place through over the

counter contracts weeks/months in advance. Moving forward, we will need to see

an increase of trading in the day-ahead auctions to provide the liquidity required to

balance highly varying power production with demand.

In this chapter, we present a model for finding an optimal set of wholesale electricity

prices in which both energy generators, energy storage facilities and houses with flexible

heating will participate. ABM techniques are used to model the interactions of the

56
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operators of generators and consumers with market prices. Similar to [40, 41], we

model our market as a set of agents that are maximising their utilities subject to a set

of prices. The role of the market operator is to adjust prices to ensure the system is

in balance (supply is equal to demand).

Our work differs from the techniques employed by [40] and [41] in the use of dynamic

optimisation to find optimal control of the agents. We also build a model which takes

account of inter-temporal decision making by the agents. In this way, a set of prices

is devised for a time horizon in the future rather than just a single point in time.

Future extensions of the model introduced in this chapter could include peer-to-peer

markets as discussed in [42], where agents are optimised to consume as much power

as possible that is generated within the property or elsewhere in the local grid. In

their modelling, optimisation models are used to reduce the distance between power

producers and consumers, which reduces the grid use and congestion, in turn leading

to a more efficient grid. Our modelling could add another dimension to the model

in [42] where the local and wider grid electricity prices are determined through the

interaction of the agents across the grid, therefore making the grid electricity price

and surplus export rate endogenous. We believe this is important as the feed-in tariff

used to compensate for PV output in [42] is no longer available. As a replacement for

the feed-in tariff, export tariffs are starting to emerge in the market, such as Outgoing

Octopus [43], where electricity suppliers offer daily pricing for electricity exports for

domestic users that reflect the grid’s supply and demand balance.
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2.1 Competitive Market Simulation - Literature Re-

view

ACE methods provide us with the tools to incorporate the complex interactions be-

tween agents (market participants) in the electricity market. Wholesale market dy-

namics have been studied in detail using ACE approaches review of which can be

found in [44]. However, in the majority of these studies, the demand side has been

taken as inflexible or assumed to have a predetermined elasticity of demand (respon-

siveness to prices). Lately, the agent-based models have been extended to incorporate

the interactions between DSR agents and wholesale electricity prices. Agent-based

representations of scheduling DSR are more flexible than pool-based schemes [40]. In

this section, we provide a quick comparison of available ACE models and our model.

BID3 [45] is an internal tool used by Pöyry consultants as well as the SO, energy

companies and regulators. This software uses an economic dispatch model to simulate

the hourly generation of all power stations on the system, including renewable sources.

Typically, modelling can also take into account DSR, such as that provided by electric

vehicles and heating, but the DSR unit dynamics are generic. This is in contrast with

our model, where the dynamics of each demand-side agent are modelled in detail,

with agents responding to electricity prices using individual optimisation algorithms.

We believe this provides a better understanding of how true market participants will

interact with electricity prices and helps us evaluate potential system issues, such as

sudden shifts in demand due to choppy price signals that are discussed in detail in

Chapter 5.
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Optimisation of the system in BID3 is achieved through linear or mixed-integer pro-

gramming and the objective is to minimise system costs subject to the many system

constraints that are programmed in. The supply-side modelling takes into account

several considerations such as ramp rates, minimum on/off times, minimum stable

generation and start-up costs. This is similar to our model. The BID3 model is also

capable of modelling the electricity market whilst incorporating the capacity market

considerations. We do not model the capacity market in this thesis to reduce the

computational complexity of the problem. An overview brochure of the BID3 system

is provided in [46] and further details are provided in [45].

The focus of [47] is to investigate market power, optimal bidding strategies of the

market participants, and the level of clearing prices when Time of Use (ToU) demand

response was employed in day-ahead markets. In their study, they considered rein-

forcement learning for their agents to submit their offers for the day-ahead market.

Agents in their model can adapt their bidding strategies using the Roth-Erev learn-

ing algorithm. A multi-period linear programming method is used for solving the

market-clearing price.

Similar to our modelling [47] study looks to evaluate the benefits of the electricity

retailer participation in the day-ahead markets. However, their modelling has a limited

number of agents and the parameters of these agents are generic. Their study is focused

more on the bidding strategies for the day ahead markets rather than the clearing

mechanism for that particular day ahead market. We believe that by including the

real-world agent parameters, our modelling can provide a more in-depth understanding

of the agent interaction with the markets.

Our model differs from [47] in that we do not require the market participants to



CHAPTER 2. MARKET MECHANISM 60

provide bids and offers for the day-ahead markets. Economic theory suggests that

well functioning forward and spot markets should achieve maximum utility for all

participants in the market. If agents can optimise their behaviour over longer time

periods utilising their known dynamic models, they should be able to capture their

fuel and start-up costs better.

Simulation of electricity market using demand elasticity functions has been performed

in [16]. Each generator agent in their model submits their marginal cost of electricity

production to the SO. The SO is then able to use an algorithm to maximise the social

welfare of the system, minimising the cost of electricity production. Electricity prices

can then be updated using the elasticities of the demand side. We believe that our

modelling where demand agents are explicitly modelled allows us to better account for

the inter-temporal demand dependencies across agents.

[48] solved a "Unit commitment and DSR commitment" problem that integrates both

generator supply curves and commercial DSR supply curves. The objective function

included the fuel cost of generation units, the start-up costs (hot or cold), shut-down

costs, and the cost of enabled DSR. The objective of the algorithm is to minimise the

cost of operating the system. Results show that 1% to 18% savings are available in

the system when DSR is considered. The level of savings depends on the willingness of

the demand side to participate. Our generator modelling also considers the generator

costs discussed in their study; we also further refine the potential savings given different

energy generation scenarios in the future.

Commercial building participation in price-based DSR programs has seen much more

interest due to the size of the controllable loads in commercial properties. Even though

our study focuses more on domestic user participation in DSR, we have also reviewed
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some studies on commercial buildings such as [49]. In [49], prices are simulated as a

day-ahead auction using bid-based DC optimal power flow. This is in contrast with our

model, where we capture the participation of the agents in a continuous price exchange.

Two cases are investigated: a small number of DSR commercial participants and a

high number of commercial participants. These results show the DSR participation

can reduce commercial building energy costs, system peaks and price volatility. In our

modelling, we only consider the simplified version of commercial building participation

through a simplified Industrial and Commercial DSR (I&C DSR) function of price.

Results from the [49] can also support our results in that given the large number of

domestic users participating in the market; domestic users should be able to capture

similar savings to those achieved by commercial agents.

The use of thermal storage in DSR has been previously considered in [26]. Their

study evaluates the potential of thermal energy storage and thermal inertia in de-

mand response optimisation in the context of the day-ahead market. A dwelling’s

thermal demand is met by Electro-Thermal Technologies (ETT) that could be gen-

erating Combined Heat and Power (CHP) or consuming HP electricity. Stochastic

programming is used. The approach considers uncertainty in outdoor temperature,

DHW (domestic heat water) load, base electricity load, occupancy, and imbalance

prices. The optimisation is on the retailer side where it tries to minimise its cost

over a day, given the day-ahead market purchases, imbalance costs, gas purchases and

payments to dwelling occupants for violation of contracted thermal comfort.

Even though in our modelling in Chapter 5 we consider all agents to be independently

interacting with the market, it is unlikely that domestic users would participate in

the wholesale markets themselves as opposed to accessing RTP prices through the

retailer. Modelling of the optimal bidding strategies for the retailers discussed in [26]
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could, therefore, be improved by including the individual agent modelling discussed

in this thesis. Other authors have also investigated optimization models maximizing

retailers profit such as [50] where they have proposed a genetic algorithm based dis-

tributed pricing framework to determine optimal electricity prices for different types

of customers in terms of their energy monitoring equipment. This study is different

from ours as we specifically focus on dynamic modelling of the agents and account for

heating profiles and heat loss coefficients inferred from real world sensor data.

Similar to our wholesale market modelling, [51] propose a day-ahead pool market mech-

anism where they combine a solution of centralised mechanisms with the decentralised

demand participation structure of dynamic pricing schemes based on Lagrangian Re-

laxation [52]. Schemes connecting wholesale and retail markets lead to more efficient

and competitive markets. This method contains individual surplus maximising agents

and a global price updating algorithm. A market objective is a form of social welfare

maximisation. Participants are assumed to behave competitively, acting as price-takers

and revealing their actual economic and technical characteristics to the market. The

problem is converted from social welfare maximisation to an equivalent generation cost

minimisation with limitations on the demand side agents. Our modelling differs in the

use of dynamic pricing modelling for the individual agents and the iterative method

in finding the equilibrium prices as discussed in this chapter.

Similar to the modelling discussed in this chapter, [40] present a design and evaluation

of a market-clearing scheme for trading DSR in a deregulated power system using

Walrasian auctions. In their modelling, DSR participants update their DSR quantity

bids in response to prices adjusted by the market operator. This auction is repeated

iteratively until market equilibrium is obtained at the point where the market outcome

is proven to be Pareto optimal, as defined in [40]. We utilise a similar framework in
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our work for finding optimal prices. Our method extends these concepts by allowing

agents to take into account their inter-temporal dynamics similar to [53].

In [53], authors have discussed the importance of taking into account the inter-temporal

decision making to model wholesale electricity prices. In their work, they have inferred

the price/demand elasticity from real-world historical data, in contrast to our approach

where we have assumed that the control of heating is done by an autonomous rational

device that minimises the user discomfort as discussed later in chapter 4. In [53], the

electricity price equilibrium is found using genetic algorithms where demand/supply

intervals are supplied to the system operator, who the, using the intervals provided,

determines the most optimal power dispatch schedule.

We agree with the [53] in that dynamic inter-dependence of agent decisions is crucial

when evaluating market DSR. We discuss the importance of inter-temporal decision

making in detail in Chapter 5. A more detailed literature review of agent-based mod-

elling and simulation of smart electricity grids and markets can also be found in [36].

We also note that in literature, behavioural changes of the demand side agents to

electricity prices are usually calculated using price and cross-price elasticities infered

from the historical consumption data from smart meters [53]. We have chosen the

alternative approach of simulating the behaviour of individual agents observed in the

market and scalling these for the population behaviour due to our particular interest

in the behaviour of heat pumps and RTP tariffs. We believe that heating behaviour

is unique due to its cross-price elasticity dependence on the building insulation, user

temperature preferences, time of heat pump operation due to noise and outside weather

conditions. We believe that due to the limited amount of heat pumps currently in the

market, it would be difficult to estimate these cross-price elasticities accurately.
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Using our dynamic simualtion approach discussed in 5, reduces the amount of data

required to be infered for these customers to user temperature preferences, building

dynamics, weather forecasts. Once this information is inferred from historical data,

behavioural profiles for these houses can be scalled to estimate the impact of future

heat pump uptake scenarios on wholesale electricity prices and the network as discussed

in 4. The modelling framework could also allow future researchers to estimate impacts

of improved efficiency of the building stock and changing weather conditions without

requiring inference of cross-price elasticities.

2.2 Optimal Price Search

In this section, we introduce the optimal wholesale price search algorithm. We use

this algorithm to find an optimal wholesale price policy πwholesale,∗ from a set of all

possible wholesale price policies Ω defined as follows

(2.1)Ω = {πwholesale = {πwholesale(t)}0≤t≤T : πwholesale(t) ∈ R ∀t}.

where t is the time period of the price and T is the terminal time of the simulation.

We assume that electricity prices are discrete and do not change during the period ∆t

so we can write
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(2.2)πwholesale(t) =


πwholesale(0) for t < ∆t

πwholesale(∆t) for ∆t ≤ t < 2∆t

...

We define S(πwholesale) as a set of system supply values at different times that comprises

G number of agents that can dispatch energy to the grid, and each choose to supply

{W1,W2, ...,WG} at time t and can be written as

S(πwholesale)

=
W (t; πwholesale) =

G∑
g=1

Wg(t; πwholesale) : 0 ≤ Wg(t; πwholesale) ≤ Kg


0≤t≤T

,

(2.3)

whereW (t; πwholesale) is the total supply of all energy supply agents given a price policy

πwholesale and is chosen for the entire period 0 ≤ t ≤ T . We can calculate the total

supply by summing all of the individual agent outputsWg(t; πwholesale) where g denotes

an individual generating agent and t denotes time given a pricing policy πwholesale over

the period. All agent outputs Wg(t; πwholesale) are bounded 0 ≤ Wg(t; πwholesale) ≤ Kg

by the agents’ g maximum export limit MELg, Kg = MELg. We define D(πwholesale)

as a set of demands that comprise M number of demand agents {H1, H2, ..., HM} and

is given by

(2.4)D(πwholesale)

=
{
D(t; πwholesale) =

M∑
m=1

Dm(t; πwholesale) : ∀1≤m≤M 0 ≤ Dm(t; πwholesale) ≤ Zm

}
0≤t≤T

,
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where D(t; πwholesale) is the total demand at time period t of all demand agents given

the price policy πwholesale. This is given by the sum of all individual demand agents

Hm(t, πwholesale) at time t. All agent demands Hm(t; πwholesale) are bounded 0 ≤

Hm(t; πwholesale) ≤ Zm by the agent m maximum power input Hmax,m, Zm = Hmax,m.

In Chapter 5, we will model heat pumps, energy storage facilities and DSR as energy

demand agents. Baseload and any other demand such as Electric Vehicle (EV)s will

be considered as a function of time. The sum of demands of all of these agents will

therefore comprise D(t; πwholesale) for each time period t.

We note that some of these agents, such as domestic heat pump users, do not par-

ticipate in the wholesale electricity market directly and rather purchase their power

requirements through an electricity supplier or an aggreagator. When assessing the

behaviour of these agents we assume that they access market electricity prices through

these intermediaries and the price thse agents receive are already adjusted for network

costs and supplier margin, in a similar fashion as current Agile Octopus customers,

as discussed in Chapter 1. Further details on how the domestic electricity prices are

calculated for different agents are provided in chapters 4 and 5.

We aim to minimise the sum of absolute energy imbalance of the system given price

policy πwholesale as

(2.5)R(πwholesale) =
T∑
t=0

∣∣∣W (t, πwholesale)−D(t, πwholesale)
∣∣∣∆t,

where R(πwholesale) is the aggregate absolute energy imbalance, and is calculated as an

approximate integral of the absolute differences between total system power demand
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D(t, πwholesale) and total system supply W (t, πwholesale) over a time period 0 ≤ t ≤ T .

We attempt to minimise this total imbalance of the system R(πwholesale); therefore,

our objective can be written as

(2.6)πwholesale,∗ = arg min
πwholesale∈Ω

R(πwholesale),

where the algorithm looks for an optimal price policy πwholesale,∗ minimising the sum of

total imbalance of the system R(πwholesale). This is to reflect the intention of the power

exchange, where to provide a reliable supply of electricity, the supply and demand

must be balanced at any given time [53] for reliable operation of the electricity grid

(i.e. D(t, πwholesale,∗) = W (t, πwholesale,∗)). We do although understand that due to

the limited number of agents in our model the power produced (W (t, πwholesale,∗))

might slightly deviate from the power consumed (D(t, πwholesale,∗)) in some periods.

We therefore find the minimum cumulative difference across all time steps similar to

single step Walrasian auction approaches discussed in [37, 54], but across multiple

timesteps. This provides us sufficient accuracy for the analysis of the future energy

scenario power generation and consumption as discussed later in this chapter. An

iterative method is used for the price policy search, and we denote each price policy

attempted by the subscript q. We store all price policies attempted in Ω.

We consider the power consumption and production in different time periods to be

a substitutable good for which we try to find the general equilibrium that clears the

market across all time periods. The outline of the price search algorithm is provided in

figure 2.1 and discussed next. Iterations are initialised with an arbitrary price policy

πwholesale,q=0. Our model then uses a form of Walrasian tatonnement ("trial and error"
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method, see [37, 54] for an example of this) to determine the equilibrium price schedule

for the system. In this auction, the auctioneer announces prices and agents provide

the auctioneer with their expected supply and demand given a price policy πwholesale,q.

The auctioneer accumulates these and adjusts prices if the aggregate supply does not

equal aggregate demand for all time periods.

The prices found using the price search algorithm should reflect the equilibrium prices

that clear the wholesale electricity market (demand equivalent to supply in all time

periods) and these should be similar to those observed in a well functioning competitive

market. At this point we do not propose that the power exchange should employ the

method discussed in this chapter in finding the equilibrium prices to clear the power

exchange. We do although suggest that the use of the price search algorithm introduced

here provides useful insights into the equilibrium prices and agent behaviour, that

should reflect he real world future electricity market with many pariticpating players.

2.3 Simulation parameters

Agents of the price search algorithm will be discussed in detail in Chapters 4 (build-

ings), 3 (power plants) and 5 (energy storage facilities and other agents). We would

although like to discuss the convergence of the algorithm to near-equilibrium prices in

a little more detail in this section. We will therefore present results of a generic price

search algorithms and discuss only general details. We will then discuss all parameters

and results of the simulation in detail in Chapter 5.

Our price search algorithm objective is to match the total supply and demand of the



CHAPTER 2. MARKET MECHANISM 69

Initialize
Prices

Initialize problem with arbitrary prices, πwholesale,q=0

Optimization
Given πwholesale,q,optimize each gener-
ating and demand agents to get their
respective optimal control policies.

Simulation
Given optimal controls for each agent, simulate the
expected behaviour of all demand and supply agents.

Check and
Update

Compare expected total demand and total supply if
difference exceeds ζ MW adjust prices by φ £/MWh

πwholesale,q+1 =

 πwholesale,q + φ Dt −Wt > ζ
πwholesale,q − φ Wt −Dt > ζ
πwholesale,q otherwise

∀t

πq+1 ∈ Ω ?
Check if πwholesale,q+1 is in Ω. If true, stop it-
erations and look for a price policy πwholesale

minimizing total imbalance R(πwholesale,q)

Optimal
set of prices
πwholesale,∗

New
iteration
using

πwholesale,q+1

πwholesale,q=0

Controls

SupplyDemand

πwholesale,q+1

no

yes

πwholesale,q+1

Figure 2.1: Optimal Price Search Algorithm
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system in each period ∆t as discussed previously. Adjustment prices φ were adjusted

at a set number of iterations of the price search algorithm. If the iteration is denoted

as q and maximum number of iterations imposed on the algorithm as qmax = 1000

(empirically tested that higher number of iterations provide little improvement on the

final result), imbalance at time t as ξ(t, πwholesale) =
∣∣∣W (t, πwholesale)−D(t, πwholesale)

∣∣∣
and the maximum imbalance during the iteration at any point 0 ≤ t ≤ T as χ. φ was

then chosen according to the rules, as shown in 2.7.

(2.7)φ =



0.5 ξ(t,πwholesale)
χ

for q ≤ 0.3qmax

0.1 ξ(t,πwholesale)
χ

for q ≤ 0.5qmax

0.01 ξ(t,πwholesale)
χ

for q ≤ 0.7qmax

0.001 ξ(t,πwholesale)
χ

for q ≤ 0.8qmax

0.0001 ξ(t,πwholesale)
χ

for otherwise.

Rules provided in (2.7) have been chosen heuristically as discussed next. We have ob-

served that price adjustments φ can be weighted by their respective power imbalance
ξ(t,πwholesale)

χ
but these adjustments need to be small enough not to cause algorithm in-

stability. We have observed that linear adjustments as provided in (2.7) were sufficient

to allow the model to converge to near equilibrium and were not large enough to cause

algorithm instability.

As part of our attempts to find the equilibrium prices faster, we have also investigated

other adjustment price weighting methods. We have considered a quadratic weighting,

where we used ( ξ(t,πwholesale)
χ

)2 to adjust the prices as above instead of ξ(t,πwholesale)
χ

. This

caused model instability and price search algorithm was unable to converge to a near-

equilibrium price.
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Figure 2.2: Total system imbalance of simulated system

The iteration number at which φ was adjusted has also been chosen heuristically.

We have visually inspected the simulated total system imbalance, as shown in figure

2.2 and have determined levels at which we believe the market search algorithm has

reached price equilibriums for the given φ values. These were then chosen as break-

points to adjust the weighting factor for the price adjustment. We show an example

plot of total system imbalance for the simulated system in figure 2.2. We can see that at

the start of the breakpoint for the price adjustment the imbalance values drop quickly

but once they local equilibriums are found these values do not change significantly at

which point we adjust the weighing factor (q = 300, 500, 700, 800).

We show the convergence of the values of interest in our simulations in figure 2.3.

Twenty simulations are performed with a different initial set of prices πwholesale(t)

passed to the price search algorithm. In all cases, the system starts with the same initial

conditions for the power generator fuel input and internal temperatures in buildings.

We can see the total fuel cost and profit of the generators, as well as the average
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electricity price for all users and total heating costs for all the houses in the simulation,

converge to within narrow bounds as shown in figure 2.3.

There is a slight variation in the values between iterations when the near-optimal

price set is found. This is due to our simulation not perfectly clearing the market,

supply and demand in each time period are not precisely the same. In future work,

we could increase the number of participants in the market mechanism, which should

allow the market to be matched. However, increasing the number of participants

will significantly increase the computational work required to reach equilibrium. For

comparison purposes of the system with HPs and without HPs in Chapter 5, these

slight variations of the values of interest when near-equilibrium price set is found should

not significantly affect the results. As we can see, the changes in the values between

the iterations are very small, so increasing the participants and hence computation

times were deemed not to be necessary.

2.4 Conclusion

Dynamic decision making is critical in determining the optimal operation of energy

systems. In this chapter, we have introduced a novel method of finding equilibrium

wholesale electricity prices for an electricity system where agents are individually opti-

mised and interact with wholesale electricity prices over a period of time whilst taking

into account their inter-temporal constraints.

We have shown that this method of price search can allow us to evaluate the values of

interest for the market such as the cost of electricity delivery and the average electricity
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Figure 2.3: Convergence of costs of interest in market simulations against algorithm
iterations.
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prices as once the near-equilibrium prices of electricity are found the difference in the

values of interest is minimal.

In the next chapter, we will introduce individual optimisation methods for the optimal

power plant operation given a set of wholesale electricity prices, after which we will

then introduce a method of domestic user heating optimisation taking into account

RTP electricity prices. In Chapter 5, we will then use the market price search methods

to derive wholesale electricity market prices for FES scenarios in 2030. Our models

will attempt to evaluate the benefits of RTP tariffs on wholesale electricity markets

when compared to fixed tariffs. Heat Pumps, energy storage and power plants will

be dynamically optimised and will respond to pricing signals to match demand and

supply in all periods.



Chapter 3

Power Plant Operation

In this thesis, we aim to capture the dynamics of total electricity supply and demand in

GB. In order to create an accurate representation of the supply side of the electricity

market, we must be able to model power plants. These models should be able to

capture the properties of the operational strategies of power plants we see in the

network in GB, most importantly, Open Cycle Gas Turbine (OCGT), Combined Cycle

Gas Turbine (CCGT) and coal plants. These three types of power plants represent a

large portion of controllable generation capacity in GB and tend to be cycled (turned

on/off) depending on wholesale electricity price. This is in contrast with wind and

sun power generation since the amount of wind or sun that is produced at any point

cannot be controlled. Other difficult to control power sources could include nuclear

power plants, which are restricted in their ability to ramp up or down given operational

safety limits.

In monopolised electricity markets, the optimal operation of power generation facilities

75
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is usually derived by the system operator solving the unit commitment problem to

minimise the cost of delivering the required power to the grid [7]. Unit commitment

is an optimisation problem in which the operation of a set of generators needs to

be decided, taking into account electricity system constraints, individual generator

operational constraints and system load requirements [7]. This global optimisation is

usually performed using Mixed Integer Linear Programming (MILP) algorithms [7].

In GB, the electricity market is competitive. We, therefore, develop models to explain

the optimal operation of the power plants when they are not being dispatched by

a central market operator but coordinated through a competitive electricity market.

Well functioning, competitive electricity markets (for an explanation of competitive

electricity market structure see Section 1.2.1) work on the assumption that the deci-

sions of different agents in the market will be made independently of each other. This

means that in our model of the GB market, individual power plant optimisations can

be performed independently, allowing for parallelism when computing optimal opera-

tion schedules of individual power plants and inclusion of more complex power plant

dynamics in deriving these optimal schedules. Optimal operation models derived in

this chapter allow us to use individual power plant information from the SO to derive

individual power plant optimal operation schedules. These schedules can then be fed

into our market simulation model introduced in Chapter 2 to model real-world elec-

tricity market scenarios. Our methods have been inspired by models introduced in [7].

In their work, a PDE-based method for valuation and operation of power plants has

been introduced for a specific power plant.

In contrast to [7], we attempt to devise a simplified general model of power plant

operation that can be solved quickly and efficiently, as well as adapt to different types

of generators. We also attempt to include dynamic operating constraints such as ramp
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rates, notice to deviate from zero and minimum zero times. Real-world GB data of the

power plants’ operational characteristics is then fed into our power plant modelling.

These are provided by the power plants in GB to the NG for the BM; for the GB

market structure and the role of NG refer to Section 1.2.1. We believe the inclusion of

these operation characteristics allows our model to more accurately estimate different

operation costs, leading to a better representation of the real-world operation of power

plants.

The first part of this chapter provides a literature review of power plant operation

optimisation in deregulated electricity markets. We follow on to describe how we model

the costs involved in operating a power plant, outlining the power plant characteristics

and expand on how information from the BM can be used to calibrate our power plant

models. Then we introduce the mathematical formulation of the power plant operation

model, after which we can provide a general numerical method to solve such a problem.

A demonstration of the model for a bespoke power plant is then provided as evidence

that the model achieves the expected behaviour for the operation of the power plant.

We conclude the chapter by providing a discussion of GB’s power plant operational

data cleaning and pre-processing, followed by a comparison of our simulated wholesale

electricity prices against real-world GB electricity prices. Our simulated wholesale

electricity prices are derived by using the published and estimated operational param-

eters of the power plants and attempting to operate these power plants in a way that

they replicate the historical power output of these same power plants. We then com-

pare whether the derived wholesale price of electricity for this power supply matches

the wholesale prices historically observed for the respective dates.
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3.1 Literature Review

Researchers from the field of mathematical finance mostly focus on the valuation of the

power plants in competitive electricity markets. This is due to the increased interest in

having an accurate valuation of power plants when purchases of these assets are made

in competitive electricity markets. To value these power plants accurately, optimal

operation of the plants needs to be considered. The valuation models, therefore, have

inherent optimal power plant operation schedules. In this thesis, we are only interested

in this optimal operation schedule, rather than the actual value of the power plant.

In [7], the authors derive a PDE-based model for the valuation and optimal operation

of hydroelectric and thermal power generators. They assume all sellers of power in

the electricity market are price takers and cannot coordinate the power generators.

This greatly simplifies the unit commitment problem in that generators that are not

linked physically can be modelled and optimised independently. Even though these

authors derive an optimisation model for a single power production unit, these models

can be used to simulate the optimal dispatch of several units in the network, as we

show in this chapter. When links between the power plants do not need to be consid-

ered, the complexity of the optimal dispatch of generation assets within the system

is significantly reduced and allows the inclusion of more complex generator dynamics,

as compared to the dynamics considered in unit commitment problems. In particu-

lar, these authors calculate the output of the power generator in MW as a one-to-one

function of the temperature of the thermal generator, which appears as a dynamic

variable in the model.

Our method is similar to that introduced in [7], the main difference being that the

power output will be calculated as a function of fuel input rather than temperature
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and will include multiple operational states of the power plant. This allows a more

general use of the model across different types of generators, including those that

require long warm-up periods such as CCGT power plants. Use of fuel as the input

of the modelling allows for the use of efficiency curves at different power plant load

levels to account for differences between generators. Efficiency curves represent the

steady-state ratio between the rate of power produced and the rate of fuel consumed.

We also simplify the model introduced in [7] to exclude stochastic prices (uncertainty

in the future wholesale prices). In our power plant modelling algorithm, we assume

that prices of electricity that will be received by the power plant are the forward

prices and are therefore known in advance. Hence, there is no uncertainty on how

these will develop, which significantly reduces the computational times required for

our simulations. In Chapter 5, we will present results where wholesale prices of the

system become endogenous in the model and are derived through the interaction of

the individual power supply and demand agents.

In [55], the authors considered real options valuation of power plants in the compet-

itive market in the USA. In their considerations, they included start-up costs, fuel

costs, and variable costs due to operation and maintenance. The focus of that paper

was on the optimal operation of OCGT power plants as this allowed them to ignore

power plant start-up times. The authors did suggest the inclusion of start-up times in

their future work but acknowledged that this would make the problem more complex.

Consideration was also included for minimum on time (time that power plants need to

be operating when started before turning off). Controls included binary decisions to

operate or not to operate, the frequency of control being half-hourly. They found the

model’s valuation over the long period for the power plants provided reasonable valua-

tions of power plants when compared to real-world selling prices of these power plants.

Power plant prices for simple gas turbines using the model of [55] were estimated to
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be between 170 $/kW and 198 $/kW. The authors observed three actual power plant

sales at the time that were priced at 198 $/kW, 183 $/kW and 206 $/kW. Please take

note that these prices are $/kWh, and to find the actual price of the power plant one

needs to multiply the capacity of the power plant (e.g. 50 MW) by this price. This

paper, therefore, confirms the importance of including the start-up costs, fuel costs,

variable costs due to operation and maintenance that we include in our power plant

modelling. We also extend this to include start-up times that [55] considered to be

essential although outside of the scope of their study.

Several papers consider the more technical aspects of power plant operation and op-

timisation. As mentioned previously, the more technical aspects of power plant op-

eration are outside of the scope of this thesis but are discussed in detail in [56]. In

[56], authors discuss the optimisation of a power plant from the more technical physics

perspective, including the set points of controls such as mass flow rates, water levels,

air temperatures. In our work, we solve a simplified problem of the power plant opera-

tion, as explained in section 3.2. Our simplified operation assumes that by estimating

efficiency parameters using the observed power plant operation data and matching

this to the modelled operation, we should capture most of these intricacies and reflect

these in the cost of the power plant operation through these operational parameters.

In [57], the authors used MILP to solve the problem of power plant optimisation in

deregulated electricity markets with the inclusion of dynamic constraints. The authors

consider start-up costs in different states (cold, warm, hot), part-load efficiencies,

ramp rates, the minimum downtime, and minimum operating times, as defined in

section 3.2 in a similar manner to our approach. The power plant operation problem

is solved using commercial software General Algebraic Modeling System (GAMS) and

the solver IBM ILOG CPLEX Optimization Studio (CPLEX). The authors also discuss
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the implications of increased renewable energy production in Germany on fossil fuel

plant operation and profits. Simulated profits decrease significantly (ranging from

4% to 60% depending on months of the year) with the increased uptake of renewable

power generation. The authors discuss that these changes in profitability can be the

cause of reduced investment in fossil fuel power generation in Germany. Our research

supports this argument in Chapter 5 by showing a significant drop in thermal power

plant profits due to increased renewable generation. Our model differs from [57] in

that it is solved using dynamic programming rather than MILP. This allows us to

account for continuous dynamics and does not require us to specify distinct offline

states; instead, we model the power plant behaviour as continuous with discrete time

control events moving through different states of power plant operation such as offline,

synchronisation and normal operation. Continuous modelling of the power plant also

allows us to account for intermediary costs when moving between states.

3.2 Power plant characteristics

A fossil fuel power generating unit is an electricity-producing unit that converts heat

energy to electric power. We refer to a generating unit as a single power generating

unit that can be controlled for its power production. The power plant, on the other

hand, can be several generating units in the same power plant facility. In our model,

we can regard the generating unit as a black box that, in a steady-state when fully

warmed, is supplied with fuel at rate Q MW and produces power at a rate W MW

as shown in figure 3.2. We restrict the changes in the fuel input subject to ramp rate

limits. We also apply part-load efficiency curves to represent the power output of W

for different rates of fuel input Q.
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Power Plant
Q MW W MW

Figure 3.1: Simplified graphical depiction of the black box power plant model.

Whilst not dealing with complex internal modelling of the power plant, our models still

obey simplified operational constraints as reported by NG. We expect these simplified

parameters to approximate acceptably the continuous dynamics of power plants in

GB. Here we provide a brief introduction of the terms used in our modelling. For a

thorough explanation of power plant technical limits, please refer to [58].

For ease, we provide a quick overview of the power plant parameters that are considered

for the power plant optimisation. The following informative definitions have been

compiled from [58, 59];

• Maximum Export Limit (MEL) - is the maximum level in MW at which the gen-

erating unit may be exporting power into the National Electricity Transmission

System at the Grid Entry Point or Grid Supply Point, as defined in [59].

• Stable Export Limit (SEL) - positive MW value representing the minimum stable

export operating level. The SEL is achieved when the unit is operating within

its design range, with stable combustion and stable operational NOx control

measures.

• Notice to Deviate from Zero (NDZ) - prior notice required by the power plant,

to start up a power plant to the point of synchronisation. The synchronisation

is the point at which the generating unit is connected to the grid (i.e. starts

producing power). The time it takes for the power plant to synchronise will
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depend on how long the power plant has been offline (i.e. not producing power).

The ability of the power plant to change its output from synchronisation to full

load is a function of the power plant design. It is dependent on the size of the

plant, fuel type, initial material conditions and the ability to change (ramp)

these to the final conditions. Evidence from the GB power market shows that

the fastest power plants to ramp up are OCGT followed by CCGT and lastly

coal power plants [58]. Nuclear power plants, on the other hand, are not even

considered, as the times to increase production and decrease production are too

long (up to 72 hours). The rate at which the power plant can increase its power

production after they have been synchronised to the system are defined as ramp

rates MW/minute. Generator operators disclose these rates to the SO to show

their availability for the balancing services.

• Run-Up Rates - rates at which a particular power plant can increase its active

power production within the operating range. Up to three rates can be pro-

vided. We denote these as RURE1, RURE2 and RURE3, where the Run-Up

Rate Export (RURE), can be provided for each power plant with correspond-

ing states at which it is feasible to make the next discrete jump in the rate of

power that can be reliably committed to the SO. These jumps are referred to as

ramp rate elbows (RUEE2 and RUEE3). A graphical depiction of the run-up

rates for a BM unit (smallest entity that can be controlled within the BM) is

provided in figure 3.2. We show how the power plant can increase its power

production at a rate of dW
dt
≤ RURE1 MW/min when power plant output is less

than 0 ≤ W < RUEE2. At power output RUEE2 ≤ W < RUEE3 the rate at

which the power plant can increase power is bounded such that dW
dt
≤ RURE2.

For power output W > RUEE3 the rate of power output increase is limited by
dW
dt
≤ RURE3.
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Figure 3.2: Graphical depiction of ideally simplified (for planning purposes) power
plant ramp down rates.

• Run-Down Rates - rates at which a particular power plant can decrease its

active power production within the operating range. Up to three rates (we

denote these as RDRE1, RDRE2 and RDRE3) can be provided for each power

plant with corresponding elbows (we denote these as RDEE2, RDEE3). These

elbows represent the power production points at or below which power plant’s

committed rate of power output must be changed - downwards in the case of

run-down. A graphical depiction of the run down rates is provided in figure 3.3.

The bottom axis is inverted to represent the power output decreasing through

the ramp rate stepsMEL ≥ W ≥ 0. We show how the power plant can decrease

its power production at a rate of dW
dt
≤ RDRE1 MW/min when the power plant

output is MEL ≤ W < RDEE2. At power output RDEE2 ≤ W < RDEE3

the rate at which the power plant can decrease power is bounded by dW
dt
≤

RDRE2. For power output W < RDEE3 rate of power output decrease is

limited by dW
dt
≤ RDRE3.
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Figure 3.3: Graphical depiction of ideally simplified (for planning purposes) power
plant ramp down rates.

• Power plant efficiency - power plant efficiency (i.e. power output
fuel input %) is dependent

on the load level at which the power plant is operating. Power plants are normally

most efficient, i.e. the ratio between the power produced and fuel consumed is

the highest when they are operating at maximum power output W = MEL.

When a power plant is operating below its full operating potential W < MEL the

steady-state efficiency of the power plant drops, therefore the ratio of power output

with respect to fuel input decreases. In figure 3.4, we provide some examples of

reported part-load efficiencies for gas turbines as provided in [60]. In the figure, the

part-load efficiency curves can be seen continuously increasing towards the 100% load

(W = MEL). Efficiencies provided in this figure are stable operation efficiencies and

therefore might not represent true efficiencies of power plants moving through these

part-load levels.
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Figure 3.4: Examples of six different power plant part-load efficiency curves are pre-
sented from [60]. Different lines in the graph represented different gas turbines: Wärt-
silä Simple Cycle, 25 C (orange), Wärtsilä FlexiCycle, 25 C (brown), Siemens SGT6-
500F Simple cycle, 25 C(electric), GE 7FA,05 Simple cycle, 25 C (grey), Siemens
SGT6-500F Combined (light blue), GE 7FA,05 Combined cycle, 25 C (blue). We can
see that single cycle gas turbines are less efficient across all part-load levels. As an
example, GE 7FA,05 Simple cycle, 25 C (grey) has efficiency of around 26 % at 40 %
load level (W = 0.4MEL) and 38 % efficiency at full power W = MEL.
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In order to approximate the part-load efficiency curves of dissimilar power plants, we

use a power function as specified in (3.1).

(3.1)ε(W ) =

 %(W )γ ∗ εmax for %(W ) ≥ %min

εmin for % < %min

where ε(W ) is the efficiency of the power plant given the current power output W .

Here we define %(W ) = W
Wmax

as the percentage power output relative to full load,

εmax = Wmax

Qmax
is the maximum power plant efficiency, Wmax is the maximum power

output, Qmax is the rate of fuel consumption at full load and γ is the power function

parameter to account for the slope at which the power plant efficiency curve approaches

maximum efficiency. We assume the lowest efficiency achievable in the power plant

is εmin when % approaches %min, where %min = SEL and is the stable exporting limit

(this can be seen as discontinuities in the part-load efficiency curves in figure 3.4).

We assume that the efficiency of the power plant is constant εmin when the part-load

level of the power plant is less than %min. The minimum output as discussed in the

literature is around 30-50 % for CCGT power plants and 20-50 % for OCGT power

plants [61].

3.3 Costs of Power Plant Operation

We specify several costs that would impact the operation of the power plant; these are

fixed costs, fuel costs, and synchronisation costs. A further explanation of these costs

is as follows.
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Fixed Costs - costs that are not dependent on the current level of power production

W of the power plant. We assume these costs are charged to the power plant during

the power production as well as a start-up (the time it takes for the power plant to

synchronise power production to the grid) and shut-down (time it takes for the power

plant to stop producing power) periods. These would include labour, operation and

maintenance, as well as regulatory costs such as the cost of emissions such as NOx

and SO2 [55]. In this thesis, we do not explicitly separate fixed costs into individual

components but rather consider them as a single lumped cost for the power plant

operator that is inferred from the real-world operational data of these power plants as

discussed in Section 3.7. Power plant operators are not charged the fixed cost when

the power plant is offline.

Synchronisation Costs - costs incurred as the power plant is being synchronised

to the grid. Power plant synchronisation is a highly energy-intensive process [58]. We

assume that the longer the power plant has been offline, the longer it will take for it

to synchronise to the grid. Synchronisation costs are further discussed in Section 3.4.

Fuel Costs - costs attributed to the fuel consumed by the power plant (e.g. cost of

coal or gas). These are charged depending on the fuel consumption of the power plant

as £/MWh of fuel consumed. Fuel cost calculation is further discussed in Section

3.7.2.
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3.4 Power Plant Operation Optimization

The objective of the power plant operator is to maximise its profit over the time horizon

of operation given a set of prices of electricity, and a set of costs that we outline in

this chapter. We are going to assume that the generator operator can control the rate

of fuel input Q MW into the generator and also make decisions on whether to change

the operating state of the generator.

The fuel input will be modelled as a continuous variable that, together with the oper-

ating state, can determine the power output of the plant. This requires us to be able

to translate the rate of fuel used to power produced and vice-versa.

Formally, we can derive one-to-one functions of power to output and power to input

using the efficiency of the generator as defined in (3.1), but special care must be taken

when below %min. Let F be the function that converts fuel input to power output,

then we have

(3.2)W = F (Q) =


(

Q
Qmax

) 1
1−γ Wmax for Q > Qmin

Qεmin otherwise
,

where Qmin is the fuel rate when power plant power production approaches %min. The

inverse of this function can be used to derive the fuel input as follows

(3.3)Q = F−1(W ) =

 Qmax [%(W )]1−γ for %(W ) > %min

W
εmin

otherwise
.
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Now consider Q(t) MW as the rate of fuel input at time t, which is a dynamic variable

that can be controlled in our power plant operation model. This is our state variable

which through the function F keeps track of the current power output rate from the

power plant. However, this is not enough to completely track the current state of the

power plant; we must further introduce a discrete variable U ∈ U , which defines the

current operating state of the power plant at time t. According to the combination of

the fuel input level into the power plant Q, and its current state U , we can define the

set of allowable control decisions that are available to the operator at that instant in

time.

Let us first list these different states along with a short explanation. These are as

follows:

• U = 0, or “Off” state, i.e. the power plant is offline. In this region, we expect

the power plant not to consume any fuel at all and

Q = 0.

• U = 1, or “Synchronisation” state, the power plant is synchronising to the grid.

The time it takes will depend on the length of time since the unit last delivered

power to the grid. During synchronisation, the fuel supplied to the power plant

is above null and below ι. ι represents the fuel level at which the power plant

would be synchronised to the grid. This means that fuel input levels are

0 < Q < ι.

• U = 2, or “Warm-up” state, the power plant starts producing power (i.e. exits

the synchronisation level into production region) and moves towards the SEL.

During the warm-up state, the fuel supplied to the power plant is above ι,
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and below the fuel consumed at SEL power output W = SEL represented by

F−1(SEL), so we have

ι ≤ Q < F−1(SEL).

• U = 3, or “Normal operation” state, the power plant operates above the sta-

ble export limit and can choose to either increase or decrease the production

of power. During normal operation, the fuel supplied to the power plant is

above F−1(SEL) and below fuel consumed at MEL power output W = MEL

represented by F−1(MEL). This gives

F−1(SEL) ≤ Q < F−1(MEL).

• U = 4, or “Cool down” state, the power plant has been committed to de-

synchronise and moves below the SEL production level. During the cool down

the fuel supplied to the power plant is above ι and SEL power production

ι ≤ Q < F−1(SEL)

• U = 5, or “De-synchronisation” state, the power plant is not producing any

power. During the de-synchronisation state, the power plant needs to reduce

the fuel input into the power plant to ν before it can choose to switch to the

synchronisation state or the power plant operator can decide to switch the power

plant off completely. The quantity ν represents the fuel input at which the power

plant has been in the de-synchronisation state for a period of half the Minimum

Zero Time (MZT). This is to make sure that if the power plant has stopped

producing power Q < ι, it stays in this region for a period of MZT minutes.

As the speed of synchronisation and de-synchronisation are the same, we can

restrict the power plant operator to stay in the de-synchronisation state for at

least half of the time as we know that if the power plant decided to enter the

synchronisation state, it would then take half of the MZT time again to start
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producing power. This will ensure that the total time not producing power has

been MZT. During de-synchronization fuel input levels in this state are:

0 < Q ≤ ι.

During the synchronisation and de-synchronisation stages, the power plant should not

be producing any power, i.e. W = 0 but it is still consuming fuel, and we would like to

maintain having a one-to-one function W = F (Q) and Q = F−1(W ). For this purpose

in our models, the value of ι is chosen to be very small. This is to ensure that the

power output of the power plant during the synchronisation and de-synchronisation

stages is negligible. An example could be setting ι = 0.0001 MW, minimum efficiency

of the power plant of 20% εmin = 0.2. This would lead to rate of power production of

the power plant

W = F (Q = ι) = εminι = 0.2× 0.0001 = 0.00002 MW.

The minimum efficiency value in our example has been arbitrarily chosen by consider-

ing the real world part-load efficiency curves of the power plants, where the efficiency

data is not provided for lower loads than 30-40%, and at 30-40% load the efficiency of

the power plant was 0.2. This power plant efficiency does not include the costs and

fuel consumption during start-up as these costs are accounted for by the start-up costs

variable.

Now assume that our generator is modelled by a continuous time switching hybrid

problem, which may be described by the following dynamics:
dQ

dt
= f(Q,U, c)

U(t+) = η(Q(t), U(t), c)
(3.4)

where Q(t) ∈ R, U ∈ U = {0, 1, 2, 3, 4, 5}, and c ∈ R is the control variable. Here, the

effective control f : R2 ×U → R that is enacted will depend heavily on the operating
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state of the power plant U as described previously. The discrete dynamics of U are

described by the function η : R2 × U → U .

An overview of how the power plant can move between these states according to the

current value of Q, and the current state of the power plant U , is shown in figure 3.4.

An arrow from the top of one box pointing to another indicates that the power plant

will be able to transition to that state once Q reaches its upper limit, whilst an arrow

from the bottom of a box indicates that the power plant will be able to transition

to that state once Q reaches its lower limit. An arrow from the side indicates there

may be flexibility over when the transition may take place. Boundaries for the power

output, fuel output and control variables available in all states are also presented.

Now, consider that we are currently in an operating state, say U = 2 (warm-up),

we have limited decisions that can be made. From this state, we are compelled to

increase fuel input (with the maximum fuel input possible c = cmax), where cmax is

the maximum increase in the fuel input that corresponds to the appropriate ramp

rate. Once we reach Q = F−1(SEL) we must enter normal operation state with

c ≥ 0 and therefore we switch to state U = 3. Once in normal operation we can

choose control anywhere between the maximum decrease in fuel input (cmin) and the

maximum increase in fuel input (cmax), cmin ≤ c ≤ cmax without changing the state

U = 3. The power plant operator can also choose to enter the de-synchronisation state

with c < 0 as the fuel input of the power plant approaches Q = SEL, which would

cause a state switch to U = 4.

Conversely, cmin refers to the maximum decrease in the fuel input over the time step

that meets the ramp down conditions. Ramp rate limits and load levels at which these

changes are imposed by the technical structure of the power plant, we use rates and
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Normal Operation
SEL ≤ W ≤ MEL

F−1(SEL) ≤ Q ≤ F−1(MEL)
cmin ≤ c ≤ cmax

U = 3

Cooling Down
F−1(ι) ≤ W < SEL
ι ≤ Q < F−1(SEL)

c = cmin

U = 4

Warming Up
F−1(ι) ≤ W < SEL
ι ≤ Q < F−1(SEL)

c = cmax

U = 2

De-Synchronisation
0 < W < F−1(ι)
ν < Q < ι,c = cmin

0 < Q ≤ ν,c =
{cmin, cmax}

U = 5

Synchronisation
0 < W < F−1(ι)

0 < Q < ι
c = cmax

U = 1

Off
W = 0
Q = 0

c = {0, cmax}
U = 0

Figure 3.5: A diagram of the power plant transition between different states of oper-
ation.

levels as provided by NG and discussed in section 3.2. A more detailed description

of the options available to the operator follows in the next section after we have

introduced our objective function.

3.4.1 General model of the power plant optimisation

Let us define the objective of our problem, which is to maximize the profits from

operating the power plant. We calculate the rate of profit Γ £/h realised at each
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instant in time, by taking the power output of the generator W MW multiplied by the

current market price of electricity πwholesale(t) £/MWh, minus fuel costs λ £/MWh

per unit of fuel, minus the running costs per unit time given the current fuel input

and state of the generator AC(U) £/h,

Γ(Q,U, t) = πwholesale(t)W (Q)− λQ− AC(U). (3.5)

Here AC is defined as

(3.6)AC(U) =


ς(ψfcOM + ψfc) + l if U = 1, 5

l if U = 0

ςψfcOM + l otherwise

where ς = λQmax £/h is the rate of fuel cost at maximum power generating capacity

(W = MEL). During the synchronisation phase, power plants consume significant

amounts of energy in addition to other costs attributed to the synchronisation of the

power plant. In our model, we set up the ψfc % to represent the ratio of fixed costs

of synchronising the power plant, and the fuel cost at maximum power output. In

this formulation, synchronisation costs become proportional to the size of the power

plant. Similarly, we define ψfcOM % to represent the ratio between fixed costs for

operation and maintenance and the fuel cost at maximum power output. Fixed costs

of operation and maintenance should include all other costs, apart from fuel costs, that

are incurred by the power plant when it is synchronised to the grid and is producing

power (W > F−1(ι)). We assume labour costs l = 0, as we assume the labour costs

do not differ between different states; the cost chosen should not significantly affect

the optimal operation of the power plant.

Then we define J as the discounted integral of the profits over the time horizon from

t to T , where T is the terminal time of the optimization, given that the current fuel
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input is Q(t), the current operating state is U(t), and the current time is t

J(t) =
∫ T

t
e−ρ(s−t)

{
πwholesale(s)W (Q(s))− λQ(s)− AC(Q(s), U(s))

}
ds. (3.7)

assuming that we have determined a particular control to apply at each instant in time

c ∈ Ct =
{
c = {c(s)}t≤s≤T : ∀t≤s≤T c ∈ R

}
.

We use ρ as the discount factor to adjust the cash flows for time value of money. Time

value of money can be regarded as percentage interest that could be earned by putting

the money in a different, similar risk investment, rather than using it to buy fuel to

produce power. This allows us to discount the value of the power plant to the net

present value (NPV). In our simulations, we only consider short periods of time (a

month), where the value of ρ is not of particular concern as the discounting is for a

short period. For this purpose we set ρ = 0. For long term power plant valuation and

longer period power plant operation, ρ is of critical importance and care should be

taken to use an appropriate value therefore the models below are provided with the

ρ values stated. The value of ρ will depend on the current economic climate and the

riskiness of the investment.

To derive the Hamilton-Jacobi-Bellman (HJB) [62] equation for the optimal solution

of this problem we use the value function

V (Q(t), U(t), t) = max
c∈Ct

J(t) (3.8)

to represent the optimal value. Then assuming that η(Q,U, c) = U , we can re-write

the value function as follows,

V (Q,U, t) = max
c∈Ct

[∫ t+dt

t
e−ρ(s−t)Γ(Q(s), U(s), s)ds

+ e−ρdt
∫ T

t+dt
e−ρ(s−(t+dt))Γ(Q(s), U(s), s)ds

]
.
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Using (3.7) we can write

V (Q,U, t)

= max
c

[∫ t+dt

t
e−ρ(s−t) {Γ(Q(s), U(s), s)} ds+ e−ρdtV (Q+ dQ,U(t+), t+ dt)

]
,

where we hold the state U constant.

Then applying a Taylor expansion around Q and t and holding the state U constant

we obtain

V = max
c∈Ct

[
Γ(Q(t), U(t), t)dt+(1−ρdt)V +(1−ρdt)

(
∂V

∂t
+f(Q,U, c)∂V

∂Q

)
dt

]
+o(dt).

Rearranging the above and eliminating values going to zero faster than dt and dividing

by dt leaves us with the following

(3.9)0 = max
c∈Ct

{
Γ(Q,U, t)− ρV + ∂V

∂t
+ f(Q,U, c)∂V

∂Q

}
,

where c defines the optimal control strategy. If we apply a control that enacts a switch

in the current state, we will have

V (Q, η(Q,U, c), t+) = V (Q,U, t).

Then according to standard theory [63] we can solve the equivalent set of quasi varia-

tional inequality problems, where V is a solution to PDE (3.9) along with the condition

that

V (Q,U, t) ≥ max
c
V (Q, η(Q,U, c), t+).
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In the following sections, we define the functions f (the control) and η (the state)

for all different states of the problem in detail. The ability to model the power plant

operation as a continuous variable allows us to account for intermediary costs and

the dynamics of power plant operation whilst moving in-between states and during

start-up. We agree with [57] that in a world where we have an increasing number of

renewable power generation and the need to cycle power plants increases, the inclusion

of power plant start-up costs will be required to determine optimal operation.

3.4.2 Off state of the power plant

We allow the power plant to be off-line, this means that the state is U = 0 and our

dynamic functions are as follows

f(Q = 0, U = 0, c) =

 0 if c ≤ 0

cmax = ι
NDZ

if c > 0
(3.10)

η(Q = 0, U = 0, c) =

 0 if c ≤ 0

1 if c > 0
. (3.11)

In the off state, the power plant operator does not incur any costs. The power plant

operator will choose to stay in the off state if the value of the power plant operation

in the synchronisation state V (Q,U = 1, t) is less than the value of staying offline

V (Q,U = 0, t).
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3.4.3 Synchronisation state of the power plant

The power plant operator can choose to enter the synchronisation state (U = 1)

from the off-line state (U = 0) or de-synchronisation state (U = 5). When in the

synchronisation state, the time it takes for the power plant to synchronise to the grid

depends on the time the power plant has been off-line. The dynamics of the power

plant are defined as follows

f(Q,U = 1, c) = cmax = ι

NDZ
(3.12)

η(Q,U = 1, c) =

 1 if 0 < Q < ι

2 if Q = ι
. (3.13)

We assume the cold start of the power plant is when it has been off-line for NDZ

minutes. During the synchronisation phase the operator is charged the fixed costs

(ςψfcOM) £/h of running the power plant and synchronisation costs (ςψfc) £/h .

The power plant in synchronisation will approach the warm-up stage at which point

it will switch to the state U = 2.

3.4.4 Warming up state of the power plant

As the power plant enters the warm up phase we require the power plant to increase its

output to the stable exporting limit, subject to constraints imposed by allowed ramp

rates. Limits can be inferred from the ramp rates and elbows provided by the power

plant as shown in figure 3.2. These rates are provided in terms of allowed delivery

rates of power. We need to use (3.3) to convert to limits on fuel burn rate. During
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the warm up state, power plant dynamics are governed by

f(Q,U = 2, c) = cmax(Q,U) (3.14)

η(Q,U = 2, c) =

 2 if ι < Q < F−1(SEL)

3 if Q = F−1(SEL)
. (3.15)

In the warm-up phase, the power plant produces powerW (Q) and receives revenue for

the power produced πwholesale(s)W (Q). The costs charged during the warm-up phase

include the costs of fuel consumed (λQ) and the fixed costs of power plant operation

and maintenance (ςψfcOM).

The power plant operator will continue increasing the fuel input into the generator up

until a stable exporting limit is reached at which the power plant will enter the normal

operation region (U = 3).

3.4.5 Normal operation state of the power plant

Once in the normal operation state, the power plant operator can choose to increase

or decrease the fuel input Q MW. The dynamics are governed as follows

f(Q,U = 3, c) =


cmin if c < cmin

c if cmin ≤ c ≤ cmax

cmax if c > cmax

(3.16)

η(Q,U = 3, c) =


3 if F−1(SEL) < Q ≤ Qmax

3 if Q = F−1(SEL) and c ≥ 0

4 if Q = F−1(SEL) and c < 0

. (3.17)
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Costs charged to the power plant include the fuel cost (λQ) £/h that depends on the

amount of fuel input Q MW and the cost of unit of fuel λ £/MWh as well as the fixed

costs of power plant operation and maintenance ςψfcOM £/h.

When a power plant operator reduces the power production to a stable exporting limit,

it can decide to stop producing power, changing to state U = 4.

3.4.6 Cooling down state of the power plant

After the power plant operator has decided to stop producing power, the plant enters

the cool-down phase of operation. During the cool-down phase, the plant is still

producing power W (Q) MW and will still receive revenue for the amount of power it

produces which can be calculated as πwholesale(t)W (Q) £/h.

The speed at which the power plant operator can reduce the fuel input into the power

plant depends on the current fuel input Q MW and is set by the operation limits of

the plant. The dynamics are provided by

f(Q,U = 4, c) = cmin(Q,U) (3.18)

η(Q,U = 4, c) =

 4 if ι < Q < F−1(SEL)

5 if Q = ι
. (3.19)

The power plant will incur the fuel costs (λQ) £/h for the fuel consumed and the fixed

costs of power plant operation and maintenance (ςψfcOM) £/h.
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If power plant operator moves the power plant to the cooling down phase, it will have

to reduce its fuel input to (Q = ι) at which point it will automatically enter the

de-synchronisation state (U = 5)

3.4.7 De-synchronisation state of the power plant

When a power plant enters the de-synchronisation state, it must remain in this state

for a period of at least MZT
2 , before the plant can start a new warm-up cycle. During

the de-synchronisation phase, the power plant will incur the fixed costs of power plant

operation (ςψfcOM) £/h and synchronisation costs (ςψfc) £/h attributed to the costs

during de-synchronisation.During the de-synchronisation stage, the plant has several

options available to it. It can either be run down the de-synchronisation stage until

the power plant is fully off, or it can restart the synchronisation. The power plant

dynamics are provided as

f(Q,U = 5, c) =


− ι

NDZ
if c ≤ 0

ι

NDZ
if Q ≤ ν and c > 0

(3.20)

η(Q,U = 5, c) =



5 if ν < Q < ι

5 if Q < ν and c ≤ 0

2 if Q < ν and c > 0

0 if Q = 0

. (3.21)

where ν = mzt
2

ι
NDZ

.
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3.5 Numerical Method

In this section, we describe a numerical solution for our optimisation problem. Our

numerical solution method is inspired by Semi-Lagrangian techniques introduced by

[64]. In our optimisation, we model the power plant output rate as a function of the fuel

input rate. We use multiple operational states for the power plant that influence the

controls available to the plant operator and the costs incurred, as previously discussed

in this chapter.

3.5.1 Semi-Lagrangian Discretization

We first introduce the notation used in this section. We have chosen to use a non-

equally spaced grid for fuel input Q for the PDE discretization (discussed below), so as-

sume that we have a set ofm+1 unequally spaced points such as {Q0, Q1, Q2, . . . , Qj . . . , Qm}.

We use N equally spaced steps in time, using the variable τ = T − t so that

τn = n

N
T

We let V u
j,n = V (Qj, U = u, τn) be the approximation of the solution of the power plant

at time τn, fuel input Qj and state U = u.

(3.22)0 = min
c∈Ct

{
−Γ(Q,U, τ) + ρV + ∂V

∂τ
− f(Q,U, c)∂V

∂Q

}
,

where Γ is the instantaneous rate of profit.
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Now let us define the total derivative DV
Dτ

as

(3.23)DV

Dτ
= ∂V

∂τ
+ dQ

dτ

∂V

∂Q

where dQ
dτ

is

dQ

dτ
= −f(Q,U, c) (3.24)

and

U(τ+) = η−1(Q(τ), U(τ), c). (3.25)

Using equation (3.23) allows us to re-write our optimization problem (3.22) as

(3.26)0 = min
c∈Ct

{
−Γ(Q,U, τ) + ρV + DV

Dτ

}
,

which means that the control c, the change in the rate of fuel input, no longer appears

in front of a derivative term, greatly simplifying the model.

Now we denote by {Q(τ, c),U(τ, c), τ} a path satisfying both dQ
dτ
, as defined in equation

3.24 and the discrete dynamics of U which arrives at the discrete point {Qj, U} at time

τ = τn+1, assuming that the control c is held constant over the time interval τn+1 - τn.
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Let

{Q(τn, c;Qj, τn+1),U(τn, c;U(τn+1))}

be the departure point, as defined in [7] at τn. For a given value of c, this departure

point can be found by solving the ODEs

dQ
dτ

=− f(Q,U , c) (3.27)

U(τ+) =η−1(Q,U , c) (3.28)

subject to the terminal conditions

Q(τn+1;Qj, τn+1, c) = Qj (3.29)

U(τn+1) = U (3.30)

Now we can integrate (3.26) over the time interval τn to τn+1 to obtain

(3.31)
∫ τn+1

τn
min
c ∈Ct

{
−Γ(Q,U , τ) + ρV + DV

Dτ

}
dτ = 0,

where Q and U solve the ODEs in (3.27). Next, we can calculate the integral of DV
Dτ

as

(3.32)
∫ τn+1

τn

DV

Dτ
dτ = V (Qj, U, τn+1)− V (Q(τn),U(τn), τn).
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Therefore by assuming that the integral and min operators are interchangeable, and

by substituting (3.32) in to (3.31), we have

V (Qj, U, τn+1)) = max
c∈Ct

{
V (Q(τn),U(τn), τn) +

∫ τn+1

τn
(Γ(Q,U , τ))dτ −

∫ τn+1

τn
ρV dτ

}
.

(3.33)

3.5.2 Fully-implicit timestepping

Now assuming that the control c does not change during ∆τ , we split the time interval

∆τ into K substeps so that the discretised version uses the following time step

∆s = 1
K

∆τ.

Using an Euler method we can solve the ODEs (3.27), and therefore we can approxi-

mate the path {Q,U} by

Qi+1
j = Qi

j + f(Qi
j, U

i, c)∆s, (3.34)

U i+1 = η(Qi+1
j , U i, c). (3.35)

As a result, we are able to derive the integral of the profit function according to

(3.36)
∫ τn+1

τn
(Γ(Q,U , τ))dτ ≈

K−1∑
i=0

Γ(Qi
j, U

i, τn + i∆s)∆s.
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Substituting (3.36) into (3.33) we finally arrive at the following

(3.37)V u
j,n+1 = 1

1 + ∆τρ max
c∈Ct

{
K−1∑
i=0

Γ(Qi
j, U

i, τn + i∆s)∆s+ Vn(QK
j , U

K)
}
.

Here the value Vn(QK
j , U

K) must be found via interpolation unless {QK
j , U

K} is an

existing grid point.

3.6 Numerical scheme with real-world parameters

In this section, we provide steps taken to adapt the fully implicit time stepping so-

lution introduced in Section 3.5.1 to the discretised version of power plant operation

using real-world parameters that we will be using to simulate GB wholesale market

in Chapter 5. We start the section by going through the details of the discrete-time

problem. We then follow on to introduce the non-evenly spaced grid steps used for

the rate of fuel Q in the optimisations. Last, we introduce the power plant parameters

available from the NG together with a discussion of ramp rates and an example power

plant operation using an artificial set of parameters as outlined in table 3.6).

3.6.1 Electricity Prices

To demonstrate the behaviour of the optimised power plant in different scenarios,

we insert a test series of wholesale electricity prices, as shown in figure 3.6. Prices
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Parameter Value Units
MEL 90 MW
SEL 50 MW
NDZ 720 min
MZT 360 min
ι 0.0001 MWh
ν ι

NDZ
MZT

2 = 0.000025 min
γ 0.413185
ηmax 0.5
ηmin 0.2
ψfcOM 0.2
ψfc 0.2
RURE1 1 MW/min
RURE2 0.1 MW/min
RURE3 2 MW/min
RUEE2 30 MW
RUEE3 60 MW
RDRE1 2 MW/min
RDRE1 0.1 MW/min
RDRE1 1 MW/min
RDEE2 60 MW
RDEE3 30 MW
∆τ 1

60 hours equivalent to 1 minute
∆s 1

60 hours equivalent to 1 minute

Table 3.1: Arbitrarily chosen set of parameters for a power plant to qualitatively
demonstrate the correct behaviour derived by power plant optimization models intro-
duced in this thesis.
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Figure 3.6: A set of arbitrary wholesale electricity prices used in the power plant
operation simulation.

have been chosen arbitrarily to provide qualitative evidence to support our optimi-

sation algorithm and to show that the optimal controls devised provide the expected

outcomes. We reiterate that the optimisations discussed in this subsection assume

that power plants react to forward agreed prices (power is sold in advance at given

quantities and prices). Therefore no uncertainty or external forces are affecting these

wholesale prices.

3.6.2 Discrete time control problem

In Section 3.5, we introduced a power plant optimisation as a continuous problem,

where we assumed that controls are applied over an instantaneously small time frame.

However, once we start to try and calibrate our model to the wholesale market, we

see that the controls applied by a real power plant will need to align to the market
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framework which imposes a fixed window over which power is bought and sold, cur-

rently half-hourly in GB (∆τ = 1
2). By using the control actions (only considering

controls every half-hour), we are able to reduce the computational complexity of the

power plant operation optimisation significantly, whilst achieving a reasonable level of

accuracy.

Later in this section, to verify the integrity of our numerical scheme, we allow the time

step ∆τ to be gradually reduced and show that our solution converges. Generator

operational constraints in GB are recorded at a one minutely resolution (MW/min)

[32]. As a result, we choose the default sub-time-step ∆s to be one minute unless the

time step ∆τ is smaller than one minute, i.e.

(3.38)∆s =


1
60 for ∆τ ≥ 1

60

∆τ for ∆τ < 1
60

From table 3.2, we can see that the power plant value as derived from the solution to

the problem (3.37) converges to a true value of the power plant as ∆τ → 0, confirming

that the solution to (3.37) using parameters as outlined in table (3.6) is stable. In these

calculations, only ∆t has been varied, and grid points Qj were kept constant across

all values of ∆t. The difference between the value of the power plant with ∆τ = 0.5

and ∆τ = 0.00104 is only £969 (0.26% difference) providing us with confidence that

we can use ∆τ = 0.5 whilst simulating the behaviour of the power plants in GB

wholesale market as if the power plant operation significantly differed between the ∆τ

the estimated value of the power plant would have also differed.

In figure 3.7 we also present a qualitative comparison of the output and controls of
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∆ t Value £
0.5 371920
0.033333333 372965
0.016666667 373072
0.011111111 372982
0.008333333 372947
0.005555556 372920
0.004166667 372909
0.002083333 372895
0.001041667 372889

Table 3.2: Convergence of the value of the generator when ∆τ → 0.

the power plant between a case where ∆τ = 1
60 (Case 1) and ∆τ = 1

2 (Case 2) whilst

operated under electricity prices as introduced previously. We can observe that the

power plant is qualitatively similarly operated under both scenarios. It goes offline

during the significant price decrease period, and power is only reduced to the stable

exporting limit during the smaller price decrease period. We note that there is a slight

misalignment of the turn off times between the two scenarios in figure 3.7 where the

power plant in the case of ∆τ = 1
60 turns off earlier than the same power plant when

∆τ = 1
2 is used.

3.6.3 Variable grid

We observed that the rates at which the power plant can ramp power production

differ significantly across the operating ranges of the power plant. We also know that

interpolation can be both an expensive and sometimes inaccurate process so we would

like to minimise this as much as possible. To reduce the amount of interpolation

required in our scheme, we split the Q space into intervals according to the different

ramp rates and behaviour of the available controls in different states. Within each
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Figure 3.7: Power plant operation with different time stepping. Operation is very
similar in both scenarios ∆τ = 1

60 (Case 1) and ∆τ = 1
2 (Case 2).

interval, we apply a fixed spaced grid, usually aligning the grid spacing so that

∆Q ≈ f(Q,U, c)∆s,

where c is the typical control applied in that region.

Typical number of steps (rounded up) Region State
NDZ 0 ≤ Q ≤ ι U = 1, 5
MEL−RDEE2

RDRE1 MEL≤ Q ≤ RDEE2 U = 2, 3
RDEE2−RDEE3

RDRE2 RDEE2 ≤ Q ≤RDEE3 U = 2, 3
RDEE3−ι
RDRE3 ι ≤ Q ≤ RDEE3 U = 2, 3
MEL−RUEE2

RURE3 MEL≤ Q ≤RUEE2 U = 3, 4
RUEE3−RUEE2

RURE2 RUEE2≤ Q ≤RUEE3 U = 3, 4
RUEE3−ι
RURE1 ι ≤ Q ≤RUEE3 U = 3, 4

Table 3.3: A table outlining a typical grid scheme.
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From table 3.3, we can observe that between the fuel input ι and 0 we create NDZ

numbers of points. This is to accurately account for the time spent in the synchroni-

sation and de-synchronisation states. Within the elbows of the power plant operation,

we create the number of steps required to transit the elbow. We have also added a

grid point at Q = F−1(SEL) as this is a particularly important point in the solution,

where the power plant operator needs to decide whether to commit the power plant

to go offline for at least MZT or stay operating.

3.6.4 Ramp rates

A graphical depiction of operational limits is presented in figures 3.8 and 3.9. We can

see in both figures that ramp rates change at ramp rate elbows as specified in Section

3.2. During each ramp elbow, we can see that the ramp rate in terms of power is

constant, but due to the increasing efficiency of the power plant, the ramp rate in

terms of fuel input is decreasing with load level.

3.6.5 An Example to Illustrate the Effect of Electricity Prices

on the Power Plant

In figure 3.10, we show that a drop in the price of electricity to -700 £/MWh causes

the power plant to turn off. To do so, the operator needs to ramp down as provided

by the operation characteristics (ramp-down rates). We can see how these ramp rates

change at different output levels (ramp down elbows).
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Figure 3.8: Plot of ramp-down rates at different load levels as provided by NG in their
BM data [32]. The top graph represents ramp rates in MW/min power output for an
artificial power plant as described in (3.1). The middle graph represents ramp rates
in terms of fuel input MW/min; this is taking into account the power ramp rates and
adjusts these for the efficiency level at the specific part load level. The bottom graph
shows the part-load efficiency of the power plant at different load levels.
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Figure 3.9: Power plant ramp down rates at different load levels. Top graph represents
ramp rates in MW/min power output. Middle graph represents ramp rates in terms
of fuel MW/min. Bottom graph shows efficiency of the power plant at different load
levels.

As the power plant goes offline we can observe that it needs to stay offline for a MZT.

The wholesale electricity price is lower 100 £/MWh before the negative price period

compared to 200 £/MWh after. The power plant operator chooses to turn off the

power plant before the first price decrease and stays offline for the MZT. The power

plant then turns back online as soon as the price goes positive, as the electricity price is

higher than before the price drop. As the power plant goes online, we can observe that

it does so while respecting the operation characteristics of the power plant (ramp-up

rates).

In figure 3.11, we show that if there is a short, low magnitude decrease in the wholesale

electricity price, our power plant chooses to reduce its power production but only to

the SEL. This is to avoid going offline and staying offline for the MZT.
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Figure 3.10: Power plant operation simulation during an artificial scenario where the
price drops significantly. The power plant turns off to avoid the cost of operating
during the negative price period. While turning off and turning back on, it needs
to respect the operational restrictions of the plant (ramp rates). The stepped power
supply function represents this before and after the negative price. The power plant
needs to stay offline for a minimum of MZT minutes. This is represented by 0 supply
of the power plant before the price decrease.
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Figure 3.11: Power plant operation during a small price decrease. Low magnitude
price decrease does not warrant the power plant to be turned-off completely. Power
supply is reduced to SEL (green line)

The algorithm evaluates the cost incurred whilst producing power at a loss during

the price decrease period. This cost is then evaluated against the revenues lost by

producing during the positive price period. In this scenario, the loss made during the

price-decrease period is lower than the revenue that would be lost if the power plant

had to turn off.

3.7 Power plant operational data fitting

For meaningful results in our market simulations in Chapter 5, we need an accurate rep-

resentation of the operation of power plants for a given schedule of prices of wholesale

electricity, i.e. accurate characteristics of these power plants. Some of the operational

information is already readily available from the BM as previously discussed. Other
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information is proprietary and is not publicly available, such as:

• Maximum Efficiency - ηmax.

• Minimum Efficiency - ηmin.

• Fixed Cost - ψfcOM .

• Fixed Cost Operation and Maintenance - ψfc.

• Part-load efficiencies - in our model approximated by a power function xγ.

In our model of the power plant operation, this is necessary information, and we need

reasonable estimates of these. We were aware that there is a possibility that NG might

hold some of this information, such as the input of gas to the power plants. However,

after speaking to some NG representatives, it seems as though the information is

commercially sensitive; therefore, we were not able to obtain it.

In our model, we used the Balancing Mechanism Reporting Service (BMRS) opera-

tional data where possible and estimated the unknown parameters of the power plants

by using the historical operational data of the power plants to estimate the unknown

parameters that best match the observed power plant behaviour. Further details of

how these quantities are inferred are presented in this section.

BMRS data was used for power plants that were operating between October and

December 2018 inclusive. At the same time, we were able to collect wind speed

forecast data. Although the wind speed forecast data is not used in the current model,

it can provide useful insights into the way wind speed affects wind power production

and will allow us to analyse wind curtailment (power generated by wind restricted to
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below the actual capacity available) in our future work. The time period selected also

corresponds to a period of high demand for heating in GB, so we would expect HPs

to be operating. As we are trying to evaluate the impact of increased HP uptake,

capturing the heating season is of critical importance.

To retrieve data from the BMRS we followed the documentation in [65], noting that

the data can also be explored using a graphical interface on [32]. We were primarily

interested in the four data sources outlined below. We provide the list of specific

information that has been used from these reports. Definitions of particular parameters

are provided in the power plant characteristics section 3.2.

• Physical Data (identifier: PHYBMDATA) - MEL.

• Dynamic Data (identifier: DYNBMDATA) - NDZ, SEL, up to three run-up and

run-down rate(s) in MW/minute with respective elbow(s) expressed in MW.

• National Output Usable by Fuel Type and BM Unit (2-52 Weeks Ahead) (iden-

tifier: UOU2T52W) - Fuel Type for specific BM Units. In addition we also used

[66] and [67] for the fuel type of the generators.

• Half Hourly Out turn Generation by Fuel Type (identifier:FUELHH) - historical

power generation per specific fuel type.

3.7.1 Part-load efficiency

Part-load efficiencies are not publicly available for the power plants operating in GB.

Figure 3.12 presented in [68] was used for estimating part-load efficiencies. This relative

efficiency curve is for a 60 MW gas turbine.
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Figure 3.12: Relative global efficiency curve for a medium size 60 MW gas turbine.
[68].

Using %(W )γ as the relative power plant efficiency as introduced in Section 3.2, we

estimate that γ = 0.413 is the value that best fits the data points in figure 3.12, and

the fitted function is shown in figure 3.13.

We used the same γ for all power plants considered. With better information, these

could be adjusted for different power plant types. As previously discussed, we assume

the lower limit of power plant efficiency is 20% to prevent our efficiency curve going

to zero.

An alternative to finding efficiency curves is to use commercial software Epsilon Pro-

fessional as discussed by [57]. In their paper, examples of part-load efficiency curves

are derived from the design features of the power plants.

3.7.2 Fuel Costs and Emission Charges

Fuel cost is the most critical determinant of operation a fossil fuel power plant. In

our simulations we use average prices £/MWh of the fuel purchased by the power

producers in Q4 2018 [69] in GB, this report is the best source of fuel costs paid by
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Figure 3.13: Fitted relative global efficiency curve, f(x) = x0.413185.

the power plants that we could access.

GB power plants are also charged a carbon price, which comprises the EU traded

cost of carbon and carbon price support. As of 2013 the carbon price support is

set at 18.08 £/ ton CO2 [70]. During the 4th quarter of 2018, the carbon price

average on the EU exchange was 20.67 e/ ton CO2, which was recorded by [71].

The EUR/GBP interbank exchange rate average during Q4 of 2018 was 0.8908 using

information from the currency exchange [72]. As we are trying to find out the carbon

emissions for particular fuels, we use conversion factors from [73]. Natural gas has

0.18396 kg CO2e/kWh (Gross CV), where CO2e stands for carbon dioxide equivalent.

CO2e attempts to measure the impact of different greenhouse gases in terms of the

amount of CO2 that would create the same amount of warming. Gross CV stands for

gross calorific value for which coal has 0.31112 kg CO2e/kWh.
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Therefore the cost arising from CO2 charges is given as below for natural gas:

(3.39)0.18396× ((20.67× 0.8908) + 18.08) = 6.71 £/MWh

and for coal it is as follows:

(3.40)0.31112× ((20.67× 0.8908) + 18.08) = 11.35 £/MWh.

We can therefore estimate the total fuel input cost for gas to be λgas = 28.33 and for

coal, we have λcoal = 22.24.

3.7.3 Ramp Rates

The ramp rate and elbow information (previously defined) as provided in BMRS re-

ports is stated in terms of the limits of power production as

(3.41)dW

dt up
=


RURE1 for 0 ≤ W ≤ RUEE2

RURE2 for RUEE2 < W ≤ RUEE3

RURE3 for RUEE3 < W ≤MEL

Ramp down rates are as follows.
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(3.42)dW

dt down
=


RDRE3 for 0 < W ≤ RDEE3

RDRE2 for RDEE3 < W ≤ RDEE2

RDRE1 for RDEE2 < W ≤MEL

We need to convert these to fuel rate changes as we are modelling the fuel input into

the generator as a continuous variable. Conversion can be done using the chain rule

as

(3.43)dQ

dt
= dQ

dW

dW

dt

where

(3.44)dQ

dW
= (1− γ)

(
Qmax

Wmax

)(
W

Wmax

)−γ

3.7.4 Inferred power plant parameters

To estimate the unknown parameters (ηmax,ψfc,ψfcOM) we have decided to use the real-

world historical data of power production of the power plants (Physical Half Hourly

notifications) and wholesale electricity prices (Market Index Prices) to find a set of

parameters that best fit the real-world data using data from [32]. We understand that

Market Index Prices are not necessarily representative of the prices the power plants

agreed to sell their power due to the following reasons:
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Figure 3.14: Simulation ramp down rates

• Long term contracts - the vast majority of power is bought and sold using bi-

lateral contracts (direct contracts between the electricity producer and user).

These can be entered years in advance and would not be represented in market

index prices.

• Other markets - power plants might be participating in other markets such as

capacity market, short term operating reserve. These markets allow power plants

to provide flexibility to the NG for managing the electricity network. If power

plants have agreed to provide flexibility during the settlement period, they might

operate part-loaded to be able to increase their power production quickly.

Taking into account all of the considerations above, we still believe that in expectation,

the Market Index Prices (MID) should represent the price of electricity at which power

plants sell their power produced. If the prices agreed between the power sellers and

power buyers in the forward market were not the same in expectation as the power
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exchange prices, there would be an arbitrage opportunity. If there were an arbitrage

opportunity traders would soon correct the market and realign forward prices to time

adjusted short term market prices.

We are not concerned with the exact reasons why the forecasted power plant operation

does not perfectly match the real-world historical data. We want our power plant

optimisation model to provide a reasonable approximation to the real-world behaviour

of the power plants. This would provide us with sufficient evidence that we can use

our model to predict the behaviour of the wholesale electricity market.

To find the unknown power plant parameters ηmax,ψfc and ψfcOM , our first approach

was to use the Nelder Mead [74] algorithm. Here we tried a set of parameters of

the power plants to simulate the operation of the power plant using our power plant

optimisation model. We then compared the forecasted operation of the power plant

using the guessed parameters and a schedule of observed wholesale electricity prices

(the real-world market prices) to find the set of parameters that cause the power plant

to behave the same way as observed historically given the historical prices of electricity.

We faced issues with this method as even slight deviations of prices were causing a

power plant to have large shifts in operation. As we were comparing the difference

between the simulated power production with the observed power production in each

period, the step changes caused significant difficulties in fitting the model.

Our second approach was to match the price of electricity as derived through our

market price search algorithm, as introduced in Chapter 2 to the market price observed

when only one power plant was being controlled. Power production production of all

other power plants and demand of the system was kept as provided in historical data.

This is in contrast with the first approach, where we fitted the optimised power plant



CHAPTER 3. POWER PLANT OPERATION 126

operation given the estimated parameters to the observed power plant operation. This

provided better results than the first approach. It still proved challenging to match

the exact behaviour of individual power plants due to the potential mismatch between

the price agreed by the power plant and MID.

We realised that matching prices as derived through our price search algorithm pro-

vided better results, but we still struggled to infer parameters for individual power

plants. To overcome this, we have decided to search for parameters for collections of

power plants. By collection, we mean that parameters were found for groups of all

CCGT & all coal power plants separately. We expected this would allow the averaging

amongst the same types of power plants to reduce the need to know exact prices at

which these generators traded power. In this section, we provide the support that this

argument holds.

To find the unknown parameters for the given power plants we have tested all combi-

nations of the following parameters to find the ones best-fitting the real-world data:

• Upper limit of the efficiency distribution (ηuppermax ) - [20,30,40,50]%

• Lower limit of the efficiency distribution (ηlowermax ) - [20,30,40,50]%

• Fixed Cost (ψfc) - [0,10,20]%

• Fixed Cost Operation and Maintenance (ψfcOM) - [0,10,20]%

Where upper and lower limits of the efficiency distribution were used to construct a

uniform distribution for maximum efficiency of the power plant ηmax.

(3.45)ηmax ∼ U(ηlowermax , η
upper
max )
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The set of parameters chosen at each iteration can be written as

(3.46)o = {ηuppermax , η
lower
max , ψ

fcOM , ψfc}.

For each combination as in (3.46), we ran a market price search algorithm to find the

prices at which the market would clear with the chosen set of parameters, as explained

in Chapter 2. For every combination o we drew ηmax from the uniform distribution

ten times to make sure that sufficient variation of individual power plant ηmax values

were attempted for all power plants before changing the distribution values ηuppermax and

ηlowermax .

We then selected the set of parameters from all the attempted values that provided the

smallest sum of the squared differences between the actual price of electricity πreal and

the computed price of electricity πwholesale,∗ using our algorithm. A detailed discussion

of how πwholesale,∗ is found is provided in Chapter 2. The objective of the function is

as follows.

o = arg min
o∈O

T∑
t

(πwholesale,∗ − πreal)2

OCGT, CCGT and coal power plants were of particular interest in our analysis as

these provide the majority of power produced in GB that can react to the prices

of electricity. This is in contrast to power production from renewable sources where

power production is dependent on the availability of wind or sun or from nuclear power

plants which tend to operate at a constant level. An example of typical GB power

generation can be seen in figure 3.15.
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Figure 3.15: Power production by fuel type for period 2018-11-19 to 2018-11-26

The following steps were taken to clean the raw power plant and price data to estimate

the parameters:

• Remove all the generation assets that have maximum MEL not available or zero.

• Remove generators with average SEL not available.

• If the average SEL was reported higher than the average MEL, we reduced the

average SEL to the maximum MEL.

After cleaning the data, we were left with a total of 51 CCGT generators with a

combined MEL of 26,156 MW and 24 coal generators with a combined MEL of 10,583

MW. This leads to the total MEL for all controlled power plants as 36.7 GW. Peak

demand during the period was near 50 GW. This shows that CCGT and coal were

available to produce up to 77.4% of all demand required during the peak half-hour.
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Figure 3.16: Power production by fuel type for period 2018-10-01 to 2019-01-01

The number of power plants operating varies through time and is dependent on the

underlying total demand of the system. As we sought to capture the parameters of as

many coal and CCGT power plants as possible, we were looking for a one week period

that had the highest cumulative power production from coal and CCGT power plants.

The period for analysis chosen was 2018-11-19 to 2018-11-26. We chose this period

because the sum of CCGT and coal power generation was the highest as can be seen

in figure 3.16. This meant that we could infer the parameters of more power plants.

We used the first eight days of the period to find a set of parameters that best explain

the behaviour of these plants (in-sample fitting). We then used the rest of the period

to test our parameters on the set of data that was not used for fitting (out of sample

testing). Supply data for the period is shown in figure 3.17.

We first found the dynamic data of the power plants that are provided to the BM.

We used the average over the period for each BM unit for the following information:

SEL, MZT, NDZ, ramp rates, and elbows as defined in section 3.2. The maximum
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Figure 3.17: Power production from CCGT and coal power plants for the period
2018-11-19 to 2018-11-26.

value observed over the period was chosen for MEL. If ramp rates were provided for

less than three elbows, we assumed the latest rate available applied for the rest of the

operating region.

3.7.5 Combined Cycle Gas Turbine

The results of the best-fitting parameters for the CCGT power plants are shown in

figure 3.18 and are given as follows:

• Upper limit of the efficiency distribution (ηuppermax ) - 50%

• Lower limit of the efficiency distribution (ηlowermax ) - 40%

• Fixed Cost - 10%
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• Fixed Cost Operation and Maintenance - 0

Here we were attempting to estimate 4 parameters for each power plant (51 CCGT

power plants in total). This means that we are estimating 4 × 51 = 204 individual

parameters. For this, we used half-hourly wholesale price data over seven days and 18

hours, giving us a total number of points for the estimation as 7.75days× 24hours×

twohalf − hours = 372. We appreciate that this is not a large number of degrees of

freedom. However, the method with which we attempt to find these parameters does

not necessarily require an accurate approximation of each parameter, of the power

plants. In this thesis, we are only interested in whether we can simulate the collective

behaviour of the power plants in the GB market. Evidence of our model’s ability

to achieve this is provided in later in this chapter as means of out of sample model

testing, using the parameters estimated.

From figure 3.18, we can see that the estimated prices (purple in the top graph) closely

match the observed market index prices (green in the top graph). The mean difference

between the observed and simulated price is 0.91 £/MWh, the standard deviation of

the differences is 5.15 and kurtosis 1.21. This provides us with some confidence that

the fitted parameters for the power plants are reasonable to make predictions about

the behaviour of the sum of all coal power plants in GB. As explained previously, we

would not expect the observed and simulated prices to match perfectly as the observed

prices are not necessarily the prices at which the power plants sold their power.
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Figure 3.18: The top graph provides information about the result of the market price
search algorithm wholesale electricity price (purple) and Market Index Prices (green).
The bottom graph provides information on the simulated cumulated behaviour of the
Combined Cycle Gas Turbine power plants (purple), physical notification data (green),
and realised power production (black).
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3.7.6 Open Cycle Gas Turbine

We were not able to derive parameters for open cycle gas turbines as there were

insufficient physical notifications submitted to the BM, as shown in figure 3.19. OCGT

power plants operated only for 35 half-hourly periods out of 372 periods in the sample.

This is reasonable as the open cycle gas turbines tend to be only operated in cases

when there is insufficient power available from other sources.

We present the physical notification and actual production of power by Open Cycle

Gas power plants in figure 3.19. We can see from the figure that there were only a

few instances where OCGT power plants were committed to producing power during

the seven days of consideration. These periods were not necessarily corresponding to

high-cost periods as shown in figure 3.19. The actual power produced by the power

plants (OCGT reported) also differed from the physical notifications submitted.

Due to the lack of physical notification data and due to the operation periods not

directly corresponding to higher cost periods, we have chosen not to estimate the

distribution parameters for OCGT turbine power plants. Instead, we will be using

the information as provided in the literature [75] where distributions of OCGT power

plants are said to have operational efficiencies between 30% and 40%.

3.7.7 Coal Turbine

With the available data we were able to estimate 4×24 = 96 parameters for coal power

plants using the price data for 372 half-hourly prices of wholesale electricity. The
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Figure 3.19: The top graph shows Market Index Prices (purple). The bottom graph
provides information on the cumulated Physical Notification (PN) of the Open Cycle
Gas Turbine power plants (green) and realised power production (black). Only in a
few instances throughout the seven day periods, the OCGT power plants were called
upon. These periods did not necessarily correspond to the highest price periods.
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results of the best-fitting parameters are shown in figure 3.20. Best-fitting parameters

were as follows:

• Upper limit of the efficiency distribution (ηuppermax ) - 40%

• Lower limit of the efficiency distribution (ηlowermax ) - 30%

• Fixed Cost - 10%

• Fixed Cost Operation and Maintenance - 0%

From figure 3.20, we can see that the estimated prices (purple in the top graph) closely

match the observed market index prices (green in the top graph). The mean difference

between the observed and simulated price is -0.07 £/MWh, the standard deviation of

the differences is 5.66 and kurtosis 0.45. This provides us with some confidence that

the fitted parameters for the power plants are reasonable to make predictions about

the behaviour of the sum of all coal power plants in GB.

Throughout the period the physical notification (green bottom graph) seems to be

consistently above the reported coal output (black bottom graph). We believe this

might be due to coal power plants providing the lowest cost of reducing their output

in the BM. This would warrant coal power plants to be the first ones to curtail their

power.
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Figure 3.20: The top graph provides information on the result of the market price
search algorithm wholesale electricity price purple and Market Index Prices (green).
The bottom graph provides information on the simulated cumulated behaviour of
the Coal power plants (purple), physical notification data (green), and realised power
production (black).
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Simulated prices CCGT Simulated prices coal Real prices
Mean 64.8 65.6 65.7
Std.deviation 13.08 13.93 14.78
Max 160.9 157 169.3
Min 42.9 40.5 47.9

Table 3.4: Summary table of simulated prices for CCGT and coal compared to real
prices.

3.7.8 Summary of maximum efficiency distributions

In table 3.4 we provide a summary table of the simulated and real prices for OCGT

and CCGT for the period of the parameter fitting. We can observe that the prices that

were derived using our price matching algorithm closely match the prices as observed

in the real-market (Market Index Prices).

Maximum efficiency ηmax distributions as estimated from the data were as follows:

ηmax =


U(0.3, 0.4) for OCGT

U(0.4, 0.5) for CCGT

U(0.3, 0.4) for coal

These can now be used in our market simulations in Chapter 5.

3.8 In sample testing

Previously, we have found parameters for separate groups of power plants, namely coal

and CCGT. To confirm the fit of our found parameters, we have decided to simulate
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the behaviour of all (the combination of coal and CCGT) power plants during the

training period using the previously found parameters. The results of the simulation

are presented in figure 3.21. We can see that prices derived closely match the prices

observed. Both the derived production of CCGT and coal closely match the observed

information. We do observe that at the beginning of the week, we overestimate the

production of power from CCGT and underestimate the production of power from coal

power plants. This changes towards the end of the week where we tend to underesti-

mate the production of CCGT and overestimate the production of coal. We believe

this could be influenced by changes in fuel costs and emission certificate prices. We

discuss these further in the next subsection.

3.8.1 Out of sample testing

As we are attempting to model wholesale electricity prices in the future energy scenar-

ios we are also interested in the performance of our model and accuracy of the estimated

parameters in predicting wholesale electricity prices in and out of sample situations.

To test the robustness of the model, we simulated the behaviour of the power plants

out of sample and again compared the derived wholesale electricity prices with those

observed in the market.

To reiterate, we are using the parameters found in the previous subsection to test our

results out of a sample. We have decided to simulate the behaviour of power plants for

the period of 2018-12-01 and 2018-12-25 to see if the prices derived using our models

closely match the prices observed.

We present the results which show that predicted and simulated prices closely match,
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Figure 3.21: Production of power and derived prices using the combination of coal and
CCGT power plants during the training period.
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in figure 3.22. Production of power from CCGT power plants closely matches the

observed power production. For coal power plants, this relationship between the ob-

served and derived power production is not as evident. We can observe periods of

divergence of the derived and observed power production.

Divergence of the coal power production from the observed data could be caused by

the increase in the cost of carbon price. As we can see from figure 3.23, the cost of

carbon increases in the second part of the month. As we are using the averaged price

of EUA equal to 20.67 e/t, the increase in price could make it less economical to run

coal power plants. This could be the reason why we are underestimating the cost of

producing power using coal.

We have also presented an additional histogram of the differences between the de-

rived and observed wholesale electricity prices as provided in figure 3.24. From the

histogram, we can see that differences are normally distributed around zero. This

provides us with confidence that simulated prices are not biased.

3.9 Conclusions

The purpose of this thesis is to provide a framework of modelling wholesale electricity

markets of the future when the composition of power supply has significantly changed

towards more renewable energy sources such as solar and wind. Even though we expect

a significant increase in the power generation from renewable sources there will still

be a need to run thermal power plants that can provide power when the wind is not

blowing and the sun is not shining. Understanding how often these power plants will
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Figure 3.22: The top graph shows the price evolution of derived prices using our market
search algorithm and the estimated parameters and observed wholesale market prices.
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Figure 3.23: Out of sample parameter testing graph with carbon price (top graph),
power production from power plants and coal power plants (bottom graph).
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Figure 3.24: Histogram of the difference between the observed and derived wholesale
electricity prices.

be utilised and how they will influence wholesale electricity prices is, therefore of great

importance for policymakers.

In this chapter, we have introduced a generalised model for power plant optimisation

as well as introducing the operational parameters that define individual power plants.

Power plant modelling used is only an approximation to the real world power plant

operation while using the information as provided by the NG [32]. Further investiga-

tion on how the simplified model fits actual instantaneous power plant dynamics could

be studied in future research.

We have also discussed the parameters that are readily accessible for the power plants

operating in the GB power market as well as the parameters that are not readily avail-

able. Our analysis has then focused on estimating these unknown parameters using

real-world electricity market data. For the introduced models and estimated parame-

ters, we have performed testing against real world data to evaluate the robustness of

the modelling and estimation in predicting the behaviour of the power plants and the

estimation of wholesale electricity prices.



Chapter 4

Control of Heating in Buildings

We assume throughout the thesis that significant electrification of space heating in

buildings will have to take place in order to achieve the 2050 targets for carbon emission

reductions. Temperature control in buildings is one of the key means to provide DSR

in the future. It is the thermal mass of buildings that enables users to shift their

heating patterns without incurring a significant deviation in the indoor temperature.

We imagine a future in which intelligent controllers of HPs can participate in wholesale

electricity markets, the BM and even provide frequency response. Introducing such

agents to the market that are capable of interacting in this way will help with the

integration of renewable energy sources by incentivising the shift of thermal loads to

periods low demands and prices [76, 77].

In this chapter, we start by providing a brief overview of the literature concerning

building energy management systems and the algorithms used for deriving optimal

144
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heating schedules. Next, we build the framework for our model, as we introduce a do-

mestic building heater dynamic optimisation algorithm similar to [8]. We are then able

to show how to calibrate these optimisation models and find the real-world parameters

that match the heating profiles of hundreds of different households documented in the

Energy Follow Up Survey [78]. These parameters allow us to model representative

households which can be used to obtain the consumption of energy for domestic heat-

ing households across England. The set of parameters we generate feeds later into the

models in Chapter 5, to simulate the power consumption for heating in FES scenarios.

Lastly, we provide experimental results comparing the HP operation using fixed and

DA-RTP tariffs using an HP at Salford University. Results from the experiment show

that using dynamic tariffs with HPs could save domestic users 20% in heating costs

during a typical week in the English wintertime. We are also able to achieve higher

user comfort with temperatures that better match the user target temperatures.

4.1 Literature Review

As energy prices for domestic customers continue to increase, for instance in GB we saw

the price rising from 1,000 £/year in 2012 to 1,254 in 2019 [79], and as domestic homes

become more connected, the industry has seen an increase in the energy conservation

offerings available, such as smart thermostats. These are usually internet-connected

thermostats that can learn the behaviour of users in buildings by using installed sen-

sors (motion and temperature) or through the users’ interaction with the thermostat

through a mobile phone app to schedule heating. This remote interaction allows users

to make sure that their homes are only heated when needed, avoiding wasting energy
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and reducing the overall carbon footprint. Popular smart thermostats available on the

market include: Nest [80], Tado [81], Hive [82] and Heatsmart from EDF [83].

Commercially available thermostats tend to have focused on gas-based heating sys-

tems, as gas boilers are still the prevalent technology for heating homes across the

world. In GB, gas boilers cover around 78.24% of the domestic heating market [3].

As gas is easy to store and does not need to be consumed straight away after produc-

tion (in contrast to electricity), there was no need for a smart thermostat to consider

DA-RTP prices. As we start seeing an increase in electric heating technologies, we

will likely see an interest in providing smart thermostats that can react to DA-RTP

electricity tariffs, that are becoming more widespread around the world. This thesis fo-

cuses on this type of control, where houses would be equipped with an electric heating

technology, most likely HP, and would be able to receive DA-RTP tariffs. Our building

heating optimisation algorithms can then use information on the price of electricity,

weather forecasts, and user temperature preferences to find the most cost-efficient way

of operating the system.

Variable electricity tariffs and optimisation algorithms have been studied in academia,

preparing for the eventual shift of gas heating systems to electricity. Of particular

interest in energy management systems was also the control of air conditioning in

countries such as the United States. Several field studies conducted [84, 85, 86] used

smart thermostats to confirm the willingness of consumers to allow their home energy

management systems to be autonomously controlled, based on price signals or direct

control algorithms as defined in Section 1.1.

Academics have mostly focused on the ability to aggregate several buildings to provide

services such as regulation services for the grid (short-term grid response) [77] or
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aggregation of a number of these loads to participate in wholesale electricity markets

[87, 88, 27, 89, 90]. In this thesis, we do not consider the participation of individual

buildings in short term grid response services. We assume that the buildings in our

models are already a part of a consortium or a load aggregator, allowing them to

access wholesale electricity markets. Modelling of the feedback between the wholesale

electricity market and the market participant is one of the contributions of this thesis.

The feedback we consider here is the ability of several controllers to affect the wholesale

electricity prices; if several controllers shift heating to off-peak periods, they could

increase the off-peak price, therefore, creating a new peak. By using the iterative

market price search process discussed in Chapter 2.1, we can provide the estimation

of thermostatically controlled loads effect on the grid (maximum load, average peak

load) when the feedback between the market and the heating controller participation

has been taken into account.

A number of algorithms have been used to optimize heating operation of buildings

(minimizing the cost whilst maximizing the occupant’s comfort), including mixed-

integer linear programming [91, 92], Monte-Carlo methods [88], model predictive con-

trol [93], stochastic dynamic programming [8] and dynamic programming [94, 27]. In

this thesis, we use the adapted model introduced in [8] without the stochastic weather

predictions leading to a simplified dynamic programming method to solve the optimal

heating control problem. Dynamic programming methods cannot solve problems with

a high number of states, but they provide benefits of high computational speed and

ability to incorporate building dynamics [8].

Other differences between studies are the inclusion of different factors in the optimi-

sation models that would improve the accuracy of the optimal heating scheduling for

individual users. Some papers have focused on including stochastic variables in their
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optimizations such as stochastic weather predictions [8, 92, 95], electricity prices [92,

94, 90] or occupancy [95] others have attempted to better predict user temperature

preferences [96] or to improve the thermal modelling of buildings by better learning the

dynamic parameters [91] or by using more parameters risking over-fitting [87]. For an

extended literature review on home heating controllers and optimisation algorithms,

please see [97].

4.2 Heating Optimization

Our model for controlling and optimising the heating of a house is similar to that

introduced by [8]. In contrast with that work, we assume weather forecasts are accurate

and therefore do not include in our initial model any uncertainty around the evolution

of the outside temperature and its effect on the building. Inclusion of stochastic

weather predictions would improve the control although it would come at the cost of

increasing the complexity of the modelling. This complexity would prohibit us from

using our market search algorithm due to time constraints.

Discomfort coefficient

User preferences in terms of their flexibility (how sensitive they are to internal tem-

perature variations) are specified in our heating optimisation through a coefficient p

£/◦Ch similar to [98]. This coefficient is the weight attached to the temperature de-

viations |I(t)− I∗(t)| where I(t) is the current internal temperature, and I∗(t) is the
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time-dependent desired temperature. The discomfort cost function can then be speci-

fied as p|I(t)−I∗(t)|. We believe using the modulus of the temperature differences from

the desired temperature allows us to use the formulation of the coefficient p as £/◦Ch

that is easy to understand and can be explained to the users of autonomous control

devices with the proposed optimisation algorithms. An example question that the user

could be asked is "What is the lowest amount of savings you would like to receive for

keeping your temperature one degree lower than your set point for an hour?".

Other authors have used quadratic discomfort cost functions [94, 88, 90, 25, 8] or a

temperature deadband around desired temperature without penalties [99, 95, 89, 27].

Our modelling is flexible enough to cater for alternative models discussed above.

4.2.1 Building Models

The optimality of our building optimisation solution relies on the accuracy of the inter-

nal building temperature modelling. For simplicity and to reduce the computational

efforts we use the 1-dimensional model for the building dynamics. In future work, it

would be possible to investigate extending building modelling to include additional

dynamics such as solar radiation effects [98] or increasing the order of the model.

Some authors suggest that second-order models should be used to accurately model

the thermal behaviour of buildings [100, 101, 87]. We were unable to use higher-

order building models as the increased computational complexity would have meant

that our simulations would take significantly longer to perform and are left for future

investigation.

Let the internal temperature dynamics of the building be modelled as in [77, 90, 88,
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99, 89, 27, 25, 94, 102, 8] and be given by

(4.1)dI

dt
= a11(T̂ − I) + a12H

where

• I - a single point estimate of internal temperature of the building ◦C.

• T̂ (t) - single point estimate of the outside temperature ◦C.

• H - rate of domestic heater power input.

• a11 - Heat transfer coefficient from indoor temperature to outside.

• a12 - Heat transfer coefficient from the heater to internal temperature.

Each building is defined by a set of building dynamics parameters a11,a12, the time-

varying temperature set-points I∗(t) ◦C, value for the trade-off between cost and tem-

perature discomfort p £/◦Ch and the times at which the set temperature is required

U(t). However, we must recognise that there are severe limitations in proceeding in

this way. For instance:

• In our simplified model of the building, we have ignored solar radiation. Although

we accept that it can be an important source of heat for the buildings, we have

found it difficult to get accurate data of solar irradiation from available data

sources.



CHAPTER 4. CONTROL OF HEATING IN BUILDINGS 151

• We assume that there is a constant HP Coefficient of Performance (CoP) across

different flow temperatures (the temperature that is being supplied by the heater)

and outside temperatures (the incorporation of CoP adjustment could be con-

sidered for future work).

In our work, we are looking to use real-world building data to estimate the behaviour

of individual buildings in the electricity market with a high uptake of HPs. For this,

we will be required to estimate the heat transfer coefficients, as discussed in more

detail in Section 4.3.5. For reference, we have identified several papers that could be

used to gather example building parameter data from real-world buildings [77, 102,

26, 90].

4.2.2 Optimization

The objective of the heating controller is to minimise the cost to the user. The op-

timisation algorithm finds the optimal control policy H ∈ Ht that is the amount of

instantaneous energy consumed by the heater in the building. The optimal derived

policy will depend on the current internal temperature of I and the time of the day t.

We can represent this objective as a minimisation of the total discomfort costs (cost

of electricity for the heater and discomfort of the user due to temperature imbalance)

over the time horizon T .

We can note the cost of discomfort at any given temperature as

(4.2)pU(t) |I(t)− I∗(t)| £/h.
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and H(s)πdomestic(s) £/h represents the cost of electricity paid for using the heater,

where H(t) kW is the heater power input and πdomestic(t) £/kWh is the price of elec-

tricity at that time step.

The value of the total discomfort given that current internal temperature I and time

t can be written as

(4.3)V (I, t) = min
H∈Ht

[∫ T

t
e−ρ(s−t)(pU(s) |I(s)− I∗(s)|+H(s)πdomestic(s))ds

]

as first introduced in [8]. As discussed previously, we have chosen to remove the

modelling of the stochastic weather predicitons to reduce the computation intensity of

the calculations. For the purposes of grid cost modelling, we assume that the weather

predicitons are accurate and therefore this omission is not expected to impact our

whole grid modelling results in later chapters.

We let Ht be the set of all admissible control policies defined as follows

Ht = {H = {H(s)}t≤s≤T : ∀t≤s≤T Hmin ≤ H(s) ≤ Hmax}.

This defines the set of all heater inputs H(s) between the current time t and final time

T . At every time step s, the heater input is limited by an upper power bound Hmax

and lower power bound Hmin.

To solve this optimal control problem we use (4.3) to derive our HJB equation using
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the following steps

V (I, t) = min
H∈Ht

[∫ t+dt

t
e−ρ(s−t)

{
pU(s) |I − I∗|+H(s)πdomestic(s)

}
ds

+ e−ρdt
∫ T

t+dt
e−ρ(s−(t+dt))

{
pU(s) |I − I∗|+H(s)πdomestic(s)

}
ds

]
.

Using (4.3) we can also write this as

V (I, t) = min
H∈Ht

[∫ t+dt

t
e−ρ(s−t)

{
pU(s) |I − I∗|+H(s)πdomestic(s)

}
ds

+ e−ρdtV (I + dI, t+ dt)
]
.

Using Taylor’s expansion and assuming that the value function V (I, t) is differentiable

everywhere in t and I we can rewrite this as

(4.4)
V (I, t) = min

H∈Ht

[
pU(t) |I − I∗| dt+H(t)πdomestic(t)dt+ (1− ρdt)V (I, t)

+ (1− ρdt)
{
∂V

∂t
+
(
a11(T̂ − I) + aa12H

) ∂V
∂I

}
dt+ o(dt)

]
.

We further use (4.4) and eliminate all terms going to zero faster than dt, divide through

by dt and take the expectation which leads us to

0 = min
H∈Ht

{
pU(s) |I − I∗|+H(t)πdomestic(t) + ρV + ∂V

∂t
+
(
a11(T̂ − I) + aa12H

) ∂V
∂I

}
.

(4.5)
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Given this HJB equation, we can use Semi-Lagrangian numerical schemes to solve this

optimal control problem. Similar steps can be used to those provided for the generator

optimisation in Section 3.6, as introduced in [64].

4.2.3 The discrete-time problem

When we perform the analysis of the energy system, we will assume the heating controls

taken by the HP controllers are at discrete time steps. This will mean that once turned

on, the HP can not change its operation for the specified time step (we will consider

timesteps of 30 minutes in our analysis). These longer time steps will replace the ds

as specified in (4.3) and will be denoted as ∆t. During the ∆t the power input to

the heater H and the outside temperature is assumed to be constant. The restriction

on the time intervals chosen for the heating controls is due to physical limitations of

HPs as they have a minimum on and off times when operating and the granularity of

DA-RTP tariffs.

When solving the optimisation problem, we need to calculate the temperature evo-

lution throughout the period of ∆t. The temperature change over period ∆t can be

calculated by solving the (4.1) leading to the temperature I at a time one ∆t in the

future as specified in (4.6).

(4.6)I(t+ ∆t) = (I(t)− a11T̂ (t)− a12H

a11
)e−a11∆t + a11T̂ (t) + a21H

a11

where I(t + ∆t) and I(t) is the temperature of the building at time t + ∆t and t
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respectively, a11,a12 are the inferred house parameters, H is the power input of the

heater and T̂ (t) is the outside temperature at time t.

4.3 Real World Data Cleaning and Processing

To estimate dynamic parameters for representative domestic houses, we used data from

Energy Follow Up Survey (EFUS) [78]. This study aimed to record the evolution of the

internal temperature of domestic buildings across England to improve the government

models on forecasting domestic energy consumption such as the BRE Domestic Energy

Model (BREDEM)[103], and Department of Energy & Climate Change’s (DECC) own

National Housing Model (NHM) [104]. Temperature loggers were given to willing

participants to record the internal temperature every 20 minutes in the year 2012 in

up to three rooms: the living room, hallway, and bedroom. EFUS collected internal

temperature data for 823 houses across England. We acknowledge the limitation that

this provides the survey on English housing stock as the electricity supply information

for the analysis is used for the whole of GB. We assume that the build of homes across

GB would be fairly similar, and therefore we extrapolated the house information to

represent the whole GB housing stock.

To be able to model the behaviour of heating systems across GB we needed information

on the heating patterns of the users U(t), the thermal parameters of the buildings a11,

a12, desired temperatures I∗(t) and trade-off between the discomfort and the cost of

heating p as introduced in Section 4.2. Using the information provided in EFUS,

we were able to calibrate all of these parameters to predict the behaviour of heating

systems in GB.
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For our parameter estimation, we used the living room temperature information pro-

vided in the EFUS dataset. We believe that the majority of houses will have their

thermostats placed in the living room. Therefore, the set temperature on the thermo-

stat will be corresponding to the living room temperature. It is also the position of the

thermostat that is advised by HVAC installers "Placing your thermostat in one of the

primary living areas of your home can allow it to collect the most relevant information

about temperatures and comfort levels." [105].

For parameter estimation, we used the three months between 2011-11-01 to 2012-02-01.

We have chosen this period as it is most likely to have the heating systems operating

in buildings. In GB, the heating season generally starts at the beginning of November

and finishes at the beginning of April.

The Nelder-mead algorithm [106] was used to estimate the thermal parameters of the

buildings, according to the temperature model in (4.1).

4.3.1 Data Cleaning

Internal temperature data from EFUS required cleaning before the parameter search

could be performed. The steps we took to clean the internal temperature data were:

• Check if living room temperature information exists. If it does not exist, remove

the house.

• Check if internal temperature varies through time. Assume that the temperature

logger was faulty if there is no variation and remove the house. It is impossible for
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the internal temperature to stay constant throughout the whole of the reporting

period.

• If temperature information is not recorded at 20-minute intervals it is approxi-

mated using linear interpolation, to get values for every 20-minute intervals.

• Use the EFUS main heating file to find heater on/off times. Houses can report

up to 6 different times at which the heating turns on/off for every weekday. If a

house has a thermostat but no timer then set on/off time as "on" for the whole

day, so the temperature is only regulated by the temperature set point and not

the heater on/off times. If the heating data not available remove the house.

• Use EFUS room file to find the number of bedrooms in the building. If the

number of rooms information is not available, remove the house.

• Find the weight of the building in the interview file, express it as a percentage

of England’s total.

Weightings of the EFUS data were then used to scale up the logged data to repre-

sent the GB population. Weighting factors provided in the EFUS dataset have been

calculated to align individual dwellings with national totals for tenure, Government

Office Region and dwelling types as discussed in [107]. We assumed the housing stock

and demographics across GB were similar to that in England. After data cleaning, we

were left with 519 houses for which all the required information was provided.
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4.3.2 User profile estimation

From manual inspection of the recorded internal temperature data, we found there

were some houses where temperature set-points were constantly much lower than the

internal temperature reported. This may have been caused by the wrong placement

of the temperature logger (away from the thermostat) or misinformation (misstated

set-points during the interview). We, therefore, employed the following method to

devise the desired temperatures (I∗(t)) and U(t).

We assumed the day is split into two periods, morning and evening. We considered the

morning to be between 00:00 - 14:00. This was to make sure that the heating schedule

captured by the morning does not include the evening schedule. Evening time was

therefore considered as the rest of the day 14:00 - 00:00.

To find the desired temperatures of the buildings I∗(t) and the times at which this

temperature was required U(t) we first found the time at which heating is first turned

on in both the morning and evening periods. We then used the averaged daily tem-

peratures for the specific weekday and looked for the temperature peak that occurred

after the heater has been turned on. In some of the cases, the temperature at 00:00

was still higher than the morning peak temperature. This was because the tempera-

ture set point in the evening was much higher than that in the morning. By finding

the peak of the temperature after the first instance the heater is turned on, we made

sure that the temperature peak captured corresponds to the correct period of the day.

The peak temperatures found in respective periods of the day were assumed to repre-

sent the desired temperature of the occupants I∗(t) in those particular periods. We,

therefore, used one set-point temperature in the morning and a different set point for
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the evening. We further assumed that the times at which this temperature is required

U(t) will be at the times when the averaged daily temperature is within 0.5 degrees

from the peak in respective periods of the day.

Daily profile counts across different houses can be seen in figure 4.2. These show the

percentage of houses of the dataset having their set-points (U(t) = 1) set at particular

times of the day. We can see majority of users (85%) have their temperature set-points

between 7:00 and 9:00 in the morning and 18:00 and 21:00 in the evening. All weekdays

seem to have similar profiles (lines labelled 0-5). Weekend profiles (lines labelled 5 and

6) have a slightly different profile with the peak time shifted to 8:00 and more users

having their set-points throughout the day.

We have noted some improvements that could be made for future EFUS studies:

• Loggers should have been placed next to the thermostat. We would expect

the thermostat to control the internal temperature when the set temperature

is reached. As the temperature loggers were not necessarily placed next to the

thermostat, we did not know precisely when the heating would have turned off.

• Temperature set-points and timings of the heating should have been inspected

by the surveyor on the thermostat and timer of the thermostat synchronised

with real-time to avoid errors.

• Households should have been asked when they want their building to be warm

and what is their desired temperature. In usual scenarios, users only choose the

times during which the heaters in these houses would turn on. This is not an

efficient control as the achieved internal temperatures would be affected by out-

door conditions. On a warmer day, the house could be overheated, and on colder
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Figure 4.1: Daily internal temperature evolution profiles across England using EFUS
data [107]
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Figure 4.2: Daily profile counts across different houses

days, houses would be under heated. Knowing at what time the user required

the set temperatures would have enabled us to assess the comfort realised by the

user.

• It would have been interesting to find out the minimum temperature set point on

the thermostat. This is the point at which the heater turns on even if it is outside

the "on" times specified. Example: If the room temperature ever drops below

15◦C, even if the heater is outside "on" times it will try to keep the temperature

above 15◦C.

4.3.3 Heater size estimation

As the size of the heaters installed in houses was not reported in the study, we had to

make assumptions on the size of the system Hmax. We assumed all houses were heated

using gas boilers. For the sizing of the boiler, we assumed a simple method of 1 kW per

10 m2 floor space, laid down in the building code basics [108]. However, information

on the floor space was not provided in the EFUS. We estimated the size of the usable

floor space of different buildings by regressing the usable floor space in terms of m2
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Rooms Usable Floor Space m2 Hmax kW
1 45.75 6
2 64.87 8
3 84.72 11
4 130.67 16
5 195.27 24

Table 4.1: Mean usable floor space and heater sizes for different number of bedrooms.

on a number of bedrooms using the 2015-2016 English Housing Survey (EHS) data

[109]. Usable floor space information is not provided in EFUS but provided in EHS,

and the number of bedrooms is provided in the EFUS. We used the total number of

bedrooms household has from the EHS interview file (variable = nbedsx) and usable

floor area m2 original EHS definition for the floor area from the EHS physical survey

file (variable name floorx). Averages of the usable floor space and the corresponding

Hmax for a different number of bedrooms are provided in table 4.1.

From table 4.1, we can then choose a specific number of rooms and estimate what

would be the expected average capacity of the installed heater in the building. For

example, according to the table in the case of 1 room, it would be 6 kW, to provide

the required amount of heat. Due to limited information, this estimate of the size of

the boiler is the best we can achieve. Further improvements in the estimation could

be made if we had access to more data. The following are the considered limitations

of our method:

• We do not know what type of boiler is installed in the building.

• We do not know the actual efficiency of the boiler installed.

• We do not know if the boiler has been oversized. It is known that it is common

practice to oversize domestic boilers.
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4.3.4 External temperature

The location of the houses was not provided in the EFUS. For the estimation of building

parameters, we used external temperatures for the following cities: London, Manch-

ester, Birmingham, Leeds, Sheffield, Truro, Bradford, Durham, Liverpool, Wiltshire,

Bristol, Kirkles, Carlisle, Newcastle, Norwich, Brighton, Sunderland, Wolverhampton,

Plymouth. The majority of these locations have been chosen to represent the largest

cities in England. Others have been included to make sure that different parts of

England have been represented.

In figure 4.3, we present the variation of the temperatures across England for the

period 2011-11-01 to 2012-02-01 that was used to collect internal temperature data

in the EFUS. From this figure, we can see that temperature can vary significantly

between different parts of the country. The average difference between the coldest and

hottest part of the country during the period is observed to be 5◦C, with the highest

difference reaching 13◦C and the lowest difference being 1.25◦C.

4.3.5 Building thermal parameter estimation

Building parameter estimation was performed for all of the houses in the EFUS dataset,

where temperature logger data was available. In each case, a set of thermal parameters

was used to simulate the temperature of the building for each day in the estimation

period (2011-11-01 to 2012-02-01), a total of 92 days. Equation (4.1) was used to

simulate the internal temperature using the heater operation times as reported in the

EFUS interview dataset. To find the best-fitting thermal parameters of the building,
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Figure 4.3: Recorded outside temperatures for different regions. We present the out-
side temperature evolution for the period of 2011-01-21 till 2012-03-01. Information
was sourced from [110]

we used the Nelder-mead algorithm [106] from the LMFIT library in Python [111].

For the parameters, we have imposed restrictions on the range of the coefficients to be

between 0.01 and 1, with an initialisation value of 0.5. This was to reflect the possible

ranges of the building parameters as observed in the literature [77, 102, 26, 90]. The

time step chosen for the simulation of the temperature evolution using 4.1 was 10

minutes (i.e. ∆t = 1
6). This was used as some of the users stated their temperature

on times (heating controls) in 10 minutely periods (e.g. 3:00,3:10,3:20 etc) that would

be outside those specified ∆t if we were to use the 20 minutely periods (e.g. available

only at 3:00 and 3:20) at which the data has been collected. When simulating the

internal temperature, we assumed that if the internal temperature goes above the

inferred set-point during the heating period as provided by the user in the survey the

heating would not operate at the next time step.

Simulation of the internal temperature required knowledge of the outside temperature.
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City Occurrences
Cornwall 63
Norwich 58
Kirkles 33
Wolverhampton 33
London 32
Brighton 29
Birmingham 24
Plymouth 24
Wiltshire 21
Bradford 19
Leeds 19
Bristol 18
Liverpool 16
Durham 16
Sheffield 15
Sunderland 13
Carlisle 10
Manchester 9
Newcastle 8

Table 4.2: Estimated number of occurrences of houses for each each of the 19 cities.

We had to infer the location of the buildings as the information on the location of

the building was not reported in the publicly available EFUS dataset. Best-fitting

building parameters for each particular house were found for all of the different outside

temperatures for different cities, as shown in figure 4.3. We then identified the city in

which the sum of the differences between the observed internal building temperatures

in the EFUS and the simulated internal temperatures, using (4.1), was minimised.

We then assumed that the building was located in this city. Table 4.3.5 provides a

summary of the number of houses that were estimated to be in specific cities. We can

see that there is a number of houses that are assumed to be based in Cornwall and

Norwich although the remaining split is

We present in figure 4.4 an example of the temperature evolution of a building as
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Figure 4.4: In the figure we present the observed temperature as recorded during the
EFUS study (red line - top graph), required temperatures as inferred from the observed
data (green- top graph) and the derived temperature using the building equations as
specified in equation (4.1). The bottom graph black line shows the heater on times at
which the user reported their heating system to be heating the house. We estimated
the size of the heater to be 16 kW heating is therefore either off (0) kW or on (16) kW.

observed in the EFUS alongside the internal temperatures as inferred using the best-

fitting parameters. We assume that even if the heater was reported to be on, but the

required temperature set-point (green line) was reached, the in house controller would

turn the heater off and wait for the temperature to drop below the set point before

the heating is turned back on. This is reflected by the derived temperature line (blue

line) going above the set-point and coming back down to the set-point even though the

heater is reported to be on (black line bottom graph). As the observed temperature

and derived temperature closely match each other, we can confidently say that the

thermal parameters estimated for this building are representative of its behaviour.

This is house 3, as indexed in the EFUS dataset [78], in the dataset with the first

two days of the simulation data. The parameters determined were a11 = 0.02172 and

a12 = 0.09964, the location of the building was estimated to be Leeds.
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4.3.6 Discomfort coefficient estimation

We have then arbitrarily chosen half of the days that had the best-fitting parameters

of the buildings as representative days of a particular house. Given this set of thermal

parameters, we then attempted to estimate the discomfort coefficient p, as introduced

in Section 4.2. We attempted to find the value of p that would achieve the same tem-

perature discomfort in terms of temperature deviations from the desired temperatures

as the one observed in the internal temperature data. This is assuming the thermal

building model and the usage profile estimated are correct, and the house heater was

operated optimally, as described in Section 4.2.2.

For each building, the objective of the value p search algorithm was to find the lowest

value of p that achieved the sum of temperature deviations similar to those observed

in the recorded internal temperature data. As the p value is the trade-off between

the heating cost and the thermal discomfort of the user we had to find an estimate of

the cost of heating the building during the time when the internal temperature was

recorded.

We used the price of gas in 2012 (temperature data from EFUS study used was for

the period 2011-11-01 till 2012-02-01) as πgas(t) = 0.0449 £/kWh. This value was

calculated using domestic energy price statistics [112]. The annual domestic energy

bill average (from file QEP 2.3.2 in the [112]) for England and Wales in 2012 for all

three payment methods (standard credit, direct debit, prepayment) was £673.33. This

average is based on the consumption of 15,000 kWh/year. Therefore we can calculate

the average cost of fuel by using
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(4.7)πdomestic(t) = 673.33/15000 = 0.0449.

A golden search algorithm was used to determine a p £C−1h−1 that achieves our

objective of minimising the difference between observed and simulated temperature

deviations. We restricted our search region to the range of [0, 10] £C−1h−1 as we

believe majority of heat users would be happy to forego one degree variation from

their optimal temperature if they were able to save £10. House heating optimisation,

introduced in Section 4.2.2, was used to find the optimal controls. An example of

the determined temperature can be seen in figure 4.5. We show that the temperature

evolution as derived using the building dynamics from section 4.3.5 and the estimated

p value in sample closely matches the real-world, observed behaviour of the house

internal temperature. In this scenario, we have not restricted the heating controls to

be fully on or off (bang-bang control). We assume that heating could be operating

for part of the half-hour. The p value found in this scenario was 0.012 £/◦Ch. The

observed temperature deviations recorded were 166.14 ◦Ch, and the derived tempera-

ture deviations were 161.23 ◦Ch. As it would be impossible to match the temperature

deviations perfectly, we decided to restrict our p value search to the last value with

which the derived temperature deviations (those found with the estimated value of p)

are lower than the ones observed from the data. This is the reason why the derived

temperature deviations are slightly lower than the observed temperature deviations.

4.3.7 Summary of processed data

From the EFUS dataset of 823 houses, we were able to estimate all the parameters

discussed for 461 houses. Using the weightings provided for scaling this data to national

level these would in total represent 57.3% of the population of houses in England.
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Figure 4.5: In the figure, we present the derived temperature evolution using the
building dynamics parameters as found in subsection 4.3.5. In the top graph we
present the observed temperature as recorded during the EFUS (red line - top graph),
required temperatures as inferred from the observed data (green- top graph) and the
derived temperature using the building equations as specified in equation (4.1) and
the estimated discomfort value p. The bottom graph shows the heater on times as
optimised using the estimated p.
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Using the estimated size of the required heaters as discussed in section 4.3.3 and the

weights as provided, we estimated a weighted average size of the heater in a house

would be 11.56 kW. Assuming a CoP of the HP is 3, and the total number of houses

in GB is 30 M there would be a potential for a peak HP demand of 66 GW.

4.4 Real-world control testing

A smart thermostat business (Homely Energy Ltd) has been set up during the project

[113] enabling HPs to be integrated with dynamic electricity tariffs, peer-to-peer mar-

kets and real-time electricity prices. Through a mobile app, customers of the business

can provide their temperature preferences. The system then uses this information in

conjunction with weather forecasts and a knowledge of the building dynamics to con-

trol customers’ heating in the most cost-efficient way, reducing the heating costs to

the customer and supporting the integration of renewable power.

Currently, the thermostat is integrated with dynamic tariff provided by Octopus En-

ergy (Agile Tariff) [34]. A further explanation of the tariff is provided in Section 1.2.5.

To show the effectiveness of the algorithms developed in providing cost savings to HP

users when using DA-RTP tariffs, we have conducted an experiment at Salford Uni-

versity and will discuss the results next, where we used an air source HP. We have

shown that at least 20% savings can be made by using DA-RTP tariffs when compared

to fixed tariffs.
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4.4.1 Power consumption of the HP

The following experiment was carried out at the Smart Meters Lab at Salford Univer-

sity as part of their Energy House 2 engagement with local small and medium-sized

enterprises (SMEs). The setup consisted of a Nibe brand air source HP with radiator

heat emitters. Only the lounge in the Smart Meters Lab building was heated using

the HP. We were allowed to control the operation of the HP for a week and monitor

the internal temperature data of the room heated. We were also granted access to

the consumption of the electricity as recorded by the smart meter, although the con-

sumption provided also included the power consumption of different appliances (e.g.,

dishwasher, microwave, kettle) in the kitchen of the building as they were connected

to the same smart meter.

As noted previously, the electricity consumption data that we were able to collect,

through the smart meter included electricity consumption of other appliances, as dis-

cussed previously. We, therefore, needed a way to isolate the power consumption of

the HP for us to compare the heating costs between the DA-RTP and the fixed tariff

scenarios.

To estimate the isolated HP electricity consumption, we recorded HP pump speed,

return flow temperatures and hot water temperature at a minutely granularity, as

defined in [65]. We then compared the HP data collected with the minutely electricity

consumption data from the smart meter. The data recorded is provided in figure 4.7.

From the figure, we can identify that the observed power consumption (purple line -

bottom graph) is closely related to the pump speed of the HP. This is particularly

true when the HP is not producing hot water (top graph).
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Figure 4.6: HP indoor unit at Salford Smart Meters Lab
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Figure 4.7: A plot of minute by minute temperatures and electricity consumption for
the HP over a single day period. Purple lines indicate observed data points recorded
by the HP. The green line in the bottom graph shows the predicted power consumption
given pump speed.
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Figure 4.8: Plot of pump speed against the observed electricity consumption and fitted
electricity consumption.

To identify a functional relationship between the pump speed and the electricity con-

sumption of the HP, we have plotted the electricity consumption against the pump

speed, as shown in figure 4.8. Given that the relationship seemed linear, we have

decided to use linear regression to derive a model for expressing the electricity con-

sumption of the HP when only the pump speed is observed. The best-fitting model

was identified to be

(4.8)Electricity Consumption = 0.00206291 + 0.00032819× pump speed kWh

From figure 4.8, we can see that the majority of electricity consumption points lie

around the fitted line (green line), which supports our hypothesis that the HP elec-

tricity consumption can be explained by recording the pump speed of the HP and

using a one-to-one functional relationship.

The estimated electricity consumption of the HP using the linear regression estimated

is shown by the green line in the bottom graph of figure 4.7. We can see that the

estimated power consumption closely relates to the pump speed of the HP. The only

significant deviations that appear are during the periods when hot water production
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is active. This provides us with confidence that the HP speed can be used to estimate

the electricity consumption.

4.4.2 Scenarios

Several HP manufacturers suggest users set a constant internal temperature through-

out the day so that the HP heating the building would be able to operate at lower

flow temperatures, improving the HP efficiency. We believe this could minimise the

cost of operation in a scenario where electricity prices are fixed throughout the day.

We do not believe this would be the case in a scenario where dynamic electricity tariff

is available. We, therefore, define the base case (original controls) scenario as follows:

• HP adjusts its operation according to the outside temperature (weather com-

pensation).

• Set temperature does not vary 00:00 to 24:00 - 21 ◦C.

• Fixed price of electricity throughout the day.

For the control when dynamic tariffs are used, we suggest that the HP should not

be set to the constant desired temperature throughout the day, but rather the user

should specify two periods of preferred temperatures, one for the morning and one for

the evening. This is to allow for the heating controller to use the flexibility through

the remainder of the day to either overheat or cool the building when the user is not

present using the cheaper tariffs. We assume that the desired temperature chosen is

the same as the base case scenario (21 ◦C). The electricity prices received by the user



CHAPTER 4. CONTROL OF HEATING IN BUILDINGS 176

are as observed from the Agile Octopus rate. We define this as our test scenario, and

we refer to it as the Homely Control together with Agile Octopus tariff. A summary

of the scenario is as follows:

• HP heats the house during cheaper electricity periods.

• Desired temperatures are set for morning and evening as follows:

– 06:30 to 08:00 - 21 ◦C.

– 18:00 to 22:00 - 21 ◦C.

– Assume the user has no temperature preferences outside these times and

therefore the temperature can be higher or lower than the set temperature

for the two periods of 21 ◦C.

• Variable price of electricity throughout the day (Octopus Energy Agile).

4.4.3 Outside temperature

The testing was not performed under controlled weather conditions. To show that our

results are still applicable, we decided to choose a warmer day for the original control

and a much colder day for the Homely controls scenario, as shown in figure 4.9. This is

to show that even on a colder day, Homely controls, as defined in the previous section,

achieved 20% savings when compared to original controls.
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Figure 4.9: We show the outside temperatures of the two scenarios. We can see that
the day in which we used original controls was much warmer than the homely controls
day.

4.4.4 Original controls

In the original scenario temperature achieved throughout the day (top graph - green

line) did not meet the desired temperature (temperature achieved was below the set

temperature for the duration of the monitoring). This is due to the wrong placement

of the temperature sensor for the HP. This particular HP was using a weather com-

pensation operation mode where the outside temperature measurements determine

the flow temperature of the heat pump. As the temperature outside decreases, the

flow temperature is increased to meet the changing demand in energy. The temper-

ature sensor was positioned in the sunlight and therefore was reading higher outside

temperatures than actually present, leading to internal temperatures that were lower

than the set points. As the price of electricity is constant throughout the day, we can

observe the HP is operating throughout the day, regardless of the time.
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Figure 4.10: This plot presents the operation of the HP when original controls were
used. The top graph presents the desired temperature (top graph- black line) achieved
temperature throughout the day (top graph - green line). The second graph shows the
outside temperature information. The third presents power consumption for the half-
hourly periods observed and the bottom graph presents the fixed price of electricity
throughout the day.
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4.4.5 Homely Controls

In the Homely scenario, prices varied throughout the day, as shown in the bottom graph

of the figure 4.11 together with the original constant price of electricity throughout

the day. For the majority of the day, the DA-RTP price was lower than the fixed-

rate, apart from the period between 16:00-19:00 when the Agile price increased above

the fixed rate. In contrast with the original controls scenario, here the user specifies

two separate temperature requirement periods, namely morning and evening. Even

though the efficiency of operating the HP drops, due to heating to higher temperature

throughout the day, the differences in the price of electricity make up for the lost

efficiency of performance of the HP.

We can see that the temperature achieved in this scenario closely matched the set tem-

peratures, therefore achieving the higher comfort for the user. With varying prices,

we observe the heating system operating during the cheaper times and slightly over-

heating the building before the price peak, letting the temperature slowly decrease to

the set temperature in the evening, avoiding electricity consumption during expensive

times. We can see that half-hourly consumption during this period is higher as the

day is much colder. This is negatively affecting the CoP of the HP. Even with this

drop in the CoP, we still achieve 20 % cost savings by using the Homely system whilst

also achieving higher user comfort.
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Figure 4.11: This plot shows the behaviour of the HP when Homely controls were used
in conjunction with DA-RTP tariffs. Graph labels are the same as for figure 4.10.
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4.5 Conclusions

In this chapter, we have introduced the model for the building optimisation that takes

into account weather predictions, electricity prices and user preferences. We have

introduced the data used to estimate the behaviour of buildings across England and

the size of these heaters. We have finished the chapter with real-world experiment

results as follows.

The estimated cost of running the HP using the original control scenario, fixed prices,

and constant desired temperature was £1.57. The estimated cost of running the

HP using a Homely Energy scenario, with the DA-RTP price of electricity and set

temperatures only for morning and evening, was £1.26. The difference between the

costs achieved was 20%, which is equivalent to £200 on a £1,000 yearly heating bill.

These potential savings were achieved while providing higher comfort to the user,

since as shown in figure 4.11 the temperature observed was much closer to the two set

temperature periods than in the original control scenario as presented in figure 4.10.

This provides evidence that using the HPs for heating the houses during the cheaper

periods is technically possible and economically desirable as the cost of heating for

buildings is decreased using the controls.



Chapter 5

GB Market Simulation

The great interest in HPs is due to their ability to displace high emitting gas boilers.

Government’s standard assessment procedure (methodology used to assess the energy

and environmental performance of dwellings) recorded a reduction in the level of elec-

tricity grid emissions for space heating purposes to 0.233 kg CO2/kWh (from 519 kg

CO2/kWh) compared to 0.210 kgCO2/kWh for gas [114]. Lower grid emissions mean

that even with a modest CoP of HPs of 3.33 [115] and assuming 100% efficiency of

a gas boiler, the emissions of a heat pump are 70% lower per kWh of heat than a

gas boiler to provide the same level of heating. For an average home with a yearly

consumption of 12,000 kWh for space heating [116] this displaces 1,680 kg of CO2 per

year per property as the electricity requirement for HP would be 3,603 kWh.

With the increase in intermittent renewable power generation, the GB market will also

see an increased need for flexibility to be provided by electric loads whose consumption

can be shifted in the day (flexible users to achieve system balance). In order for HPs

182



CHAPTER 5. GB MARKET SIMULATION 183

to offer flexibility, users can be incentivised through price signals or take a control

signal from a central control party such as an aggregator as defined in Chapter 1.

Developments in smart home technologies have increased interest in making DA-RTP

electricity prices available to domestic customers in GB. We have already shown in

Chapter 4 how HPs can offer this flexibility if they are offered the DA-RTP tariffs

already offered in GB by Octopus Energy.

At present, the decisions made by HPs to turn on or off are at a small scale (compared

to the size of the whole network) and therefore the actions of HP users do not affect

the peak power consumption of the grid, and there is no feedback of their decisions on

the wholesale electricity prices. A key question to answer is how this will work once

HPs reach 5% or 10% of homes on the grid when a simultaneous decision for all HPs

to turn on at the same time could cause a demand spike.

Other researchers have attempted to model the impact of HPs on the GB grid using

real-world HP data [117], although they do not attempt to capture the ability to shift

consumption through the use of RTP tariffs. Many other studies have considered the

impact of time-of-use or direct control of HPs by a central body and the impact of

this behaviour on the grid [118], but these studies have not accounted for the feedback

loop of user behaviour on electricity prices. Other studies have considered installing

energy storage devices on a network scalable to time-shift the output from renewable

sources.

To answer if HPs can help (or inadvertently hinder) progress towards a stable grid,

we model dynamic interactions between agents (power plants, HPs, energy storage)

in the market. In this thesis, we have shown in Chapter 2 how we can simulate the

market, in Chapter 3 how to model supply-side agents, and in Chapter 4 how to model
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demand-side agents that will adjust their production (or consumption) based on the

price of electricity. We can evaluate the market impact of the new technologies by

calibrating the model against scenarios predicted by NG defined as follows in 2019

report [3]:

• Community Renewables (CR) - local energy schemes and energy efficiency im-

provements are prioritised. Under this scenario GB achieves the 2050 decarbon-

isation target.

• Two Degrees (TD) - the focus is on large-scale solutions and customers are

supported to choose renewable heat and transport options to meet the 2050

target. Under this scenario GB achieves the 2050 decarbonisation target.

• Steady Progression (SP) - the speed of low-carbon alternative implementation

for heat and transport is assumed to continue at a similar rate to today but

is also expected to slow down towards 2050. Under this scenario GB does not

achieve the 2050 decarbonisation target.

• Consumer Evolution (CE) - local generation and increased consumer engagement

are expected but largely come into effect from the 2040s. Under this scenario

GB does not achieve the 2050 decarbonisation target.

More information about the FES energy scenarios can be found on the FES NG website

[3].

We aim to test how alternative domestic pricing tariffs will feedback into market prices

and the resulting total supply mix in 2030. We compare cases in which domestic users

are contracted to fixed price tariffs throughout the day, with cases in which users

receive DA-RTP tariffs.
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In this chapter we remind about the model parameters for each agent, briefly rein-

troduce some concepts, and discuss the modelling results of the simulations of the

wholesale electricity market in 2030, under DA-RTP and fixed domestic electricity

tariffs. We also provide a discussion of the model which future work might enhance.

5.1 An Agent Based model for the GB Electricity

Market

ACE is a sub-branch of ABM modelling as introduced in Chapter 1 and is concerned

with computational modelling of economic processes (including whole economies) as

open-ended systems of interacting agents [35].

In ACE, each agent is specified as a separate entity, which is modelled as an encapsu-

lated software entity [35], with specific initial conditions. In our model, this would be

each power plant or energy storage facility on the supply side, and each autonomous

electric heater (HP), I&C facility providing DSR and electric storage facilities on the

demand side.

In our energy price model, agents in the system make their decisions based upon the

external variables arising from the interaction of all system agents. In our case, the

external variable is the price of electricity in each half-hour period. This is affected

by the interaction of the agents, namely power plants, I&C DSR, electric storage and

HPs. Each agent is formulated as a separate optimal control problem and solved using

a PDE-based approach.
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Our future energy scenario modelling relies on searching for wholesale electricity prices

that match the demand and supply in the electricity system in all half-hourly periods.

To clarify the role wholesale electricity prices play in the market we have already

introduced the various costs included in domestic user electricity bills and the prices

that are paid to the generators by the users of electricity in Chapter 1.

In order to calculate the behaviour of domestic users (i.e. HP users) in our simulation,

we need to be able to calculate the costs on which they base their decisions in the

model. We assume that the HP controller solves a dynamic programming problem,

balancing the real-time cost of electricity against the perceived cost of discomfort for

the user as discussed in detail in Chapter 4. To estimate the power consumption for

space heating across the GB and across many different households we estimated the

set temperatures and thermal building characteristics for a sample of homes, details

of which are provided in Chapter 4. Next, we briefly go through the cost of electricity

for domestic users; further details can also be found in Chapter 4.

In our modelling, we assume that HP controllers pay electricity prices which are either

different in each half-hour period (DA-RTP tariffs) or are fixed throughout the day

(fixed tariffs). DA-RTP tariffs are a combination of the wholesale electricity price and

the cost of delivering the power to the domestic customer. In fact, on average the

wholesale electricity price is currently only around 33.5% of a domestic electricity bill

[28], details of other costs are provided in Chapter 1.
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5.1.1 Energy storage

Energy storage facilities are another flexible energy resource that competes with HPs

in providing grid flexibility, helping to smooth the energy consumption throughout

the day. We found that by using a simple adaptation of the house heating model (see

Section 4.2), we were able to capture the dynamics of batteries connected to the grid.

Our simple model can replicate simple strategies that can provide reliable simulations,

without claiming to model all of their complexities. Within our modelling framework,

energy storage facilities are modelled as agents that can draw power from the grid,

store it and discharge it when required. The objective of the energy storage facilities

is to maximise their profit given the prices of electricity; therefore, we expect them to

charge during periods of low-cost electricity and discharge during expensive periods.

Now to describe our model of energy storage facilities, we assume that they can charge

and discharge at its maximum rated capacity (Cmax). Let the internal energy storage

dynamics be given by

(5.1)dC

dt
= cCmax

where

• c - represents the control variable of the battery discharging (-1), charging (1),

idle (0).

• Cmax - represents the maximum capacity of the battery at which it can charge

and discharge to the grid in MW. We include five types of energy storage facilities

as per FES [3], namely: batteries, liquid air, compressed air, pumped hydro and
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vehicle to grid. Cmax represents the sum of the capacity of all of the energy

storage facilities in a particular group.

• C - current charge level of the battery in MWh.

To obtain the behaviour of the batteries, we need electricity prices, and we assume

that the prices received by all batteries are wholesale. We appreciate that this is not

representative of the true market as some of this storage will be based at domestic

user properties, and used for consumption. Modelling domestic storage together with

domestic use would improve the accuracy of the simulations and this is left for future

work. Therefore, model all batteries as if they were grid-connected, trading solely in

the wholesale market of electricity.

The objective, as stated previously, of the energy storage facility is to maximise storage

facility revenues. The optimisation algorithm finds an optimal control policy c ∈ ct

that is the charging, discharging or staying idle of the energy storage facility. The

optimal derived policy will depend on the current state of charge C and the time

of the day t. As we have done previously, in Chapter 3 with the models for power

plants and chapter 4, with the models for houses, we can represent this objective as

a maximisation of revenues for the energy storage facility V over the time horizon T

(hours).

We again include a discount factor ρ to adjust cash flows and account for the time

value of money. We denote the revenues of the storage facility as

(5.2)εcCmaxπwholesale

and ε % represents discharging (1− eloss) and charging (1 + eloss) losses where eloss is
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a constant to account for battery degradation and the losses incurred when charging

or discharging the battery. Prices received by all batteries are the wholesale prices

πwholesale derived as part of the simulated market-making mechanism.

Therefore the value of the battery V given that the current battery charge level is C

at time t can be written as

(5.3)V (C, t) = max
c∈ct

[∫ T

t
e−ρ(s−t)(εcCmaxπwholesale£)ds

]
.

We let ct be the set of all admissible control policies defined as follows

ct = {c = {c(s)}t≤s≤T : ∀t≤s≤T {0,−1, 1}}.

Derivation of Hamilton-Jacobi-Bellman (HJB) equation is a straightforward exten-

sion of that in Chapter 4, and we can use Semi-Lagrangian numerical schemes, as

introduced in [64] and discussed in Chapter 3, to solve the optimal control problem.

5.1.2 Industrial, Commercial and other DSR and wind cur-

tailment

We assume that NG has agreements in place with large energy consumers (I&C DSR

and aggregators) to provide demand turn-down (reduce the energy consumption) and

demand turn up (increase energy consumption) to help manage the power delivery
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to grid users. There are a number of DSR services that NG procures from these

customers, but they all incentivise the change in customer behaviour in exchange for

monetary incentives.

Demand turn down is the amount by which large energy users or aggregators of loads

will reduce their energy consumption during high demand periods when the power

supply of the system is insufficient to meet the needs of the energy users. Demand

turn up is the opposite of the demand turn down and is defined as the incentive to

large energy users or aggregators to increase the energy consumption during periods

of high renewable power generation.

There is a lot of uncertainty around DSR markets in GB as these markets are currently

developing. We believe that due to this, we would not be able to find an accurate

representation of current or potential future functional demand price relationship of

these services. For simplicity, we have assumed a logit function for this relationship.

We assume that DSR agents start reducing their loads as the price of wholesale elec-

tricity rises above 33 £/MWh. The 33 £/MWh was chosen as it was the average

price of wholesale electricity in 2019. We assume that market participants can see

anything greater than this average as expensive and anything below this price can

mean that agents in the market would like to take advantage of the below-average

prices of electricity.

Now let ddsr be the absolute amount of power that is reduced/increased given the
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Figure 5.1: DSR function ddsr(π)

current wholesale price πwholesale, such that:

(5.4)ddsr(πwholesale)

=


1

1+eπwholesale/aup+bupD
dsr if πwholesale > 33

min
(

1
1+eπwholesale/adown+bdown (Ddsr + Swind), Ddsr

)
if πwholesale ≤ 33

where Ddsr is chosen to scale the I & C DSR across different scenarios and represents

the maximum capacity of DSR in the specific scenario, aup = 10, bup = 13,adown = 10,

bdown = 13. Ddsr is the sum of I & C DSR and residential DSR. We assume that this

domestic DSR that is included in Ddsr does not include HPs and is sourced through

domestic load aggregators from other loads. Swind represents total capacity of wind

power production in a particular FES scenario. We have chosen parameters aup, bup,

adown, bdown so as to represent our expectation of DSR agents as explained next.

As an example we provide a graphical representation of this functional relationship in

figure 5.1 for TD FES scenario where ddsr = 3900.

The logit function has been used for the functional relationship as we expect low
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DSR availability for very low prices of electricity (sub 100 £/MWh). We expect DSR

availability to increase rapidly between 100 £/MWh and 150 £/MWh (3 times the

average peak price of electricity) as factories decide to slow down their production

processes to save on energy costs. We also expect there to be a limit to the amount

of DSR that could be made available and at prices above 150 £/MWh we assume a

limited effect on the availability of the additional DSR as most available agents would

have already committed their DSR availability.

We have also assumed that the price of electricity can drop significantly or even go

negative during periods of high renewable energy output and low demand. As wind

farm revenues include other sources of income (such as Renewable Obligation Certifi-

cate (ROC)s) in some circumstances it makes sense for wind farms to operate even at

negative prices as long as the payment to be made through negative electricity prices

is less than the income derived through the alternative incentives.

In figure 5.1, we show that market participants would start reacting to prices as the

price of electricity drops below 33 £/MWh (below the average price of electricity).

The effect on demand will start increasing when the price of electricity goes below 0

£/MWh increasing rapidly as the price approaches -50 £/MWh (the current buy-out

price for a ROC is £50.5.

Around the price of the ROCs we assume wind farm to start reducing their output

and we formulate wind curtailment as follows

(5.5)scurtailed = max(min( 1
1 + eπwholesale/10+6 ∗ (Ddsr + Swind), swind(t)−Ddsr, 0)

where swind(t) is the available wind at time t.
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Figure 5.2: Wind curtailment scurtailed for TD scenario

In figure 5.2 we can see how wind curtailment rapidly increases to the amount of wind

available swind(t) at time t as prices drop below the levels of ROC.

As the multiplier Ddsr has a significant effect on the availability of DSR at all output

levels we also provide sensitivity analysis further in this chapter’s results section, where

we have compared the results of market simulation as calculated using the Ddsr =

14000 (chosen to make sure there is sufficient DSR availability in all scenarios to clear

the market) for all FES scenario simulations.

This concludes the overview of the parameters and agents used in our simulations.

Next, we will continue with the overview of the model calibration to the real-world

data followed by the results.

5.2 Model Calibration

In this section, we describe how we calibrate the model for each agent in our GB energy

market simulation, using real-world input data. We use a period of 30 days in January
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2019, from the 1st until the 30th as the input data for our simulations. This period has

been chosen as it should provide a good representation of winter outdoor temperatures

and the load levels in terms of electricity demand during these cold winter months. It

also includes a public holiday that can provide some interesting behaviour in domestic

and industrial energy consumption that should be catered for when planning energy

networks.

5.2.1 Domestic electricity prices

In fixed tariff pricing, we assume that the price of domestic electricity πdomestic is

a pre-agreed fixed tariff, which charges the same amount for a unit of electricity at

every time period during the 30 days of our simulation. Given that domestic suppliers

will need to recover the cost of electricity supplied over the 30-day simulation (this

would normally be a whole year but we are only simulating behaviour over the 30 day

period), the tariff for all periods πfixed is therefore calculated as the weighted average

electricity price as received by domestic customers πdomestic for the user’s demand of

HPs.

(5.6)πfixed =
∑t=T
t=0 π

domestic
t dhpt∑t=T
t=0 d

hp
t

∀t.

where πdomestic includes all of the costs born by the supplier including wholesale price

of electricity πwholesale, network costs, operating costs etc, and dhpt is the total of all

HP demands on the grid at period t.

We only use HP demand for the calculation of the fixed tariff. We assume that if

there were an electricity supplier that is willing to offer the fixed price of electricity to
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the domestic user but is exposed to all the other costs introduced, then the electricity

supplier would need to estimate the predicted consumption of the portfolio of HPs and

other electricity demand of the household and determine the fixed price of electricity

on these demands. As we do not know what the consumption of power is for the other

equipment in the house, we assume in our simulations that only the fleet of HPs is

used across all of the houses to determine the fixed tariff offered.

We assume that HP controllers can also receive DA-RTP tariffs which consist of elec-

tricity prices that are varying for future half-hourly periods. HP users can receive

these prices either through an aggregator, electricity supplier or by participating in

the market. In all cases, the DA-RTP tariff will be communicated to the HP user.

This means HP controllers will receive a set of prices as follows.

(5.7)πdomestic = {πdomestic(t)}0≤t≤T : π(t) ∈ R ∀t,

Distribution Use of System charges

As we know from figure 1.1 network charges comprise a large part of the electricity tariff

for domestic users, and they include DUoS and TNUoS charges. In our simulations

we chose to explicitly model DUoS charges (πdistribution(t)) as a function of average

national demand (D̄(t)). The true calculation methodology for DUoS charges can be

found in [119]. As there is no set function to relate the average national demand and

the DUoS charges, we have evaluated a number of possible functions to replicate the

current DUoS prices. In figure 5.3 we present the averaged DUoS half-hourly prices

across all regions plotted against average half-hourly GB demand for the year 2019.

For DUoS forecasting, in our models we have evaluated piece-wise linear, exponential
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and squared exponential relationships between DUoS charges and national demand.

We have used least squares methods to find the line of best fit to replicate the average

demand/DUoS price relationship. Lines of best fit are presented in figure 5.3 and

discussed next.

First we have evaluated a piece-wise linear relationship. We decided that a simple

linear relationship would not be appropriate as the DUoS charges currently are much

higher during the 16:00-19:00 period than the rest of the day as discussed in Chapter

1. We have therefore chosen to evaluate a separate functional relationships for low

and high average demand periods

(5.8)πdistribution(D̄(t)) =

 −406.315 +−22.1697D̄(t) for D̄(t) > 39, 358

−22.1697 + 0.000886848D̄(t) for D̄(t) ≤ 39, 358

where D̄(t) is the average national demand for time half-hour t.

When using the piece-wise linear function we observed that due to the discontinuity at

the switching point (D̄(t) = 39, 358) the piece-wise function was forecasting very high

changes in DUoS charges. This meant that even small changes in average demand

for specific time period t between iterations were causing very large changes in the

domestic prices πdomestic, therefore leading to instability of the market price search

method as the majority of market HPs were then reacting to this big price jump and

trying to change their behaviour to shift to lower-cost periods as a group.

We next evaluated an exponential function so as to avoid discontinuities and to account

for small DUoS charges at low average demand levels increasing rapidly once the
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Figure 5.3: Exponential DUoS charge fit compared to observed average DUoS charges
across GB for different DUoS regions

average demand reaches higher demand levels.

(5.9)πdistribution(D̄(t)) = 0.003e0.23D̄(t).

We however observed that even the exponential curve was not able to account for the

rapid increase in the DUoS charges as seen in figure 5.3. We can see how the line of

best fit matches the low DUoS charges well but significantly underestimates the DUoS

charges during high demand periods.

We then chose to use a squared exponential function to replicate the relationship

between the average demand and DUoS charge. We first attempted to use the least

squares fitting using the absolute average observed national demand D̄(t) and the

observed DUoS charges π(t)distribution. Squared exponential function performed best

out of all the functions evaluated in terms of matching the DUoS charging behaviour.
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Even though in sample fit seemed to perform the best, we faced challenges when

considering the behaviour of the DUoS charge estimation in the future when average

demand of electricity is going to be higher. Once we started using this function

with increased future average demand the squared exponential function was predicting

values that were outside of what we thought was realistic. The inability to predict

DUoS charges at higher average demand levels was therefore unacceptable as we are

modelling the electricity consumption in 2030 scenarios where additional loads could

add an additional 10 GW on the average electricity consumption during peak periods.

To address this issue we have decided to use the shape of the DUoS charging function

as estimated using the least squares methods and apply it to the relative average

national demand D̃(t) as follows

(5.10)π(t)distribution(D̃(t)) = aeb(D̃(t)+c)(D̃(t)+c)

where D̃(t) = D̄(t)
D̄(t)max

is the relative demand, D̄(t)max is the maximum average demand

observed during the period of estimation and a = 0.855, b = 23.639, c = −0.541 are the

parameters that were estimated to best match the relative current national demand to

the currently observed DUoS charges as shown in figure 5.3. The standard deviation

of the fit observed was σ = 16.824.

From figure 5.3 we can observe that the squared exponential curve accounts for the

very low DUoS charges at low demand levels (20-35 GW), it does underestimate the

DUoS charges at higher demand levels (35-40 GW) but also rapidly approaches the

DUoS charge levels at the peak average national demand of 43 GW, with the estimated

DUoS charge of 100 £/MWh compared to 138 £/MWh observed.

Figure 5.4 presents the legacy DUoS prices and charges as calculated using the methods
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Figure 5.4: Comparison of the predicted DUoS charges using different DUoS charging
structures in simulated CR scenario under the DA-RTP tariff

of estimation discussed previously for CR scenario using the DA-RTP tariff. We can

see that DUoS charge calculated using the relative average demand is much closer to

the legacy costs. Charges are slightly higher during the off-peak period as off-peak

electricity consumption increases due to flexible resources being able to shift their

consumption to cheaper periods.

Other Charges

In our simulations, other charges attributed to domestic electricity users are calculated

by assuming they are proportional to the combined charge for wholesale electricity
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π(t)wholesale and DUoS π(t)distribution. We take a constant for the proportion of domestic

electricity cost attributed to wholesale and DUoS, which was estimated to be 61.6%

by [79] in August 2018. The price received by the customers π(t)domestic was therefore

calculated as follows

(5.11)π(t)domestic = (π(t)wholesale + π(t)distribution)/0.616

5.2.2 Power demand

In our simulations, we attempt to match the total system supply s(t) and total system

demand in each half-hourly period. In this section, we will review the components of

the system demand d(t) followed by a review of the system supply components s(t) in

the next section.

The total system demand in our simulations can be represented as the following sum

D(π, t) = dbaseload(t) + dhp(π, t) + dev(t) + db_charge(π, t) + ddsr(π, t) + dinterconnector

(5.12)

where all are in MW at time t:

• d(π, t) -total national demand.

• dbaseload(t) - base load demand.

• dinterconnector(t) - interconnector flows.
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• dhp(π, t) - aggregate HP demand.

• dev(t) - aggregate EV load.

• db_charge(π, t) - aggregate of all grid batteries when charging.

• ddsr(π, t) - DSR turn up.

A brief overview of how these components are calibrated for the modelling is provided

next.

Baseload demand

Rather than explicitly modelling the dbaseload(t) (demand without HPs) we chose to

use the actual demand in GB as recorded during the period 2019-01-01 to 2020-01-30

for the total system demand as currently the number of HPs installed in houses across

GB is low, under 150,000 (the total number of dwellings in GB was around 27.2M in

2017)[120]. Suppose we were to assume that each HP has a maximum power draw of

3 kW. All of these HPs combined could only contribute around 0.3 GW of electricity

demand. This is in comparison to the peak of the 2019 average GB demand of around

43 GW.

In figure 5.5 we plot the baseload electricity consumption for each individual week in

January 2019. We observe two daily demand peaks as expected. The morning peak

occurs just before households leave for work, and the evening peak occurs when people

get back from work and turn on electric appliances. The two peaks are less distinct

during weekends.
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Figure 5.5: Weekly baseload demand for January 2019

Electric vehicles

To estimate the aggregate demand of EV’s on the system dev(t) we have used the

residential charging point profiles from the FES report [3]. Total power consumption

is presented in figure 5.6 across all FES scenarios. To calculate these profiles, we have

multiplied the forecasts of the EV uptake in different scenarios as shown in table 5.1

by the profile data provided in the FES report.

From figure 5.6, we can see that there is a large difference in the potential load on the

grid between the scenarios under which GB achieves its carbon reduction targets (CR

and TD) and those where the developments in the uptake of renewable technologies

are lower (SP and CE scenarios). In figure 5.6, we observe the maximum peak load of

EVs is achieved under the TD scenario, where during the peak time of electricity use,

the demand reaches 6 GW. Two daily charging peaks are present; first in the morning

where users plug in as they arrive at work around 07:00 till 09:00 and the second peak

is when users arrive back home after the day of work around 18:00 - 21:00. This is also

a period where the current electricity peak demand appears. This means that there

will need to either be other flexible loads that are taken offline during these periods
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CR TD SP CE Model input
% HPs 15.786 12.308 1.22 1.742 Agent
Number of EVs 11412630 13971462 2228617 1705360 Scaled
Maximum I&C DSR (GW) 4.5 3.5 1.4 1.2 Parameter
Maximum Residential DSR (GW) 0.8 0.4 0.3 0.8 Parameter

Table 5.1: Model input comparison across different scenarios
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Figure 5.6: Electric Vehicle load on the grid for different periods of the week using the
FES data [3]

to support EV uptake or EV charging will need to be shifted to off-peak periods. We

do not attempt to model EV as consumers with DA-RTP in this thesis.

Heat Pumps

HPs are modelled as the primary active participants in the market in our framework.

We evaluate HP effect on the electricity grid under the four scenarios as defined in the

FES document [3]. The percentage of houses with an HP out of the whole population

we set for each of the scenarios is presented in table 5.1 as per FES scenarios [3]. These

numbers include Air Source HPs (ASHP), Ground Source HPs (GSHP) and hybrid

HPs.
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For the modelling of the internal temperature dynamics, we used the observed outside

temperatures for 25 regions in England and allocated these to the respective houses

in those regions for the period 2019-01-01 to 2019-01-30.

5.2.3 Power Supply

Our market simulation aim was to evaluate the benefit of flexible loads across different

FES scenarios. To account for the changes in power supply in 2030 from the observed

data in January 2019, we have made simple assumptions where possible (scaling the

historical power production data) and have only used optimisation models for the

power supply agents if we believed the agents are highly sensitive to price.

The total system supply of power in our simulations can be represented as the following

sum

(5.13)
W (t) = sccgt(π, t)+socgt(π, t)+swind(t)+ssolar(t)+sbiomass(t)+sinterconnector(t)

+ shydro(t) + sb_discharge(π, t) + sother(t)− scurtailment(π, t),

where all are in MW at time t :

• W (t) -total national supply.

• sccgt(π, t) - CCGT power plant supply .

• socgt(π, t) - OCGT power plant supply.

• swind(t) - wind power supply.
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CR TD SP CE Model input
Interconnector 3.43 4.17 2.43 3.01 Scaling
Biomass 1.32 1.16 0.81 1.06 Scaling
Hydro 1.12 1.02 1.03 1.01 Scaling
Nuclear 0.49 0.49 0.41 0.86 Scaling
Wind 2.3 2.34 1.69 1.89 Scaling
Solar 2.269 1.76 1.46 1.2 Scaling
Other 10.16 11.53 9.86 8.62 Scaling
OCGT (GW) 10.27 4.7 5.47 11.78 Agent
CCGT (GW) 8.6 21.05 30.6 25.02 Agent
Other utilization factor (%) 0.7 0.7 0.7 0.7 Parameter

Table 5.2: Future Energy Scenarios energy production under different scenarios in
2030

• ssolar(t) - solar power supply.

• sbiomass(t) - biomass power plant supply.

• sinterconnector(t) - interconnector power supply when importing.

• shydro(t) - hydro power plant supply.

• sb_discharge(π, t) - battery discharging into the grid.

• sother(t) - power supply from other sources.

• scurtailment(π, t) - wind curtailment due to negative prices.

and the treatment within the modelling of these supply agents is presented in table

5.2

We assume that only gas power plants can be controlled, i.e. scheduled to turn up and

down when required. Historically, the majority of electricity production came from
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CCGT power plants with OCGT power plants turning on only to meet the peak power

consumption. We have chosen to combine gas reciprocating engines, OCGT and gas

onsite generation into this category. We expect all of these plants to be less efficient

than CCGT plants, but be much more responsive to electricity prices.

To simulate the behaviour of OCGT power plant agents, we chose to create random

sets of agents using the following distributions (details of the parameters are defined

in chapter 3):

• MEL - ξ where ξ ∼ U(5, 20)

• SEL - MEL − 1 MW. This is to ensure that the power plants are operating at

maximum capacity.

• NDZ - 4 minutes. We used the average NDZ time for OCGT power plants as

observed from September to December 2019.

• RUER (1,2,3) - MEL/2. Having a ramp rate of half the full capacity allows

the power plant to fully warm up within two minutes (observed average for the

period September - December 2019)

• RUEE (2,3) - MEL. This means that the same ramp rate applies throughout

the whole range of power production.

• RDER(1,2,3) -MEL. This means that the power plant can turn off immediately

upon request.

• RDEE(2,3) - 0, meaning that one ramp rate applies throughout the whole range

of power production.

• ψfcOM - fixed costs operation and maintenance 2,860 .
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• γ - 0.413185

• ηmax - ξ where ξ ∼ U(0.37, 0.42)

• ψfc - 0

to meet the OCGT power production capacity as per table 5.2.

5.2.4 Energy storage

The composition of energy storage technologies across different scenarios is presented

in table 5.3.

All electricity storage is assumed to have 10% losses on the energy coming into the

battery and being discharged. Therefore the round trip efficiency is assumed around

81%. We appreciate that under some scenarios these loses might be lower, but we have

chosen to risk the over-estimating the cost of storage rather than under-estimating to

account for potential energy storage degradation from multiple charging cycles.

5.3 Results

In this section, we first provide a qualitative overview of the results and present fig-

ures of the predicted behaviour of the agents on the grid in 2030 under different FES

scenarios and for both fixed and DA-RTP tariffs. We then follow on with the quan-

titative analysis of specific aspects of the simulation, including simulated wholesale
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CR TD SP CE Model input
Battery Storage (MW) 9300 6150 5030 4170 Agent
Liquid Air Storage (MW) 5 5 5 5 Agent
Compressed Air Storage (MW) 40 40 0.1 40 Agent
Pumped Hydro Storage (MW) 2954 5054 2744 2744 Agent
Vehicle to Grid Storage (MW) 642.7 519.6 89.8 112.2 Agent
Battery Storage (GWh) 16.8 10.5 8.24 8.11 Parameter
Battery Decentralised (GW) 7.04 3.83 2.82 3.18 Parameter
Battery Transmission (GW) 2.26 2.31 2.21 0.9 Parameter
Battery Efficiency (%) 0.1 0.1 0.1 0.1 Parameter
Liquid air Storage (GWh) 0.04 0.04 0.04 0.04 Parameter
Liquid Air Decentralised (MW) 5 5 5 5 Parameter
Liquid Air Transmission (MW) 0 0 0 0 Parameter
Liquid Air Efficiency (%) 0.1 0.1 0.1 0.1 Parameter
Compressed Air Storage (GWh) 0.32 4.3 0.1 0.32 Parameter
Compressed Air Decentralised (MW) 40 40 0.1 40 Parameter
Compressed Air Transmission (MW) 0 0 0 0 Parameter
Compressed Air Efficiency (MW) 0.1 0.1 0.1 0.1 Parameter
Pumped Hydro Storage (GWh) 32.2 88.8 29.59 29.59 Parameter
Pumped Hydro Decentralised (MW) 0 0 0 0 Parameter
Pumped Hydro Transmission (MW) 2954 5054 2744 2744 Parameter
Pumped Hydro Efficiency (%) 0.1 0.1 0.1 0.1 Parameter
Vehicle to Grid Storage (GWh) 0.6427 0.5196 0.0898 0.1122 Parameter
Vehicle to Grid Decentralised (MW) 642.7 519.6 89.8 112.2 Parameter
Vehicle to Grid Transmission (MW) 0 0 0 0 Parameter
Vehicle to Grid Efficiency (%) 0.1 0.1 0.1 0.1 Parameter

Table 5.3: Energy storage model inputs as per FES for 2030
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and domestic electricity cost, peak grid demand, the power consumption of different

agents and grid carbon emissions. We also present the impact on the grid of better

insulated buildings, battery behaviour as well as providing sensitivity analysis for the

I&C DSR function.

5.3.1 DA-RTP tariff

We begin our results section by presenting the predicted behaviour of all simulated

and scaled agents under DA-RTP domestic electricity tariffs, as presented in figure

5.7. We can see the predicted wholesale electricity prices varying significantly between

FES scenarios (a). In lower renewable energy production scenarios prices vary between

-50 £/MWh and 80 £/MWh, whereas higher renewable power scenarios have periods

where prices reach 350 £/MWh. We can also observe that even though overall demand

(k) is higher under the TD scenario (green line) when compared to CR (purple line),

the prices of CR are higher (a). This corresponds to the higher availability of storage

(g) under the TD scenario and more efficient power plant operation (e and f) during

the periods of low renewable power production periods such as those between the 2nd

and 7th of January, 2019.

We know that renewable generation will play an essential role in decarbonising the grid

in the future. In our energy predictions, we do not explicitly model the wind power

generation in 2030 but rather scale the power generation observed historically during

the corresponding dates in January 2019 using scaling factors presented in table 5.2.

Those scenarios with a large capacity of renewable energy (CR and TD) tend to rely on

energy storage and higher renewable power utilisation to provide energy for the grid.
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In figure 5.7 we can observe periods of very high estimated wind power production

from the 7th till the 9th of January, between 12th and 14th of January and 25th and

28th of January, reaching a predicted value of nearly 30 GW of power production

from wind alone. These high renewable power production periods drive the wholesale

prices to the very low/negative levels causing thermal power plants to turn off and

wind farms to curtail their power production driving the wholesale and domestic prices

lower and causing batteries to charge (g). The use of electricity storage is useful for

shifting the energy consumption within short periods as observed by the presence

of reasonably smooth electricity prices under the TD, SP and CE scenarios for the

majority of the simulation periods (a). The issue arises when we have a period of

low wind power generation (b) and insufficient power supply from controllable power

plants such as CCGT (e). We see prolonged low wind power production periods that

cause prices to spike in the CR scenario that relies heavily on renewable energy power

production. The results here are of particular importance as we can see that during

this period, energy storage facilities are quickly depleted, and the grid is left to call

on I&C DSR (i) to turn off industrial equipment to keep the grid in balance. Some

of these periods (specifically 01/11 till 01/13 and 01/23 till 01/25) also correspond

to low/negative interconnector flow periods driving the wholesale electricity prices

even higher. Energy storage facilities attempt to smooth the demand throughout the

period of the simulation, even under the CR scenario (g), but the battery capacity

is insufficient for the supply of power during the prolonged periods of low renewable

power generation. Using the storage capacity in table 5.3 as discussed in [3], we can

see that under the CR scenario, energy storage would have a capacity of 50 GWh and a

maximum discharge rate of 12.94GW. This would mean that at full capacity, the fully

charged pumped storage facility could provide 12.94GW of power for a maximum of

3.86 hours, this should be compared to the period of low wind power production that

lasted for five days from the 2nd of January until the 7th of January. Given that the
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period of low energy production from wind is much longer than the available storage

capacity, GB grid would have had to import a significant amount of power through

the interconnectors. As this power might not be available elsewhere, GB could run

out of power in this scenario.

Solar power production is another renewable energy resource that will provide an

increasing share of power in the future, although as seen from figure 5.7 (d) the power

production from solar is limited throughout the winter with the maximum possible

solar output of 6 hours throughout the day due to shorter and cloudier days. The power

produced can be seen, varying from 1 GW peak to 10 GW. Solar power reliance in

the GB should therefore be considered in combination with storage, although seasonal

energy storage remains prohibitively expensive and therefore unlikely to be feasible at

this point.

As the average electricity demands are different across the scenarios, we can also

discover the variation in DUoS charges across scenarios. Highest DUoS charges are

seen in the TD scenario as EV charging profiles coincide with the peak electricity

demand periods, therefore, driving the average peak demand of electricity, in turn

raising DUoS charges.

5.3.2 Fixed tariff

Figure 5.8 presents simulation data for all FES scenarios, and this time, the prices

for the domestic users are fixed and therefore HPs have no incentive to shift their

consumption to lower demand/lower price periods. From the figure, we can observe

similar behaviour to that discussed under the DA-RTP tariff apart from some notable
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Figure 5.7: Comparison of the simulated power production and demand between in
2030 for the four FES scenarios under DA-RTP domestic tariffs using simulation pa-
rameters from tables 5.3,5.2,5.1.
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differences. Under the fixed tariff scenarios, we can see that HP demand (l) is much

more predictable and corresponds to the peak electricity demand from EV (j). Higher

peak electricity consumption leads to higher wholesale electricity prices during periods

of low renewable power generation, especially in high renewable scenarios such as CR

and TD.

Under the fixed tariff scenarios, the SO needs to rely on I&C DSR more often. As

I&C DSR cost is assumed to exponentially increase at higher DSR requirements, this

disproportionally affects the low power production periods. As HP and EV peaks

coincide with the baseload peak, we can see that peak DUoS charges (m) are dis-

proportionally high under the fixed tariff scenarios when compared to DA-RTP tariff.

Detailed analysis of DUoS charges between the fixed and DA-RTP tariff is provided

later in this chapter.

Next, we will provide a thorough comparison of DA-RTP and fixed tariffs for specific

scenarios with quantitative data.

5.3.3 Electricity cost

By performing market simulations, we are attempting to evaluate the benefits and

disadvantages of DA-RTP tariffs when compared with fixed tariffs that are charged

to domestic customers. We believe that only by driving the HP running costs much

lower to make them economically compete with gas boilers will it lead to mass uptake

of the HP technology and therefore lead to a big step in the decarbonisation of heat.

Our dynamic predictions of the wholesale market and behaviour of agents rely on
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Figure 5.8: Comparison of the simulated power production and demand between in
2030 for the four FES scenarios under DA-RTP domestic tariffs using simulation pa-
rameters from tables 5.3,5.2,5.1.
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Average Electricity Price £/MWh HP user total p/kWh HP user wholesale p/kWh HP user distribution p/kWh HP user other p/kWh
CR DA-RTP 94.39 22.44 9.41 4.42 8.62
CR fixed 105.6 24.69 12.11 3.1 9.48
TD DA-RTP 51.03 14.2 4.98 3.77 5.45
TD fixed 52.62 14.47 5.93 2.99 5.56
SP DA-RTP 52.76 10.48 4.85 1.6 4.02
SP fixed 52.83 14.26 5.61 3.18 5.48
CE DA-RTP 44.87 9.61 4.09 1.83 3.69
CE fixed 44.77 12.62 4.93 2.84 4.85

Table 5.4: Comparison of electricity costs across scenarios

agents being rational and responding to prices when possible. This can be seen by the

reduced average peak demands and lower wholesale prices under DA-RTP tariff where

HPs can respond to price signals and shift their consumption away from the electricity

use peaks.

Table 5.4 shows the comparison of electricity prices across the different FES scenarios.

We can see that in all scenarios HP operating costs are lower under the DA-RTP

tariff when compared to a fixed tariff with average savings across all scenarios of

around 15.33%. This is due to the ability of HPs to shift to lower-cost periods where

wholesale prices of electricity and DUoS charges are lower.

The shift of HP power consumption to lower demand periods also has spillover benefits

for other users of electricity driving the average wholesale electricity prices by an aver-

age of 3.39% across all scenarios. This is driven by the use of HPs in off-peak periods

driving the peak consumption of electricity lower and also shifting the consumption of

power throughout the day to periods of higher renewable generation. This means that

conventional thermal power plants need to be operated less, and more efficient power

plants can be used to produce power by smoothing the electricity demand throughout

the day. The effect on the wholesale prices is much lower for the scenarios with lower

uptake of HPs (CE and SP).

While examining different components of the HP users’ total p/kWh cost, we have
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found that distribution charges increased in CR and TD scenarios when HPs were

exposed to DA-RTP tariffs. This was due to the use of (5.10) for the modelling

of DUoS charges where D̄(t)max was simulation specific and in effect caused DUoS

charges to be proportional to the average demand for that particular scenario and

tariff combination (high DUoS charge during high average demand periods and vice

versa). This seems to be appropriate when analysing the HP switching behaviour

within a tariff and scenario combination but makes it difficult to compare the DUoS

charges between the DA-RTP and fixed tariff cases for a particular FES scenario.

We can see how even though the DA-RTP tariff simulation had lower average peak

demand, as discussed later in this section and shown in table 5.5, the peak DUoS

charges calculated for DA-RTP and fixed tariffs were similar at 12 p/kWh during the

peak average demand periods as seen in figures 5.7 and 5.8. Other possible alternatives

for the calculation of the DUoS charges that could help us compare the DUoS charges

between fixed and DA-RTP cases could be the use of the same D̄(t)max for the specific

FES scenario. The use of the same D̄(t)max across DA-RTP and fixed tariff cases

would allow for lower DUoS charges when average peak demand is reduced as seen in

table 5.5 under DA-RTP case (51.01 GW) when compared to fixed tariff case (54.58

GW).

5.3.4 Peak demand

An additional benefit of using DA-RTP tariffs is the ability to smooth the demand

of electricity throughout the day to flatten the peak electricity consumption periods

in order to avoid network reinforcements costs and reduce the reliance of the SO on

DSR to manage the grid and the use of inefficient power plants. If the demand of

the system is distributed throughout the day, it means that we can better utilise the
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Total Demand GWh Average Peak GW Peak GW
CR DA-RTP 33223.77 51.01 65.19
CR fixed 33097.02 54.58 63.82
TD DA-RTP 33515.65 51.86 63.83
TD fixed 33461.42 55.54 65.29
SP DA-RTP 27859.75 46.01 53.98
SP fixed 27864.43 46.05 53.93
CE DA-RTP 28030.99 45.9 53.46
CE fixed 28037.23 46.66 52.6

Table 5.5: Comparison of peak demand and average demand across different scenarios

electricity grid to deliver the power to customer homes.

From the results in table 5.5 we can see that under all DA-RTP tariff scenarios,

the average peak demand (the average of daily peak demands over the simulation

period) was lower when compared to the fixed tariff under the same FES scenario. The

peak of daily half-hourly average demand is 6.58% lower under the higher renewable

uptake scenarios CR and TD but only 0.09% and 1.63% lower under the low renewable

scenarios SP and CE respectively. This is due to the limited number of HPs dispatched

on the grid under the CE and SP scenarios. We can also see that in all scenarios, the

peak electricity demand in GW was lower under the DA-RTP tariffs as expected.

Total energy demand under DA-RTP tariff was slightly higher under the DA-RTP

tariff under the CR and TD scenarios and slightly lower under SP, CE when compared

to a fixed tariff. This is unexpected, as we would have anticipated HPs that choose to

operate during periods of low cost to consume more energy overall. As HPs are heating

during the periods of low electricity prices, that would suggest they are overheating

the property when not required, therefore wasting energy.
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5.3.5 Power Supply

In table 5.6 we present the power supply composition across different scenarios as well

as the called upon I&C DSR as these are the agents in our modelling that respond

to electricity prices and can provide power to the grid. From the table, we can see

that CCGT use increases slightly in CR, TD and CE scenarios when comparing DA-

RTP and fixed tariff behaviour. This is expected as HPs are responding to prices and

in effect are smoothing electricity demand throughout the day. This, in turn, leads

to a reduced number of peaks, allowing the more efficient power plants (in this case

CCGT) to warm up and provide a more stable power supply throughout the day.

We also observe the expected behaviour of OCGT power plants across scenarios TD,

SP and CE when comparing DA-RTP and fixed tariff cases where OCGT utilisation

reduces due to the increase in the flexibility of power demand. The only exception for

this is CR, where we can see an increase in CCGT and OCGT power consumption. For

the CR scenario, this is expected behaviour as CCGT and OCGT power production

is a more cost-effective option than I&C DSR. As the HPs shift their consumption

away from the peaks, reducing the demand, this helps to drive the overall costs lower

by reducing the required amount of DSR, the difference partly fulfilled by the price

responsive HPs.

Comparison of energy storage power supply to the system shows that under all sce-

narios the utilisation of energy storage facilities reduces when comparing fixed and

DA-RTP tariff behaviours. This would be expected as HPs and energy storage facil-

ities are both providers of flexibility and the more flexible resources are dispatched

onto the electricity network, the lower the benefits will be for all participants able to

provide flexibility to the grid.
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CR DA-RTP CR fixed TD DA-RTP TD fixed SP DA-RTP SP fixed CE DA-RTP CE fixed
Demand 33223.77 33097.02 33515.65 33461.42 27859.75 27864.43 28030.99 28037.23
Wind Available 8942.84 8942.84 9098.37 9098.37 6571.04 6571.04 7348.68 7348.68
Curtailed 189.36 349.17 711.4 892.58 248.82 266.15 936.86 967.62
Wind 8753.48 8593.67 8386.96 8205.79 6322.22 6304.89 6411.82 6381.06
Solar 607.54 607.54 471.25 471.25 390.93 390.93 321.31 321.31
Biomass 1781.98 1781.98 1565.98 1565.98 1093.49 1093.49 1430.98 1430.98
Hydro 366.23 366.23 333.53 333.53 336.8 336.8 330.26 330.26
Nuclear 2110.9 2110.9 2110.9 2110.9 1766.26 1766.26 3704.84 3704.84
Interconnector 4326.98 4326.98 5260.5 5260.5 3065.47 3065.47 3797.15 3797.15
Other 5019.29 5019.29 5693.6 5693.6 4869.21 4869.21 4258.12 4258.12
CCGT 4198.14 4172.34 7426 7334.07 8672.76 8683.69 6374.2 6346.38
OCGT 3894.59 3766.53 369.83 472.93 104.87 114.82 254.17 292.61
Battery Supply 1752.45 1780.63 1900.01 2020.82 1229.89 1245.1 1148.24 1172.64

Table 5.6: Comparison of demand and power production across different scenarios in
GWh.

In table 5.6 we have also presented the sum of energy in GWh of wind curtailment.

We can see that wind curtailment is reduced in all scenarios under DA-RTP tariffs,

as expected. This is due to HPs shift of power consumption to lower cost/higher

renewable periods.

5.3.6 Energy storage

All of the FES scenarios predict a significant uptake of storage over the next thirty

years with the capacity of the energy storage increasing to 6.9 GW in CE and 12.25

GW in TD by 2030 from 4.14 GW today [3]. For comparison, the average peak

electricity demand today is around 43 GW. Increases in grid flexibility and additional

resources are useful for smoothing the electricity demands throughout the day. Energy

storage can also help improve utilisation of renewable energy power by charging during

periods of high solar and wind power production and discharging batteries during

higher demand periods.

We have already observed in figure 5.7 that this ability to smooth electricity supply
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leads to less volatile wholesale electricity prices. We have also seen that energy stor-

age, even though able to provide a significant amount of instantaneous power, cannot

provide power for extended periods (more than a day) when wind availability is in

limited supply for several days.

There is also another complication that comes with including energy storage in whole-

sale market simulations, due to their ability to discharge up to 12.25 GW of power

into the grid they significantly affect the supply and demand of power on the system.

This means that, whilst trying to match the demand and supply of the system, price

signals can make the energy storage facilities jump from -12.25 GW power demand

to 12.25 GW power supply in very short periods. This is especially true if all energy

storage facilities are responding to the same price signals, therefore turning on and off

at the same time.

In figure 5.9, we show how battery behaviour changes when wholesale electricity prices

change. We observe that even a small wholesale price change of 0.02 £/MWh causes

the battery to shift its discharging period to nearby (more expensive) periods. If the

nearby periods were periods when the battery was discharging, this shift would mean

a power demand/supply changing by 25 GW. From these results, we can see that

grid-scale batteries responding to wholesale prices and working optimally can have a

detrimental (destabilising) effect on the market. As all batteries are exposed to the

same market prices, they will tend to react in a similar way. This was of particular

concern in our market simulations as supply and demand balance is achieved through

the price search mechanism and relies on agents responding to price signals. This

meant that batteries responding to our predicted wholesale prices caused our demand

and supply to jump between iterations.
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Figure 5.9: Battery behaviour change upon changes in prices

We have reduced this problem by using over-relaxation on the power output of the

grid-connected batteries. By limiting the effect that newly optimised prices can have

on the battery behaviour, we found that convergence of the system was smoother and

faster.
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5.3.7 Sensitivity analysis for DSR

At the beginning of this chapter, we outlined the price-demand relationship for the

I&C DSR. We were unable to find additional supporting information for this functional

relationship so instead we provide a sensitivity analysis for a different set of parameters

for (5.4).

In the market simulations, we have found that I&C DSR has a significant impact

on electricity prices under scenarios where thermal power plant availability is limited.

This is especially true for the CR scenario. From figure 5.7 we can see that CR scenario

heavily relies on renewable energy generation (mainly wind) with small amounts of

power coming from CCGT and OCGT power plants.

Due to the limited thermal power plant availability, the grid also relies on I&C DSR

during the periods of low power production to deliver the stability and balance of the

grid. We can see that DSR under the CR scenario, reaches 6 GW in multiple periods.

As DSR only turns on at high prices when compared to thermal power plant usage,

we can see that wholesale prices rise to nearly 350 £/MWh during periods of lower

wind power production periods in figure 5.7 (a).

The availability and the cost of I&C DSR, therefore, has a significant impact on the

final wholesale electricity prices for all grid energy users. As we have assumed a logit

function for the DSR, this also means that higher levels of DSR become dispropor-

tionally more expensive towards the limits of the available DSR.

To evaluate the effect of I&C DSR parameters on wholesale prices of electricity we

have compared the original results of the wholesale market simulation for CE scenario
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(where ddsr = 5300) with a market simulation using an I&C DSR functions where

available DSR is higher and therefore the cost of the same amount of DSR is lower.

This is achieved by setting ddsr = 14000.

We provide the market simulation results in figure 5.10 for different DSR functions. We

can observe demand response changes significantly between scenarios reaching nearly

-12 GW during periods of reduced power availability from renewable sources such as

that observed between day 10 and 11, and between 23 and 25. As mentioned previously,

the expected DSR in the CE scenario was insufficient to match the supply and demand

of the system causing the price to rise indefinitely during the periods where there was

insufficient power supply to meet demand (prices reaching 450 £/MWh). As we have

assumed an increase in the available DSR, now the market matching algorithm was

able to match the demand and supply. In figure 5.10, we can see that this has caused

prices to drop to levels of around 270 £/MWh.

5.3.8 Carbon emissions

The most significant consideration for switching the space heating demand to HPs from

fossil fuels is the ability of HP technology to displace carbon. In oder to assess the

impact of HP uptake, electrification of heating and the use of different domestic tariff

structures we have simulated total carbon emissions for all FES scenarios under fixed

and DA-RTP tariffs. Carbon emission factors used in our calculations were sourced

from [121, 122, 123] apart from the Belgium interconnector flow where we have used

grid intensity of Belgium as stated in [124], all carbon intensity factors are summarised

in table 5.7.
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Figure 5.10: Comparison of the simulated power production and demand between
artificially high DSR availability (ddsr = 14000) and the original FES scenario (ddsr =
5300) under DA-RTP domestic tariffs using simulation parameters from tables using
all other parameters as per CR FES scenario.
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Carbon Intensity gCO2/kWh
CCGT 394
OCGT 651
Wind 0
Solar 0
Biomass 120
Interconnector 206
Hydro 0
Nuclear 0
Other 300

Table 5.7: Carbon intensity of different sources of power [121, 122, 123]

To simplify the calculations, we have grouped all interconnector flows and used a

volume-weighted average of carbon intensity to assess the carbon emissions of the

interconnector. Volumes and grid intensities of interconnectors from 1 January 2019

to 30 September 2019 were as follows: France 9.0 TWh (53 gCO2/kWh), Belgium 3.95

TWh (167 gCO2/kWh), Netherlands 4.6TWh (474 gCO2/kWh), Ireland 1.19 TWh

(458 gCO2/kWh) [125]. The calculated volume-weighted average of interconnector

emissions was therefore 206 gCO2/kWh.

To calculate transport emissions, we have assumed there will be 33.8M cars in 2030,

calculated as the average sum of cars in individual FES scenarios. As we needed to

assess the carbon emissions of the total number of cars, we needed to calculate the

carbon emissions per vehicle for the 30 day simulation period discussed previously and

compare carbon emissions of combination of internal combustion and electric vehicles.

To find carbon intensity of internal combustion vehicles, we followed the following

steps:

• We have divided the amount of TWh consumed by petrol/diesel vehicles by

the number of vehicles stated in the specific FES scenario, giving us annual
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consumption of 5947 kWh per vehicle per annum. [3]

• We then used diesel (10 kWh/l) and petrol cars (8.9 kWh/l) from [126] in com-

bination with diesel (2.62 kgCO2/l) and petrol (2.31 kgCO2/l) [127] to find the

carbon emission factors per kWh to be 0.262 kgCO2/kWh for diesel and 0.259

kgCO2/kWh for petrol.

• Assuming equal split between the petrol and diesel vehicles we used 0.260 kgCO2/kWh

to convert the annual kWh used by petrol/diesel cars to kgCO2 giving us annual

emissions of petrol/diesel vehicles as 1.56 tCO2. Apportioning this for the 30

days out of the year gives us 0.127 tCO2.

To calculate the emissions of EVs, we have used similar concepts apportioning the

appropriate kWh consumption of the year for the 30 days and multiplying it by the

simulated scenario-specific carbon intensity of the grid.

Next, to calculate the emissions of HPs, we have assumed houses to use an average

of 12,037 kWh for their space heating needs [116]. We assumed that a fifth of this

space heating demand would be consumed in January (the heating season is around six

months in GB spanning October through to the end of March), although we assume a

higher consumption of heat demand during the coldest months such as January. For

the emissions of gas boilers, we used emissions of 0.233 kgCO2/kWh as per [114]. We

assume gas boilers to be 100% efficient; therefore, a house in January would produce

0.56 tCO2 when heated with gas boiler. When calculating emissions associated with

HPs, we have again used the simulated scenario-specific grid emissions and multiplied

this by the assumed energy consumption of the house in January. As for the gas boiler

we have assumed that a fifth of the space heating energy demand would be consumed

in January, therefore assuming HP CoP of 3.33 [115] we calculate the kWh used by
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Heating Carbon MtCO2 Vehicle Carbon MtCO2 Power Carbon MtCO2 Total Carbon MtCO2 Grid Electricity gCO2/kWh
CR DA-RTP 5.53 3.06 6.8 14.79 204.69
CR fixed 5.53 3.06 6.71 14.69 202.64
TD DA-RTP 5.67 2.77 6.15 14.03 183.38
TD fixed 5.67 2.77 6.18 14.06 184.61
SP DA-RTP 6.2 3.95 5.71 15.77 204.91
SP fixed 6.2 3.95 5.72 15.78 205.26
CE DA-RTP 6.17 3.99 4.91 15.01 175.1
CE fixed 6.17 3.99 4.92 15.02 175.56

Table 5.8: Carbon emissions under different scenarios

the HP for space heating in January as 723 kWh.

Using the calculations as outlined above, we then calculated carbon emissions of space

heating, transport and grid, as shown in table 5.8 across different FES scenarios and

tariffs. From table 5.8 we can see that total carbon emissions are lower in both of the

high renewable energy scenarios CR and TD when compared to SP and CE. Lowest

carbon emissions are observed in the TD scenario where users are exposed to DA-RTP

tariffs as expected. In TD scenario, we have a large uptake of HPs and EVs whilst

maintaining more efficient fossil fuel plants (CCGT) to produce power during periods

of low renewable power generation, as seen in figure 5.7. Grid carbon savings are

reflected in the gCO2/kWh where TD grid intensity is 10% lower than that observed

under CR scenario.

Grid intensity simulated across FES scenarios varies significantly. Lowest grid carbon

intensity 175.56 gO2/kWh is observed under CE scenario with DA-RTP tariffs. This is

expected as CE scenario has lower electricity demand when compared to TD and CR

due to lower uptake of HPs and EVs whilst still benefiting from the increased renewable

energy sources allowing it to rely less on fossil fuel power plants (CCGT and OCGT)

to deliver power requirements as per table 5.6. Highest grid carbon intensity 204.69

gO2/kWh is observed under CR scenario where the high electricity demand, combined

with reliance on renewable sources and reduced availability of CCGT power plants

means that power needs to be sourced from less efficient OCGT power plants.
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From table 5.8 we can observe that grid carbon intensity is lower under DA-RTP

scenarios in TD, SP, CE scenarios as HPs are able to shift some of their electricity

consumption to periods of lower cost/higher renewable periods. We do although ob-

serve that the carbon benefits are limited as batteries were already able to utilise the

flexibility and cheaper energy generation; therefore, the difference between fixed and

DA-RTP tariffs in terms of grid electricity carbon intensity is small. However, this

does not include the fact that DA-RTP tariffs make HPs much more attractive to run

(30% savings on the customer bills) and therefore would increase the number of HPs

in the market in turn reducing the total carbon emissions of the grid.
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Conclusions

In this thesis, we have introduced a framework for evaluating dynamic electricity

systems where electricity market participants, both domestic and non-domestic, are

responding to price signals. The framework allows us to incorporate individual agent

optimization and consider their individual inter-temporal dependencies when mod-

elling the power market, allowing us to analyze the market behaviour in future energy

scenarios.

In Chapter 2, we have introduced the market price search algorithm that uses ABM

concepts to find equilibrium wholesale market prices where individual in-depth agent

optimization can be parallelized. Our price search algorithm improved the equilibrium

price search algorithms previously discussed in literature through the inclusion of the

inter-temporal dependencies in the modelling of the agents. We have shown that the

price search algorithm is stable and values of the variables of interest converge to a

narrow bound after 1000 iterations.

229
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We have then followed on to introduce individual agents of the market, starting with

power plants in Chapter 3. The previous model of power plant optimization using a

PDE-based approach [7] relied on temperature as a determinant of the power plant

output and did not include the different states of the power plant as discussed in

Chapter 3. As we move towards a more renewable future, power plants will need

to be cycled, and the warm-up and cool-down costs will be of crucial importance in

modelling the cost of power delivery. We have generalized the model introduced in [7]

for fossil fuel power plants, and incorporated operational power plant constraints such

as minimum zero time, stable exporting limits, notice to deviate from zero and ramp

rates. We have shown that the simplified power plant modelling closely matches the

observed market behaviour of the power plants in GB, providing us confidence for the

use of our power plant models in evaluating future electricity markets.

Next in Chapter 4, we followed onto discuss the building optimization models used

to find optimal heating schedule when agents are exposed to DA-RTP. The model

introduced in [8] was adapted and simplified, to reduce the computation effort so that

it can be included in our GB market simulations. The chapter mainly focused on the

EFUS data processing in finding the optimal temperature schedules of the users in

England and their thermal building characteristics. We believe that the use of real-

world data in devising the building parameters in England significantly improves the

accuracy of our future energy scenario simulations. We have concluded the chapter

with results from a real-world experiment where we have shown that 20% customer

bill savings can be made on a particular day by using such algorithms and subscribing

to currently available DA-RTP tariffs in GB.

We have then brought all of these individual models together in Chapter 5 where

we simulated the electricity market using all four FES scenarios under our dynamic
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models for a single month in winter. Through the use of the framework, we were

able to evaluate the ability of autonomous heating controllers to support the future

smart grid by increasing the use of renewable energy produced, reducing the need for

network reinforcement whilst reducing electricity bills for all electricity users. We also

identified that issues might arise when renewable energy production was lower over the

prolonged periods, and the capacity of batteries was insufficient to meet the demand

of the grid to the point where (CE) scenario using our modelling was deemed not

feasible.

6.1 Policy recommendations

Throughout the analysis, we have identified a few areas of potential policy intervention

to help GB achieve carbon reduction. We outline our policy recommendations below.

Please note that the author is a part-owner of renewables company involved in DSR

provision, installation of HPs and the sale of smart thermostat for HPs.

1. Encourage uptake of HPs.

We believe that HP uptake across GB is crucial in achieving carbon reduction targets

set out by the UK government. The issue of a mass uptake of HPs is still a high cost

of installation and very low gas prices, making it hard for HPs to compete with gas

boilers. DA-RTP is one potential avenue that customers can take to reduce their HP

running costs. However, only one electricity supplier in the GB is currently offering

these, and the many households across GB might still not be aware of the benefits

these tariffs can achieve for the customer through reduced customer bills and for the

economy through smarter use of our electricity infrastructure.
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2. Promote DA-RTP tariffs.

We believe DA-RTP tariffs need to be promoted and more education needs to be pro-

vided on how these tariffs work and what benefits they can achieve. Other suppliers

need to be encouraged to provide DA-RTP tariffs when high domestic loads are present

at customers’ property. We hope that current Ofgem review of the half-hourly settle-

ment could provide the initial push for other suppliers to provide variable electricity

tariffs [128] but additional support might be required to make DA-RTP tariffs the new

standard.

3. Make DUoS charges reflect real-time demand.

The charging structure of DUoS charging could also be improved by making DUoS

charges reflective of real-time demand rather than setting DUoS charges a year in

advance. This would ensure that those customers who consume power during the

peak times and are not willing to shift these loads to off-peak periods are paying the

premium for the electricity consumption at those times as they will be the customers

driving the needs for network reinforcement.

4. Arrange capacity contracts for low wind and solar power production

periods.

Throughout the research we have also found that to ensure reliable delivery of power

throughout the year in a renewable future, contracts need to be in place to supply

sufficient power to the grid when the power generation from wind and solar are low

for prolonged periods and energy storage capacity is not sufficient to support the grid

for the length of these periods. An example of which in our simulations would be five

days in December with a limited output of renewable power from both wind and solar.
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5. Improve efficiency of buildings and appliances.

We also need to make sure that even with smart technology available to reduce our

power consumption bills, we aim to improve the efficiency of our buildings and appli-

ances. We need to make sure that as more heat pumps go on the market, our houses

are better insulated to sustain heat throughout the day. This helps with both, reduced

energy demand and improvements in optimized heating schedules as better insulated

homes can turn their heating off for longer periods allowing the higher utilization of

renewable sources.

6.2 Model improvements

Throughout the thesis, we have discussed potential future improvements for our mod-

elling. We believe the improvements outlined below would provide the highest benefit

in terms of simulation accuracy.

As discussed in Chapter 3, due to insufficient publicly available data, we had to esti-

mate the number of power plant parameters in our simulations. We believe this could

be investigated further by engaging with the industry and experts at the NG as they

might be able to provide true parameters of the power plants to achieve more accurate

representation of power plant behaviour.

Due to time constraints, we were unable to model in-home batteries and instead mod-

elled all storage as grid-connected. Modelling individual domestic energy storage could

help improve the accuracy of our simulations as in many cases, houses with in house
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storage would try to use the energy produced locally to avoid network charges simi-

larly to that discussed in [129]. In [129], authors discuss the importance of including

distributed energy storage and bi-directional charging of electric vehicles in the house

when these are exposed to ToU tariffs and power generation from on-site renewable

energy generation. Presently, the study looked at taking grid prices as an exogenous

variable, but using our wholesale price modelling this price could become endogenous

in the model.

Building modelling could also be improved by using higher-order building model for

building behaviour, as discussed in Chapter 4. We believe this could have a signifi-

cant impact on the results, especially if we move towards a future of low-temperature

heating systems and better-insulated homes as these systems take longer to raise the

temperature of buildings these time lags need to be accounted for.

In modelling the demand, we have also made a simple assumption of the relationship

of I&C DSR. We believe that further analysis of I&C DSR is needed for accurate

modelling of the electricity prices in the future grid. As we have seen from Chapter

5 the cost of I&C DSR is one of the main determinants of the peak electricity prices.

One approach future research could consider is using BM unit import rates as defined

in [130] and derive price/demand curves from the values recorded.

Simulation results in Chapter 5 have been provided for a winter month (specifically

January) as our research focused on the importance of space heating (specifically the

increased uptake of HPs). Further extension of research could use the same modelling

tools to simulate the grid behaviour over the whole year. Entire year simulation could

provide additional insights on grid emissions and the utilisation of renewable energy

sources over the year where during summer months the demand for electricity could
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be lower (due to reduced space heating requirements) whilst more power would be

produced from solar.

6.3 Future research

Some areas of research have been outside of the scope of this thesis, although they

could be of interest in shaping the grid of the future. We have outlined some of these

below.

Whilst modelling energy storage facilities we found that if they were exposed to the

same price signals, they would be switching at similar times, in effect causing large

changes in the electricity demand and supply on the network. We have used relaxation

methods to smooth this effect in our modelling due to the instability it was causing in

the market search mechanism, but further analysis should be conducted into whether

this could potentially cause problems in the future electricity market and we need to

find ways of smoother grid scale battery charging and discharging.

In Chapter 1, we have briefly discussed a concept of TE where the grid is continuously

adapting to the real-time grid conditions. We believe in this kind of future, shorter

settlement periods would be required to achieve grid balance through market price

signals. We have briefly looked into the reduced settlement period effect on wholesale

electricity prices and initial results look promising. Some of the optimization models

have been written to cater to shorter settlement periods allowing future researchers,

to extend our modelling to include these shorter settlement periods.
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Further, in our modelling, we have assumed that DUoS charging across GB would

be uniform and based on the average demand of the system over the simulation in

particular half-hours. Once some clarity is provided into the future of DUoS charging

structure, future research could attempt to estimate area-specific DUoS charges. We

have attempted to research this using our simplified modelling of DUoS but due to the

limited amount of agents available in our model have been unable to devise the area-

specific DUoS charges. Ability to model area-specific electricity markets could also

help us better understand the benefits of peer-to-peer trading. Peer-to-peer trading

has been shown to improve the efficiency of the grid use, reduce the need for network

reinforcement and customer bills as well as reduce the carbon emissions. In [42],

authors have shown the possible reduction in electricity bills of market participants by

28.94% whilst also reducing the reliance on grid electricity by 42.13% through sharing

the excess electricity locally [42].
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