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Chapter 1

Introduction

This thesis presents the implementation and utilisation of an algorithm that calcu-
lates the luminosity delivered to the ATLAS detector during proton-proton collisions
at the Large Hadron Collider (LHC). Additionally it also contains a differential mea-
surement of the electroweak production of di-jets in association with a Z boson per-
formed with 138.42 (±1.7%) fb−1 of data that was collected by the ATLAS detector
between 2015-2018. All of the data used in this thesis was collected with a centre of
mass collision energy of

√
s = 13 TeV.

This thesis comprises eight chapters. Chapter 2 provides an overview of the the-
oretical framework of particle physics known as the Standard Model. Chapter 3
covers the LHC and the ATLAS detector which are the experimental apparatus used
to collect the data used in this thesis. Firstly it covers the LHC as a whole, and then it
describes the design of all of the detectors that make up ATLAS. Chapter 4 describes
how the algorithms work that reconstruct the particles that pass through the ATLAS
detector. Chapter 5 contains an introduction to the mathematical formalism of lu-
minosity followed by how this is implemented by ATLAS. Chapter 6 outlines the
luminosity measuring algorithm that utilises vertex counting. It describes the devel-
opment, optimization and implementation of this algorithm for the Run 2 dataset.
The algorithm is tested using Monte Carlo data and it is calibrated by a compari-
son to an algorithm utilising the LUCID detector in a long physics run. Finally this
chapter presents internal and external stability measurements. Chapter 7 presents a
differential measurement of the electroweak production of a Z boson in association
with two jets. It utilises a data-driven method to constrain Strong-Zjj production,
which is the dominant background. Chapter 8 is a summary of the findings in this
thesis.

Unless stated otherwise, this thesis uses natural units, which is the standard in
high energy particle physics. Natural units have the reduced planks constant, h̄, and
the speed of light, c, set to unity and all energies are expressed in electron volts,
eV. Furthermore the Einstein summation convention is used where an upper and a
lower index using the same symbol implies a sum over that index.
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Chapter 2

The theoretical framework for
particle physics

This chapter will provide an overview of the theoretical framework used in this the-
sis. Section 2.1 provides an introduction to the theory. Section 2.2 will cover the
particle content of the Standard Model. Section 2.3 gives an overview of the mathe-
matical formalism of the Standard Model. Section 2.4 will cover the validation and
open questions in the Standard Model. This is followed by section 2.5 which covers
cross-section calculations in proton-proton collisions. Finally, the Monte Carlo event
generator approach to simulating proton-proton collisions is discussed in section 2.6.

2.1 Introduction

It is a remarkable fact that all known particle interactions can be explained by only
four fundamental forces: the electromagnetic interaction acting on the electrically
charged particles; the gravitational interaction responsible for making all massive
matter attract each other; the strong interaction which keeps atomic nuclei together,
and finally the weak interaction which is the mediator for decays of the atomic nu-
cleus.

The current theory of particle physics was born from a combination of Quantum
Mechanics [1], Einstein’s theory of Special Relativity [2] and Classical Field Theory
[3]. This combination is called a Quantum Field Theory (QFT). QFTs currently suc-
cessfully describe three out of the four fundamental forces of nature, with gravity
being omitted. The name given to the QFT that describes particle physics is the
Standard Model (SM) [4]. The latest confirmation of the SM was the discovery of the
Higgs boson in 2012 by the ATLAS and CMS collaborations [5–7].

2.2 Particles in the Standard Model

A fundamental particle is defined as a particle that has no substructure. These fun-
damental particles are classified as either fermions or bosons, with half-integer or
integer spin1 respectively. All fermions have an antiparticle, a particle with identical
mass but opposite quantum numbers, such as electrical charge.

Fermions are sub-categorised into three generations of particles. The first gen-
eration of particles are both stable and the lightest generation. Additionally they
form the constituents of every day matter. All generations of fermions have the
same properties with the main exception being that the particle masses are larger

1Spin is an intrinsic form of angular momentum.
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for higher numbered generations. Additionally the lifetimes and decays of differ-
ent generations differ, generally with higher generations having shorter lifetimes.
Table 2.1 shows the masses and charges of all known fermions.

Fermions: Spin = 1/2
Leptons Quarks

Generation Flavour Charge Mass Flavour Charge Mass

1st νe 0 ≤ 2 eV u +2/3 2.2 MeV
e -1 0.511 MeV d -1/3 4.7 MeV

2nd νµ 0 ≤ 0.19 MeV c +2/3 1.28 GeV
µ -1 105.658 MeV s -1/3 95 MeV

3rd ντ 0 ≤ 18.2 MeV t +2/3 173.1 GeV
τ -1 1776.86 MeV b -1/3 4.18 GeV

TABLE 2.1: A list of some basic properties of all fermions in the SM.
Neutrinos are treated as massless in the SM, which is a very good
approximation despite the fact that current results show they have

non-zero but very small masses [8].

Fermions are further sub-categorised into leptons and quarks, with two of each
per generation. The primary difference is that quarks carry one of three "colour2

charges" and so are able to interact via the strong force, whereas the leptons do not.
Experimentally no free quarks have ever been observed, instead they combine to
form colour-neutral combinations. This fact is referred to as confinement and these
colour neutral particle combinations are called hadrons. Hadrons are further sub-
categorised into baryons and mesons. Baryons contain three quarks or anti-quarks
and mesons are a quark and anti-quark pair. Due to the fact that quarks are not
observed in isolation one cannot easily define the mass of a quark. In experimental
particle physics one typically uses the pole mass, which corresponds to the rest mass
of the particle in the special theory of relativity.

Per generation, the lepton doublet consists of an electrically charged particle and
an electrically neutral neutrino. Each generation of leptons is referred to as having
a "flavour" which labels3 the species of an elementary particle and this quantity is
conserved in the SM. Observations of lepton flavour violation are covered in sec-
tion 2.4.2. Analogously to the leptons, the quarks also have a flavour4 which is con-
served by the strong and electromagnetic interactions but not the weak interaction.

Gauge bosons mediate the interactions between the fermions. A list of all funda-
mental bosons in the Standard Model can be found in table 2.2. The electromagnetic
interaction (EM) is described by the symmetry group5 U

(
1
)

EM, and is mediated by
the massless spin 1 photon. The photon can couple to any particle that is electrically
charged and so it does not couple to itself as it carries no electric charge. The range
of the EM interaction is infinite as the photon is massless.

All fermions interact via the weak force, which is the only interaction that neutri-
nos participate in. The unification of the weak and the electromagnetic forces allow
both of them to be described by the symmetry group U

(
1
)

Y ⊗ SU
(
2
)

L, which is cov-
ered in section 2.3.4. The weak force is mediated by the neutral Z boson and the

2Colour is the name given to a quantum number that labels one of three states a quark can be in,
generally the labels red, blue and green are used to describe the three possible states.

3The lepton flavours are electron, muon and tau.
4The quark flavours are up, down, strange, charm, bottom, and top.
5Note that U

(
1
)

EM is not the same as U
(
1
)

Y , which is the symmetry used in the full SM. However
the full unified electroweak symmetry U

(
1
)

Y ⊗ SU
(
2
)

L breaks down into U
(
1
)

EM.
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Bosons
Name Spin Charge Mass [GeV] Force Relative strength
Gluon, g 1 0 0 Strong 1
Photon, γ 1 0 0 Electromagnetic 10−2

W± 1 ±1 80.385
Weak 10−13

Z 1 0 91.188
H 0 0 125.09

TABLE 2.2: Gauge bosons and fundamental forces in the SM. Particle
masses obtained from [8].

charged W± boson. The weak equivalent of electromagnetic charge is weak isospin.
Up-type quarks and neutrinos have a weak isospin of 1/2; the remaining fermions
have a value of −1/2. The apparent weakness of the weak interaction is due to the
fact the W and Z bosons have mass and thereby the range is limited by Heisenberg’s
uncertainty principle.

The strong force is described by the symmetry group SU
(
3
)

C and is mediated by
8 bosons called gluons which couple to particles with a colour charge. The gluons
have no mass, however, and unlike the photon their range is limited to ~10−15 m due
to self interactions. Additionally the photon carries no electric charge. The gluon
does carry colour charge and so can self interact. This is covered in section 2.3.3.

The remaining particle in the SM is the Higgs boson. The Higgs boson has zero
electric charge and is the only particle in the SM with zero spin. It does not mediate
any of the interactions covered previously in this section. The Higgs boson is a
remnant of the Higgs mechanism, which is responsible for giving mass to all of the
other particles in the SM. This is covered in section 2.3.5. Additionally, it introduces
the Yukawa interaction into the SM, which is the coupling of the Higgs boson to all
fermions.

2.3 Mathematical formalism of the Standard Model

The Lagrange formalism allows the calculation of the equations of motion of a sys-
tem using the Euler-Lagrange equation obtained from Hamilton’s principle [9].

2.3.1 Quantum field theory and Lagrangian formalism

The Euler-Lagrange equation is a second order partial differential equation. The
general version of the equation used by QFTs is given by,

∂µ
∂L

∂
(
∂µψ

) =
∂L
∂ψ

, (2.1)

where L is the Lagrangian density, ψ is a general field, µ is the coordinate index, and
∂µ is the partial derivative with respect to coordinate µ. In the QFT formulation [10],
the elementary particles are described by fields, the dynamics of which are described
by Lagrangian densities. These fields are operators on the QM Fock space, which is
used in QM to describe systems with more than one degree of freedom. The general
form of the Lagrangian of a QFT is given by,

L = L
(
ψ, ∂µψ

)
, (2.2)
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where the index µ describes the 4 elements of 4 dimensional space-time6.
In the context of particle physics a vector is defined by its transformation. A vec-

tor is an object that transforms like a four-vector under a Lorentz transformation. A
scalar is defined as an object which is invariant under Lorentz transformations. Vec-
tor fields describe spin 1 particles and scalar fields describe spin zero particles. The
fermion field ψ does not transform like a vector or a scalar. Instead a Lorentz trans-
formation will only rotate the fermion field through half the angle a vector would
transform. Thereby, ψ is a third type of quantity known as a spinor and spinors
describe spin half particles.

The dynamics of non-interacting fermions are described by the Dirac equation[11],
for which the Lagrangian, LD, is given by,

LD = ψ̄
(
iγµ∂µ −m

)
ψ (2.3)

where ψ is the fermion field, ψ̄ ≡ ψ†γ0 is the Dirac adjoint, γµ are the Dirac matrices
and m is the mass of a fermion. The fermion field ψ here takes the form of a bispinor.
The Dirac equation is a relativistic wave equation which can describe any spin-half
particles such as the fermions. It is consistent with both Quantum Mechanics and
Special Relativity.

2.3.2 Gauge structure of the Standard Model

The Standard Model (SM) of particle physics [12–15] is a relativistic non-abelian7

gauge8 quantum field theory that describes the interactions of all known fundamen-
tal particles. The SM is based on the local gauge symmetry group,

U
(
1
)

Y ⊗ SU
(
2
)

L ⊗ SU
(
3
)

C (2.4)

where U
(
1
)

Y ⊗ SU
(
2
)

L is the symmetry group of the unified electromagnetic and
weak interactions. Y denotes hypercharge and L reflects the left-handed nature of
the weak interaction [16, 17]. The remaining symmetry group, SU

(
3
)

C, represents
the strong interaction, with C denoting colour. These symmetry groups contain a
set of unitary base matrices called generators, Ta. Any transformation for that group
can be described by a linear combination of these generators.

The interactions of vector bosons with fermions [18] can be derived by requiring
that the Lagrangian is invariant under the local gauge transformations9 associated
with the symmetries given in equation 2.4. A general local gauge transformation is
parametrised by,

ψ
(
xµ
)
→ eiαa(xµ)Ta ψ

(
xµ
)
, (2.5)

where αa(xµ) is the local phase. If a local gauge transformation was applied to a
Lagrangian, extra terms arise due to the fact the partial derivative terms in the La-
grangian act on the local dependence of the transformation. Consequently, that La-
grangian would not be invariant under the transformation and this can be demon-
strated by substituting equation 2.5 into 2.3. To manage this problem, and thereby

6The four elements of 4 dimensional space time of a particle is defined to be xµ ≡ (t, x, y, z).
7Non-abelian means that the generators of a given symmetry group do not commute with each

other.
8A gauge theory means that there are degrees of freedom in the mathematical formalism which do

not correspond to changes in the physical state.
9It is also possible to have global transformations where the value of αa(xµ) in equation 2.5 is a

constant.
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restore local gauge invariance, one replaces the partial derivative in the Lagrangian,
∂µ , with a covariant derivative, Dµ,

Dµ = ∂µ − igTa Aa
µ, (2.6)

where Aa
µ are additional vector fields that are designed to transform so that they

cancel out the additional terms introduced. Done correctly, the Lagrangian will then
be invariant under the local gauge transformation. The constant g is referred to
as the coupling constant and it defines the strength of the interactions between the
fermions and bosons. To ensure the invariance of the Lagrangian the additional
field, Aµ, will transform as:

Aa
µ → Aa

µ +
1
g

∂µαa(xµ
)
+ fabc Ab

µαc(xµ
)
. (2.7)

Here, fabc is the symmetry group’s structure constant and is given by the commuta-
tion relations between the group’s generators,[

Ta, Tb
]
= i fabcTc. (2.8)

These new fields describe the vector bosons that mediate a specific interaction. The
introduction of the fields Aµ in the covariant derivative add new terms to the La-
grangian when the partial is replaced with the covariant derivative. These terms
describe the interaction of the fermions, ψ, with vector bosons, Aa

µ. An example of
what these terms would look like is given by,

L ⊃ −gψ̄γµ Aa
µtaψ. (2.9)

Furthermore, gauge boson self interaction terms of the form,

1
4

Fa
µvFµv

a , (2.10)

can be added to equation 2.3 provided that the structure constant of the group is non
zero.

2.3.3 The strong interaction

The theory of the strong interaction is called quantum chromodynamics (QCD). This
theory describes the interactions of quarks and gluons. The evidence for quarks
and gluons can be obtained from deep inelastic scattering experiments [19]. The
generators of SU

(
3
)

C represent rotations in colour space and are given by,

Ta =
λa

2
, (2.11)

where λa are the Gell-Mann matrices. The conserved quantum number from this
symmetry is referred to as colour. It labels one of three states a quark can be in;
generally the labels red, blue and green are used. From equation 2.6, the covariant
derivative for the strong symmetry group is given by,

Dµ = ∂µ −
1
2

igsλaGa
µ, (2.12)
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where gs is the strong coupling constant10 and Ga
µ represents the vector bosons for

the strong interaction. There are eight Gell-Mann matrices and so there are eight
gauge bosons associated with QCD which are called gluons. The kinetic term for
the gluons can be written in an analogous way to the one for electromagnetic case
and is given by,

LQCD,kin = −1
4

Ga
µvGµv

a , (2.13)

where Ga
µv is the strong field strength tensor given by,

Ga
µv = ∂µGa

v − ∂vGa
µ + gs fabcGb

µGc
v. (2.14)

The structure constant of the SU
(
3
)

C symmetry is non zero and so self interactions
of the gluons are allowed by QCD. Equation 2.13 describes the self interactions of
the gluon fields and it shows that triple and quartic gluon interactions are possible.

The value of gs becomes asymptotically smaller for a large energy scale; this fact
is referred to as asymptotic freedom. The result of asymptotic freedom is that quarks
and gluons can be described as independent particles provided that the energy scale
is high enough. Conversely for lower energy scales the value of gs increases. As the
energy scale is lowered, the value of gs eventually becomes so large that perturbative
expansions in the coupling no longer converge.

2.3.4 The electroweak interaction

The electroweak (EW) interaction is the combination of the electromagnetic and the
weak interactions. These two forces were unified by Glashow, Salam and Weinberg
[20–22]. This unified theory includes the flavour changing, charged interactions via
the W boson and the flavour conserving, neutral interactions mediated by the pho-
ton and the Z boson. The conserved quantum numbers associated with the elec-
troweak interaction are weak hypercharge, YW , and isospin, I. They are related to
each other by the Gell-Mann–Nishijima [23, 24] formula,

Q = I3 +
YW

2
. (2.15)

Here, Q is the particle’s charge and I3 is the third component of isospin. The elec-
troweak unification is described by the symmetry group,

U
(
1
)

Y ⊗ SU
(
2
)

L. (2.16)

There are three generators of the SU(2)L group which result in the existence of three
gauge boson fields labelled as W1,2,3

µ . These gauge fields only couple to left-handed
fermions11 by construction. Right-handed fermions are SU(2)L singlets and do not
interact weakly within the SM. As neutrinos only interact weakly, right handed neu-
trinos do not exist in the SM. The generators of SU(2)L are given by,

Ta =
σa

2
, (2.17)

10gs is often denoted as αs =
g2

s
4π for mathematical convenience.

11A particle is right handed if its spin points in the same direction as its momentum and left handed
otherwise.



2.3. Mathematical formalism of the Standard Model 9

where σa are the Pauli matrices. The structure constant for the SU(2)L group is
the totally anti-symmetric tensor εijk, which allows for self interaction between the
gauge bosons as it is non zero.

There is a single generator for the U
(
1
)

Y group, which is simply the identity
matrix multiplied by a constant and is denoted as Y. Thereby there is only one
vector field, Bµ, associated with the U

(
1
)

Y group. From equation 2.6, the covariant
derivative for the electroweak symmetry group is given by,

Dµ = ∂µ −
1
2

igwσaWa
µ −

1
2

igYYBµ, (2.18)

where gw is the weak coupling constant and gY is the electromagnetic coupling con-
stant. The Lagrangian of the electroweak interaction is then given by,

LEW = ∑
f

ψ̄iγµDµψ− 1
4

Fa
µvFµv

a . (2.19)

Equation 2.19 contains a sum over all fermions, f , describing their kinetic terms
and interactions with the gauge bosons. The second term contains the electroweak
field strength tensor, Fa

µv, and describes the kinetic and self interaction terms of the
electroweak gauge fields. The electroweak field strength tensor is defined by,

Fa
µv = ∂µWa

v − ∂vWa
µ + gW f abcWb

µWc
v + ∂µBa

v − ∂vBa
µ. (2.20)

Substituting equation 2.18 into equation 2.19 gives the interaction term between the
W1,2,3

µ fields and a fermion field,

LSM ⊃ −gwψ̄γµ σa

2
Wa

µψ = −gwψ̄γµ

(
W3

µ W1
µ − iW2

µ

W1
µ + iW2

µ W3
µ

)
ψ. (2.21)

From here it is common12 notation to write the off-diagonal elements of the W i
µ

field’s matrix as,

W± =
1√
2

(
W1

µ ∓ iW2
µ

)
, (2.22)

where W± correspond to the physical W± bosons. These terms in the matrix cou-
ples up-like and down-like elements of the left-handed fermions. Additionally they
describe the observed universality of flavour-changing couplings for quarks and lep-
tons as only one coupling parameter, gw, is used.

Finally the photon, Aµ, and the Z bosons, Zµ, are represented by linear combina-
tions of the two remaining neutral fields, W3

µ and Bµ,(
Aµ

Zµ

)
=

(
cosθW sin θW
−sin θW cos θW

)(
Bµ

W3
µ

)
, (2.23)

where θW is the weak mixing angle, and is defined by,

cosθW =
gW√

g2
W + g2

Y

. (2.24)

By construction the photon is a mixture of the W3
µ and Bµ fields and so it can have

an equal interaction with both left and right-handed fermions.
12This is because it makes the mass matrix of the W boson diagonal.
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It is worth noting that for the charged leptons, the flavour eigenstates13 are the
same as the mass eigenstates. However, in general, the flavour eigenstate of fermions
are not the same as their mass eigenstates; linear combinations of the mass eigen-
states are used instead. For the quarks, the CKM14 matrix gives the appropriate
linear factors to convert from mass to the flavour eigenstate [25, 26]. This matrix is
a 3× 3 unitary matrix and can be written in terms of four real parameters. As there
are four independent parameters a 3× 3 unitary matrix cannot be forced to be real-
valued. Thereby Charge-Party (CP) violation arises due to the fact that the couplings
for quarks and anti-quarks have different phases, i.e. VCKM 6= V∗CKM. An analagous
matrix called the PMNS15 matrix exists for the neutrinos [27].

In summary, the weak and EM interactions have been unified into a single sym-
metry group, U

(
1
)

Y ⊗ SU
(
2
)

L, and the observed bosons in nature can be described
as a mixture of the 4 gauge fields. Finally, experimental observations of the W and
Z bosons have demonstrated that they have mass. However, adding mass terms for
the electroweak gauge fields of the form,

LSM ⊃ mA2Aµ Aµ, (2.25)

in equation 2.19 breaks the local gauge invariance. The solution to this problem
requires the introduction of electroweak symmetry breaking, which is covered in
the next section.

2.3.5 Electroweak symmetry breaking

For both gauge bosons and fermions, if one introduces a mass term into the La-
grangian it is no longer gauge invariant. To solve this problem one introduces a new
complex scalar field, φ, with four degrees of freedom [28–30]. This field is a dou-
blet under SU(2)L consisting of one electrically positive and one neutral field and is
given by,

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2
φ3 + iφ4

)
, (2.26)

where φ is the Higgs field. This field has electroweak quantum numbers I3 = ± 1
2

and Y = 1. A new term is then added to the SM Lagrangian,

LSM ⊃ LHiggs =
(
Dµφ

)†(Dµφ
)
−V

(
φ
)
, (2.27)

where Dµ is the covariant derivative of the electroweak interaction given in equa-
tion 2.18. Here, the first term results in interactions with the SU(2)L gauge bosons
and the final term is the potential of the Higgs field, and is defined as,

V
(
φ
)
= µ2φ†φ + λ

(
φ†φ

)2, (2.28)

where µ and λ are constants and λ > 0. At this point one needs to make a choice
on the sign of µ2. The only interesting16 sign choice is when µ2 < 0 as this results
in the "Mexican hat" potential, depicted in figure 2.1. By taking the differential of
equation 2.28 with respect to φ one can show that the potential is minimised along a

13An eigenstate is a quantum state whose wave function is an eigenfunction of the linear operator
that corresponds with an observable.

14Cabibbo-Kobayashi-Maskawa
15Pontecorvo–Maki–Nakagawa–Sakata
16If it was the case that µ2 > 0, one would find the minimum of the potential was at φ = 0.
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FIGURE 2.1: The Higgs potential, V(φ), for the case where λ > 0 and

µ2 < 0. It has a minimum at |φ| =
√
− µ2

λ . Figure obtained from
reference [31].

series of points that satisfy the following equation,

φ†φ =
1
2
(
φ2

1 + φ2
2 + φ2

3 + φ2
4
)
= − µ2

2λ
= v. (2.29)

The minimum of the Higgs potential is chosen so that the charged component of the
Higgs doublet is zero, while the neutral one is equal to v. The choice of minimum is
motivated by the fact that the Higgs field is not required to interact with the photon
as it is known to be massless. Thereby the vacuum expectation value (VEV) of the
Higgs field is given by,

〈0|φ|0〉 = 1√
2

(
0
v

)
. (2.30)

Choosing a specific minimum breaks the U
(
1
)

Y ⊗ SU
(
2
)

L symmetry while leaving
U
(
1
)

EM unbroken. This mechanism is called spontaneous electroweak symmetry
breaking. From here the VEV from equation 2.30 can be substituted into the Higgs
Lagrangian given in equation 2.27. With some careful rearrangement [32], one can
identify a collection of mass terms,

LSM ⊃
1
8

v2g2
W
[(

W1
µ

)2
+
(
W2

µ

)2]2
+

1
8

v2
[

gWW3
µ− gYBµ

]
+ 0
[

gYW3
µ− gW Bµ

]2
, (2.31)

which can be re-written as,

LSM ⊃
1
2

m2
W
(
W+

)2
+

1
2

m2
W
(
W−

)2
+

1
2

m2
ZZ2

µ +
1
2

m2
A A2

µ (2.32)

From here one can obtain the masses of the W and Z bosons and the photon by
substituting the definitions of the physical bosons given in equations 2.22 and 2.23.
The masses are given by,

mW =
1
2

vgW , (2.33)

mZ =
1
2

v
√

g2
W + g2

Y, (2.34)
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mγ = 0. (2.35)

The scalar Higgs field has four degrees of freedom (DoF), as seen in equation 2.26.
Three of the 4 DoF are "eaten" by the W± and Z bosons, which results in them hav-
ing a longitudinal polarisation mode which corresponds to a massive particle. The
remaining DoF is the Higgs boson itself. This theory does not directly predict the
mass of the Higgs boson; this was discovered experimentally to be MH = 125 GeV
[8]. Previous to its discovery its mass was predicted by using electroweak precision
measurements.

2.4 Validation of the Standard Model and open questions

Despite having eighteen free parameters, the SM has been proven repeatedly to be
a precise and reliable method to describe the phenomena of particle physics. This
section will first cover the experimental validation of the SM and then move onto
the remaining open questions.

2.4.1 Validation of the Standard Model

The Gfitter collaboration [33] fits the free parameters of the SM using a variety of
precision measurements. A summary plot can be seen in figure 2.2, which shows
that these fit results are in a good agreement with the measurements. This shows
that the SM can simultaneously explain all of the measurements. In addition to
these global fits, individual predictions of the SM can be tested as well. Figure 2.2
shows a summary of cross-section measurements taken by the ATLAS collaboration
at different centre of mass energies. Here, the measured cross-sections agree with
the SM prediction over a large range of cross-section sizes and interactions.

In cross-section calculations, radiative corrections17 allow the masses of particles
that are not in the initial or final state of an interaction to affect the calculation. The
top quark has a non-small radiative correction to the calculation of the W boson
mass and the z → bb̄ decay. Figure 2.3 shows that the recent direct and indirect
measurements for the top quark masses are in good agreement with each other. This
demonstrates the consistency of the SM.

2.4.2 Open questions in the Standard Model

It was previously covered that the SM does not include gravity, so we already know
that it is an incomplete theory. The SM of particle physics does fall short in describ-
ing a number of observed phenomena. This section will be dedicated to some of the
open questions in the SM.

From observing the rotation curves of galaxies and clusters [35–37], one can infer
the existence of dark matter. Additional non-luminous matter is required to gen-
erate a strong enough gravitational field to explain these rotation curves. Only the
gravitational effect of dark matter can be seen, so one can deduce it does not interact
electromagnetically. Measurements of the cosmic microwave background radiation
show that the mass density of dark matter is approximately 5 times higher than that
of regular matter [38]. There are no particles in the SM that can describe dark matter
or that can explain its abundance [8].

17Radiative corrections are higher order corrections applied to the cross-section when calculating
using perturbation theory. Calculating cross-sections is covered in section 2.5.
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FIGURE 2.2: Left: a summary of the results from the Gfitter collab-
oration. Here the global fit results are in a good agreement with the
measurements. Figure obtained from [33]. Right: Summary of to-
tal production cross-section measurements by ATLAS presented as a
function of centre-of-mass energy

√
s from 7 to 13 TeV for a few se-

lected processes. The di-boson measurements are scaled by a factor
0.1 to allow a presentation without overlaps. Figure obtained from

reference [34].
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FIGURE 2.3: 68% and 95% CL contours in the mt −mW plane for the
fit including mW (blue) and excluding mH (grey). In both cases the
direct measurements of mW and mt were excluded from the fit. The
values of the direct measurements are shown as green bands with
their one standard deviations. The dashed diagonal lines show the
SM prediction for mW as a function of mt for different assumptions of

mH . Figure obtained from reference [33].

A second cosmological effect that is not explained by the SM is high ratio of
matter to anti-matter in the universe [39]. Both the CKM and PMNS matrices of the
SM include CP violating effects [40]. However these are not large enough to explain
the size of this asymmetry.

A particle physics phenomena that is not described by the SM is neutrino os-
cillation [41]. Neutrino oscillation is the process during which a neutrino that was
created with a specific lepton flavour can later be measured to be a different lepton
favour at a later time. Neutrino oscillations imply that neutrinos have a non zero
mass. However, the SM does not contain mass terms for the neutrinos that can be
easily implemented by hand.

2.5 Cross-section calculations in hadron-hadron collisions

A cross-section is the effective area transverse to the relative motion of two particles
that quantifies the likelihood of them interacting. This section will cover how cross
sections are calculated using the SM to allow a comparison to the data collected by
ATLAS.

2.5.1 Types of proton-proton scattering

There are three different types of proton-proton scattering that can occur. They are
given below in order of likelihood:

• Elastic scattering: The proton acts as a single particle and no new particles are
produced, thereby the inner structure cannot be probed. It occurs when there
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is a small momentum transfer between the protons, and thereby they have a
low18 transverse momentum with respect to hard scatters.

• Soft inelastic scattering: One or both of the protons involved in the interaction
are destroyed, but the momentum transfer between the two protons is still
small. Primarily this produces pions and other light hadrons, again with low
transverse momentum.

• Hard scattering: There is a large momentum transfer between the incoming
protons and at least one of them is destroyed. This allows the production of
new and high mass particles. Unlike for elastic scattering, the inner structure
of the proton can be probed.

Of these three processes, typically in particle physics one is interested in the hard
scattering process as this has the largest momentum transfer and so is able to pro-
duce higher mass particles than the other types of scattering.

2.5.2 Cross-section calculations

For the collision of two hadrons, labelled A and B, the differential cross-section can
be written as,

dσAB→X = ∑
a,b

∫
dxadxb fa/A

(
xa, µ2

F
)

fb/A
(
xb, µ2

F
)
× dσab→X

(
αs
(
µ2

R
)
, Q2). (2.36)

For the LHC these hadrons are protons. Q2 is the square of the four momentum
transferred between the partons. The notation AB → X denotes the interaction be-
tween the two incoming protons producing any number of additional particles, X.
The sum in equation 2.36 is over all partons in A and B. A parton is the name given
to the constituents of the proton. Furthermore dσab→X represents the cross-section
for the collisions of parton a, from A, and parton b, from B. The parton distribu-
tion functions fa/A and fb/B describe the probability of finding a parton of a given
momentum fraction inside a proton. This will be covered in section 2.5.4.

The terms dσab→X(αs(µ2
R), Q2) can be calculated directly from the SM and are

dependent on the strong coupling, αs, measured at the renormalisation scale, µ2
R.

Renormalisation scales are covered in section 2.5.5. Each parton is defined to have a
fraction of the total proton’s momentum, x, so the total energy, ŝ, of a specific hard
scatter is given by,

ŝ = xaxbs, (2.37)

and is always less than the collision energy, s.

2.5.3 Hard scatter

The hard scatter is described at parton level by a matrix element (ME) calculation.
The ME gives information about whether a transition from an initial to a final state is
possible and, if so, the likelihood of that transition. The SM allows one to calculate a
ME using Feynman rules. Feynman rules provide a series of instructions about how
to calculate a cross-section by drawing all possible Feynman diagrams for a process.

A Feynman diagram is a convenient pictorial representation of the mathematical
expressions describing a particle interaction [42]. The lines in the diagram represent

18The protons in ATLAS essentially collide head on and so there is ~0 momentum transverse to the
proton beams in the initial state.
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particles; the points where they join are called vertices. A vertex is where the par-
ticles interact, and here they can emit or absorb new particles, or change type. The
convention used in this thesis is such that the vertical displacement represents a spa-
tial dimension and the horizontal displacement represents a displacement in time.
An example Feynman diagram of the process pp→ Zjj is shown in figure 2.4.

FIGURE 2.4: Feynman diagram depicting the process pp → Zjj. In
this diagram both the incoming quark and anti-quark emit a gluon,
which will become the two jets in the final signature. Additionally
the quarks annihilate to form a Z boson which decays leptonically to

either an electron or a muon. Figure obtained from reference [43].

The full calculation of the partonic cross-section must take into account all pos-
sible Feynman diagrams for the relevant process. In principle there are an infinite
number of Feynman diagrams for any process. In practice, one can truncate the per-
turbative expansion to allow manageable calculation. In terms of Feynman diagrams
this results in ignoring all diagrams above a given complexity.

A leading order calculation (LO) only takes into account the most simple of these
diagrams, i.e. it uses the first non-trivial term in the perturbative expansion19. A
next-to-leading order (NLO) calculation will include the LO term and also the next
non-trivial term in the expansion. The computational power required and accuracy
of NLO calculations is higher than that of LO calculations. It is possible to extend
this further with next-to-next-to-leading order (NNLO) calculation including a third
term, and so on. As including additional terms increases the computational power
required, it is uncommon for simulations to use a higher order of precision than
NLO precision.

2.5.4 Parton distribution functions

Partons are sub-categorised into valence quarks, sea quarks and gluons. The proton
contains three valence quarks (uud) which define the properties of the proton. These
three quarks form a bound state which is held together by the strong interaction.
Virtual20 gluons are constantly exchanged between the valence quarks. Additionally
these virtual gluons can form virtual quark-antiquark pairs which are referred to as
sea quarks. So the proton is a highly complex environment with far more inside it
than just the three valence quarks.

19For example in electron-electron scattering the first term in the expansion describes the case where
the electrons do not interact, and so the second term is the one used for LO calculations. This results
in the orders of a simulation not being equivalent to the order in αs.

20A virtual particle is one that was created by a quantum fluctuation. It has its existence limited by
the uncertainty principle.
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Parton distribution functions (PDFs) are the probability density that a parton
will carry a fraction, x, of the total momentum of the proton at a energy scale, Q.
It is not currently possible to calculate PDFs purely from theory, and so they are
extracted from experimental data. Most of this data is obtained by deep inelastic
scattering experiments using electron-proton colliders. This can be supplemented
with measurements of the Drell-Yan21 process and with jet production cross-sections
from proton-proton colliders.

If a PDF has been successfully determined for an energy scale it can be calculated
for other scales using the DGLAP22 equations [44–46]. Example PDFs are shown in
figure 2.5 for the energy scales Q = 2 and Q = 100 GeV.

FIGURE 2.5: Parton distribution functions for all of the quarks, anti-
quarks and the gluon for Q = 2 GeV, on the left, and Q = 100 GeV on
the right. This measurement was performed by the CTEQ collabora-

tion. Figure obtained from reference [47].

2.5.5 Factorisation and renormalisation scale

Factorisation is used in two different places in the calculation of the cross-section,
given in equation 2.36. Firstly it used to separate the partonic cross-sections from
the PDFs. Secondly it is used to separate the parton shower from the cross-section
calculation itself. These stages are depicted in figure 2.6.

There are two scales associated with a matrix element calculation: the renor-
malisation scale, µR, and the factorisation scale, µR. These scales are limits on the
energies that intermediate virtual particles are allowed to have. This can result in
some loops23 missing higher order virtual emissions. This is then approximated by
additional terms which are given by the renormalisation group equation [49].

Most of the theoretical calculations used by ATLAS set both the factorisation and
the renormalisation scale to the same value, i.e. µ = µF = µR. The choice of scale, in

21Drell-Yan is the name given to the process where a quark-antiquark pair annihilate in a high energy
hadron collision.

22DGLAP is short for Dokshitzer-Gribov-Lipatov-Altarelli-Parisi, after the scientists involved, some
of whom came up with these equations independently.

23A loop is when one can draw a path through a Feynman diagram where one ends where one
started. This can lead to divergences.
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FIGURE 2.6: A schematic diagram of proton-proton collisions depict-
ing the separate calculation steps in proton-proton collision simula-

tions. Figure obtained from reference [48].

theory, should not matter if one expands to a high enough order. However there is
some scale dependence for lower order calculations. From experience, µ is set to the
same order as the scale of the hard scattering process that is being simulated. Some
simulations will provide predictions for several values of µ to allow one to calculate
the uncertainties arising from the scale choice [49, 50].

2.6 Monte Carlo event generator simulations

Once a cross-section is calculated for a particular partonic final state, it is necessary
to turn this into a prediction for a hadronic final state. This is done with a Monte
Carlo (MC) event generator. In this thesis, MC event generation is used to estimate
the contributions from known physics processes in a fiducial region (Chapter 7) and
to obtain pileup corrections for the Luminosity algorithm (Chapter 5).

2.6.1 Monte Carlo methods

Computational algorithms that rely on repeated sampling of random numbers to ob-
tain numerical results are called Monte Carlo methods. For particle physics Monte
Carlo methods are used to randomly sample events of the production and decay of
a given process using its ME. If the number of samples is large enough, due to the
law of large numbers the average outcome over all events approaches the expected
one. Additionally, when the integral over a probability density function, f , is com-
puted, the central limit theorem of statistics states that the mean value of f over these
random experiments is an unbiased estimator of the integral.
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2.6.2 Parton shower

Parton showering (PS) allows one to add higher order corrections to the pertur-
bative calculation of a given hard scatter. The partons involved in a hard scatter
transfer a large momentum to the particles in the final state of the scattering process.
When an electrically charged particle is accelerated it will emit photons and produce
Bremsstrahlung radiation. The same is true for accelerated particles with a colour
charge, however, in this case the particle will emit gluons. Unlike the electromag-
netic radiation the gluon carries a colour charge and so it will initiate new strong
interactions. This results in a shower of particles being produced.

The parton shower algorithms simulate this emission of quarks and gluons from
coloured particles. Additionally these algorithms can include EM radiation, which
is suppressed by a factor of αEM/αs. The modelling of a PS begins at the energy scale
of the hard process, Qo, which provides an upper limit on the squared momentum
transfer, t. During this shower evolution the algorithm will iterate over each of the
final state particles. Then it will compute all possible parton branching fractions
with a random number generator. This process continues until the infrared cut-off
scale, to, is reached, which is normally of the order 1 GeV. This cut-off is required
due to the running of the αs coupling and removes both soft and collinear particles.
Thereby emission with t < t0 involves partons whose energy is too low to resolve24.

When performing PS there is a choice to be made of which parton branchings
to generate first. There are two choices that are primarily used for MC event gen-
erators, which are called coherent showering and dipole showering. For coherent
showering the the parton branchings with a small opening angle are generated first.
This leads to it being called an angular-ordered parton shower. For dipole shower-
ing, the emission of gluons is generated according to the dipole radiation pattern of
a pair of partons.

It is possible to include double counting in the PS when the ME is calculated in
a different simulation step to the PS. For example a NLO generator can include the
radiation of an additional parton in its ME, which is also described in the PS for
the case where this parton is not radiated. This overlap removal is performed using
dedicated matching schemes. Finally the PS algorithms can be tuned using real data
to compensate for neglected higher order effects [50].

2.6.3 Hadronisation

Hadronisation is the process by which hadrons are formed from quarks and gluons.
After parton showering, there are many partons with a virtual mass-squared of the
same order as the cut-off value, t0, introduced in section 2.6.2. Due to the fact this
cut off value is small, the value of αs becomes too large to perform a perturbative
calculation. There are two common simulation models used in MC event generators
to describe hadronisation: the string fragmentation and the cluster fragmentation
models. Both of these models contain several parameters that can be tuned with
the use of data to match the observed relative fraction of different hadrons and their
spins in the final jet.

24In this context resolvability is related to whether the parton will produce its own jet, or whether it
will only contribute to the substructure of the jet of the parton that created it.
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2.6.3.1 Hadronisation: The string fragmentation model

The string fragmentation model starts with a quark anti-quark pair produced by
the PS. It then attaches a colour string with a linearly rising potential between these
particles to represent the field generated by the strong force. For this model the
gluons generated in the PS are described by kinks in these colour strings with two
colour string pieces attached. As the quark anti-quark pair moves apart; the energy
stored in the colour string increases. This continues until it is large enough for a new
quark anti-quark pair to be created and the string "breaks". This process is repeated
until all of the energy is absorbed and no further string breaking occurs. Finally
the hadrons are created by grouping quark anti-quark pairs which are connected by
short string segments [50].

2.6.3.2 Hadronisation: The cluster fragmentation model

The cluster fragmentation model starts by splitting all gluons produced by the PS
into quark anti-quark pairs. It then clusters quark anti-quark pairs which neighbour
each other in momentum space into colourless clusters. The decay of these new
clusters via the creation of even more quark anti-quark pairs into hadrons is then
calculated. The hadrons absorb the energy stored in the initially clustered quarkanti-
quark pair [50].

2.6.4 Underlying event

In addition to the hard scatter, there is the extra activity from secondary scatters be-
tween spectator partons inside the proton, as well as beam-beam remnant activity.
This is referred to as the underlying event (UE). These additional interactions gen-
erally have an energy scale of the order of 1 GeV, and so, they are small with respect
to the hard scattering energy scale. As the underlying event has a low energy it
generally does not form any additional high energy particles. Instead, it produces a
uniformly distributed set of activity, normally in the form of hadrons.

Elastic gluon-gluon scattering has the largest cross-section out of all potential
proton-proton interactions. In fact, it is larger than the total proton-proton scatter-
ing cross-section. This results in the mean number of gluon-gluon interactions being
larger than the number of proton-proton collisions. To simulate the UE, a cut-off
scale is introduced, similar to that of the PS algorithm in section 2.6.2. Interactions
above this scale are covered by the PS and hadronisation. This cut-off scale can be
estimated from the collision energy and from the proton’s radius and impact param-
eter. These UE simulations can be tuned with results from real data [50].

2.6.5 Monte Carlo event generator programs

ATLAS uses a variety of different generator programs; this section will only cover
the ones used in this thesis in detail. For a given process the ATLAS collabora-
tion provides a recommendation on which MC to use for the highest possible preci-
sion. To evaluate the systematic uncertainties on the recommended MCs alternative
choices are also provided.

The multi-purpose generators that can simulate a full event are PYTHIA [51],
HERWIG [52, 53] and SHERPA[54]. Additionally there are specialised generators that
only simulate the hard scatter, such as POWHEG [55] and MADGRAPH [56, 57]. These
specialised generators have to be interfaced to one of the multi-purpose generators
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for the PS and hadronisation steps. The main features of these generators are as
follows:

• Pythia: PYTHIA is a multi-purpose MC generator. It provides LO precision
MEs for many different processes. To model the hadronisation, PYTHIA uses
the string model. Due to the fact PYTHIA only calculated the ME to LO it is
no longer used as a stand-alone event generator inside of ATLAS. Instead a
different MC generator is used to calculate the MEs. However, as PYTHIA’s PS
model shows a good agreement with data it is often still used.

• Herwig: HERWIG is a multi-purpose MC generator, however it is no longer
used for this purpose. Instead its PS is used in combination with other MC
generators. To model the hadronisation, HERWIG uses the cluster model. The
difference between using purely PYTHIA and PYTHIA+HERWIG for the PS is
used to asses the systematic error associated with the PS step in simulations.

• Sherpa: SHERPA is a multi-purpose MC generator. It provides NLO precision
MEs for many different processes. It is, therefore, the generator of choice for
any processes with additional jets as these can be included in the ME calcu-
lation. To model the hadronisation, SHERPA uses the cluster model. Unlike
PYTHIA or HERWIG, SHERPA has no hybrid version where SHERPA is used in
combination with another MC generator [54].

• Powheg: POWHEG calculates the ME to a NLO precision for many different
processes. For the simulations used in this thesis, PYTHIA is used to provide
the PS for Powheg. Like for PYTHIA, switching the PS algorithm to HERWIG

can be used to evaluate systematics.

• MadGraph5: Like POWHEG, MADGRAPH calculates the ME to a NLO preci-
sion and either PYTHIA or HERWIG can be used to for the PS.

2.6.6 Detector simulation

A highly detailed model of the ATLAS detector [58] is used in conjunction with
GEANT4 [59] to simulate the electromagnetic and hadronic interactions of long-
lived particles as they pass through the detector. Then the detector response is cal-
culated and the same reconstruction algorithms are implemented as the ones used
for real data. These reconstruction algorithms are covered in Chapter 4.
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Chapter 3

The ATLAS detector

This chapter will provide an overview of the LHC and the ATLAS detector. Firstly
section 3.1 will cover the LHC and then section 3.2 will describe the ATLAS detector.

3.1 The LHC

The Large Hadron Collider (LHC) [60] is the largest and most powerful particle ac-
celerator ever constructed. It is housed approximately 100 meters underground at
the Swiss-French border at the European Organisation for Nuclear Research (CERN),
just outside Geneva. It is made of two circular hadron accelerators with a circum-
ference of approximately 27 km. The LHC is primarly used to collide protons. Since
2015, the proton-proton collisions had a centre of mass energy of

√
s = 13 TeV, which

is just under the design energy of
√

s = 14 TeV. The LHC can also collide lead nuclei
(and other ions) with lead–lead collisions as well as proton–lead collisions. These
collision types are not covered in this thesis.

During Run 1, the LHC operated at a centre of mass energy of
√

s = 7 TeV in 2010
and 2011 and at

√
s = 8 TeV in 2012. It then underwent the planned long shutdown 1

(LS1) between 2013-14 [61]. Run 2 was started after LS1 at an energy of
√

s = 13 TeV
during 2015-2018. The long shutdown 2 (LS2) will start in 2019 to prepare for Run 3.

There are four major experiments situated at the collision points of the LHC:
ALICE [62], ATLAS [63], CMS [64] and LHCb [65]. CMS and ATLAS are general
purpose detectors; ALICE was built to study lead ion collisions; LHCb was primarily
designed to search for and study CPV and rare processes in beauty and charm quark
interactions. This thesis uses data collected by the ATLAS experiment.

3.1.1 Accelerating the protons

To provide the protons for the LHC hydrogen gas is ionised by stripping the elec-
trons off with an electric field. After ionisation, the protons are accelerated using a
linear and several circular accelerators of increasing size. The layout of this accelera-
tor chain is shown in figure 3.1. The first step of this process is the linear accelerator,
LINAC2, which is used to accelerate the protons up to 50 MeV. Then the Proton Syn-
chrotron Booster (PSB) is used to obtain an energy of 1.4 GeV. The PSB feeds into the
Proton Synchrotron (PS) which then raises the energy to 25 GeV. The final accelera-
tor before injecting into the LHC ring is the Super Proton Synchrotron (SPS) which
raises the energy to 450 GeV. From here, two beams running in opposite directions
are injected into the LHC. The remaining energy is gained inside the LHC ring to a
maximum of 7 TeV per beam [60].
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FIGURE 3.1: The accelerator complex at CERN which is used to inject
the protons into the LHC. Figure obtained from [66].

3.1.2 LHC beam structure

The LHC operates with a radio frequency (RF) of 400 MHz and it can be filled once
every 10 RF buckets. This leads to a 25 ns separation between proton bunches [67].
In principle, with this spacing between bunches it is possible to have a maximum of
3564 bunches in the ring at any one time. However, the actual number is lower for a
number of reasons.

For a typical run in 2016 the SP injected a "train" of 72 bunches into the SPS. From
here the SPS transferred 4 trains into the LHC, making 288 bunches in total (4× 72)
[68]. However, there are gaps between the bunches because there is a minimum
kicker time for both the SP and SPS of 200 ns and 800 ns respectively. Thereby each
train of 72 bunches must be separated by 200 ns (8 bunches) when injected into the
SPS from the SP. An additional 32 empty bunches are caused when the SPS injects
into the LHC. The process by which the LHC is filled with bunches is referred to as
the "filling scheme". Another feature of most filling schemes is the inclusion of ~100
bunch gap for beam aborts. This is used to redirect the beam to the beam dump [69].
The total number of bunches that can be filled at the LHC after taking into account
these limitations is 2808 at any one time.
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3.1.3 Luminosity of the LHC

The luminosity, L, of a particle collider such as the LHC relates R, the number of
produced units per time and σ, the cross-section by [70],

L =
R
σ

. (3.1)

From equation 3.1 it can be seen that the units of luminosity are m−2s−1. The lumi-
nosity can be calculated from the following equation,

L =
nb frn1n2

2πΣxΣy
, (3.2)

where nb is the number of bunches, fr is the revolution frequency, n1n2 is the bunch
population product and ΣxΣy is the horizontal convolved beam and is defined in
equation 5.14. Luminosity is covered in detail in Chapter 5 and so only a brief
overview is given in this section.

3.1.4 Collisions inside the LHC

For the structure of this thesis it is convenient to define several concepts here. Firstly,
the luminous region is the name given to the volume that the two counter-rotating
proton beams intersect inside the detectors situated around the LHC ring. It is ap-
proximately ovoid in shape and is significantly longer in the direction of the beams
than the direction transverse to the beam direction. Secondly, the hard scatter vertex
is the name given to the proton-proton interaction with the highest energy in a given
bunch crossing. Generally it is the only collision of interest as it has the potential to
produce new high mass particles.

Finally, pileup is the name given to the additional proton-proton collisions that
are not the hard scatter vertex. For all experiments at the LHC many of the subsys-
tems have sensitivity windows longer than the time interval between proton-proton
bunch crossings1. This results in many reconstructed objects being sensitive to the
amount of pileup. An example of a pileup effect would be additional energy contri-
butions in the reconstruction of a object. Pileup is discussed further in section 6.5.2.

3.2 The ATLAS detector

ATLAS stands for A Toroidal LHC ApparatuS and it is approximately cylindrical.
ATLAS is 44 m long and 25 m in diameter. It is located at Point 1 on the LHC ring,
which is near the main CERN site.

ATLAS contains many sub-detector systems that are optimised to measure dif-
ferent particle types. This can be seen in figure 3.2 which depicts a cutaway of the
ATLAS detector. Starting from the outside of the detector and moving inwards one
has the Muon Spectrometer (MS), responsible for measuring muon tracks as they
leave the detector. Then we have the two calorimeters: the Hadronic Calorimeter
(HCal) and the Electromagnetic Calorimeter (ECal) used for measuring hadronic
and electromagnetic objects respectively. Closest to the beam-pipe lies the Inner
Detector (ID) consisting of the Transition Radiation Tracker (TRT), the Semiconduc-
tor Tracker (SCT) and the Pixel Detector (PIX). These 3 are responsible for tracking
charged particles near the beam-pipe.

1In ATLAS this interval was 25 ns for 2018
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FIGURE 3.2: Cutaway view of the ATLAS detector. The dimensions
of the detector are 25 m in height and 44 m in length. The overall
weight of the detector is approximately 7000 tonnes. Figure obtained

from reference [63].

3.2.1 Coordinate system

The ATLAS detector uses a right-handed coordinate system with the axes defined as
follows: x̂ is towards the origin of the LHC’s ring; ŷ is upwards, pointing away from
the centre of the Earth and ẑ is defined to be along the beam-pipe. The x̂− ŷ plane
is referred to as the transverse plane.

The origin of the coordinate system is the nominal interaction point, where the
protons collide. In addition, each point in the detector can be described using cylin-
drical coordinates, (r, θ, φ), where θ is the azimuthal angle around the bean lime (ẑ
direction) with θ = 0 pointing along the x̂ direction and φ is the polar angle with
respect to the ẑ axis.

Objects are defined by their 4-momentum, pµ,

pµ =
(
E, px, py, pz

)
, (3.3)

where E is the particle’s energy and px,y,z is its momentum in the respective direc-
tion. As the initial momentum of the partons in the collision along the ẑ axis is not
known, the transverse momentum, pT, is often used and is defined as,

pT = p · sinθ =
√

p2
x + p2

y. (3.4)

Additionally, it is often convenient to describe particles by their angle from the
beam-pipe rather than using the Cartesian coordinates. It is convenient to make
the following two definitions: rapidity, y, and pseudorapidity, η, defined as,

y =
1
2

ln
(E + pz

E− pz

)
, (3.5)
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η = −ln tan
θ

2
. (3.6)

Differences in rapidity are also useful as they are invariant under Lorentz boosts
along the ẑ axis. Pseudorapidity is an approximation to rapidity that holds true if the
particle’s mass is negligible with respect to its momentum. Finally the geometrical
distance between particles in the η̂ − φ̂ plane is usually given in terms of ∆R, where

∆R =

√(
∆φ
)2

+
(
∆η
)2. (3.7)

3.2.2 Detector components

The ATLAS detector can be broken up into three parts. These are the central region
spanning |η| < 1.4, and the two end-caps spanning 1.4 < |η| < 4.9. Each of these
regions are broken up into several smaller detectors, the performance goals of which
are given in table 3.1.

Sub-detector Resolution Coverage Object
Inner Detector σpt /pt = 0.05% · pt ⊕ 1% |η| < 2.5 Charged Particles
EM Calorimeter σE/E = 10%/

√
E⊕ 0.7% |η| < 3.2 e, γ, Jets

Hadronic Calorimeter σE/E = 50%/
√

E⊕ 3% |η| < 3.2 Jets
Forward Had. Calorimeter σE/E = 100%/

√
E⊕ 10% 3.1 < |η| < 4.9 Jets

Muon Spectrometer σpt /pt = 10% at pT = 1 TeV |η| < 2.7 Muons

TABLE 3.1: Performance goals of the detectors inside ATLAS [63].

3.2.3 Magnet systems

ATLAS contains four different magnet systems: one is a solenoid and is used in the
inner detector; the other three are toroids with one located in the barrel region and
the remaining two situated in each end-cap. The solenoid produces a field of 2.0 T
and is responsible for bending the tracks of charged particles in the inner detector
to allow for charge and momentum measurements. The toroids are used to further
bend the tracks of muons to provide a more accurate momentum measurement for
these particles. Each of these magnet systems will be covered in more detail in the
sub-detector section in which they are used.

3.2.4 The inner detector

The inner detector (ID) is designed to measure the momentum and charge of charged
particles [71, 72]. To allow for momentum measurements and charge identification
the charged particles are bent by a superconducting solenoid magnet that produces
a 2 T magnetic field. The charge can be defined from the direction of curvature and
the momentum determined from the following equation [73],

pT = qBrc, (3.8)

where q is the charge, B is the magnetic field strength and rc is the radius of curva-
ture.

The ID spans the rapidity interval |η| < 2.5. The ID has a diameter of 2.1 m and a
length of 6.2 m. There are three sub-detectors in the ID: the Semi-Conductor Tracker
(SCT), The Silicon Pixel Detector, and the Transition Radiation Tracker (TRT). How
these detectors are orientated spatially is shown in figure 3.3. The remainder of
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this section will cover each of these detectors in the order of closeness to the proton
beams.

FIGURE 3.3: A cutaway of the ATLAS inner detector showing the
three main sub-detectors, the IBL and their distances to the interac-

tion point. Figure obtained from reference [74].

3.2.4.1 Silicon pixel detector

The silicon pixel detector comprises four cylindrical layers of silicon semi-conductor
sensors, called pixels, along with three disks in each end-cap [75]. It covers the
region |η| < 2.5. The layer nearest the beam-pipe, at a distance of 33 mm, is referred
to as the Insertable b-layer (IBL) and it was added to ATLAS during the LS1 of the
LHC to improve the resolution of the tracking system [76, 77]. It is made up of pixels
with a size of 50 µm× 250 µm. All the other layers outside the IBL and the end-caps
have a pixel size of 50 µm× 400 µm. The furthest layer from the beam sits at a radius
of 122.5 mm. The whole of the pixel detector has 86.8 million readout channels.

The precision of the location measurements of particles by the silicon pixel de-
tector is 10 µm in the R̂− φ̂ plane and 70 µm in the ẑ direction. Before the addition
of the IBL it was 115 µm in the ẑ direction. The combination of the smaller pixel
size and distance to the beam results in more accurate measurements of the impact
parameters, vertex reconstruction and the jet b-tagging. The IBL also contains newer
technologies than the rest of the pixel system which allow it to withstand the harsh
radiation close to the beam-pipe. This will allow the IBL to continue performing well
as the innermost layer as the older pixel system layers degrade due to radiation.
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3.2.4.2 Semiconductor tracker

The semiconductor tracker surrounds the pixel detector and employs a similar tech-
nology. The main difference is that instead of using silicon pixel sensors, larger
sensors referred to as silicon strips are used. These strips are grouped into pairs
which are glued back-to-back with a relative rotation of ±20 mrad. This improves
the resolution of momentum, impact parameter and vertex position and reduces the
hit ambiguity.

The SCT spans a radius, r, of 30 cm < r < 52 cm in the barrel region and covers
|η| < 2.5. Additionally each of the end-caps contain 9 disks. The whole of the pixel
detector has 6.3 million readout channels. The resolution of this sub-detector is 17
µm in the R̂− φ̂ plane and 580 µm along the ẑ axis. The resolution is worse in the ẑ
due to the fact that the strips are thicker in this direction.

3.2.4.3 Transition radiation tracker

The TRT is the outermost sub-detector in the ID. It uses a different method of de-
tection technology to the previous detectors [78–80]. It covers the region |η| < 2.0,
which is slightly less than the pixel and semiconductor trackers. Additionally it
spans a radius of 55 < r < 108 cm.

The TRT combines a drift tube tracker with transition radiation2 detection, which
assists with electron identification. The drift tubes, which are referred to as straws,
are 4 mm in diameter and contain a tungsten wire running through the centre. There
is a voltage applied between the straw and the wire. This is what causes the current
to flow when an ionising particle passes through.

The TRT contains approximately 100,000 straws in the barrel region and 250,000
in the end-caps. These straws are filled with a gas mixture containing argon and
xenon. These gases can be ionised by emitted transition radiation or when a charged
particle passes through. This ionisation is then measured as a current in the wire
which indicates a hit in that straw.

To encourage the particles to emit transition radiation photons, polyethylene fi-
bres and polypropylene foil are placed between the straws in the barrel and end-caps
respectively. Transition radiation is more likely to be emitted by a lower mass par-
ticle. This feature can be used for particle identification. The TRT signal output is
categorised using a ternary output: zero, low-threshold and high-threshold. High-
threshold events are generally caused by electrons due to their low mass.

The resolution of the TRT is 130 µm in the R̂− φ̂ plane. The TRT does not provide
any measurement along the ẑ axis due to the fact the drift tubes are insensitive along
the direction of the wire.

The TRT is to be removed as part the ATLAS Phase 2 upgrade program com-
mencing in 2025. This is due to the fact that the high pileup in Run 4 of the LHC is
expected to create occupancies of ~100% rendering the detector useless.

3.2.5 Calorimeters

Calorimeters measure the energy of particles that travel through them. There are
two different types of calorimeters inside ATLAS: the Liquid Argon (LAr) and the
Tile Calorimeters which cover the range up to |η| < 4.9, [81, 82]. The ECal uses LAr

2Transition radiation is a type of electromagnetic radiation which is emitted when a charged particle
crosses the boundary between two different materials.
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calorimeters whereas the HCal uses a combination of both. The Hadronic Calorime-
ter consists of three sub-detectors, the tile calorimeter, the LAr Hadronic end-cap
Calorimeter (HEC) and the LAr Forward Calorimeter (FCal). The electromagnetic
calorimeter consists of the electromagnetic barrel (EMB) and end-caps (EMEC). Fig-
ure 3.4 shows a cutaway of the ATLAS calorimeters.

FIGURE 3.4: The layout of the ATLAS calorimeters. Figure obtained
from Ref. [83].

Both of these calorimeters operate on the same general principle: an incoming
particle initiates a particle shower as it passes through, and the resulting energy de-
posits are recorded. A particle shower is when a high-energy particle interacts with
dense matter causing a cascade of secondary particles. Particle showers can be cat-
egorised as electromagnetic or hadronic depending on how the secondary particles
are produced.

These calorimeters are categorised as sampling calorimeters as they contain al-
ternating layers of an absorbing material and an active material. The reason for this
multi-layered design is that it enables a shorter shower length than if only an active
material were used.

The absorbing material is designed to induce particle showers and the active
material is used to measure the energy of the shower. These showers ionise the active
material and this in turn releases electrons which are accelerated by an electric field
and are picked up by electrodes. As the total energy measured by the electrodes is
much less than the total energy of the shower, it must be calibrated by comparing to
test beam data with a known particle energy.

It is often convenient to talk about materials in terms of their radiation length.
The radiation length, X0, is defined to be the mean distance that a particle’s energy
takes to fall to 1/e of its original value. The relation between the particle’s energy and
the distance it has travelled is given by,

E
(
x
)
= E0e−x/X0 . (3.9)
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From equation 3.9 it can be seen that the majority of the energy is therefore de-
posited in the first few radiation lengths. The radiation length of a given material is
in general much smaller for electrons and photons than for hadrons. This allows the
calorimeters to be optimised so that electrons and photons deposit all their energy
in the electromagnetic calorimeter, and the hadrons do the same for the hadronic
calorimeter.

3.2.5.1 Liquid argon calorimeter

There are 4 sub-detectors that are LAr calorimeters: the electromagnetic barrel and
end-caps, and the hadronic end-cap and forward calorimeter. All 4 of these calorime-
ters are temperature controlled to 90 K by an enclosing cryostat.

The EMB covers the barrel region of the detector with a range of |η| < 1.475 and
the two EMECs cover the end-cap region for the range 1.375 < |η| < 3.2. These
calorimeters comprise accordion shaped absorbers of steel-backed lead. The thick-
ness of the lead varies depending on its location inside the detector and ranges be-
tween 1.1-2.2 mm. The liquid argon is used as the active material. This was chosen
due to radiation-hardness requirements. As the LAr radiation length is too high
to stop the electromagnetically interacting particles in a reasonable distance, lead is
used to slow down the particles as its radiation length is approximately 20 times
smaller than LAr. The thickness of the EMB is greater than 22 radiation lengths in
the barrel region and 24 for the EMEC.

There are 4 layers in the EMB and EMEC. The first is a pre-sampler that is used
to correct for the energy that is lost in the dead material and the ID. The next three
layers in the ECal have different cell-structures in the η̂ − φ̂ plane. The layer closest
to the beam-pipe has cell sizes of 0.003× 0.1 in η̂− φ̂, which is the finest granularity.
The next two layers have the same granularity of 0.025× 0.025 in η̂ − φ̂. The second
layer is primary used to measure the shower energy precisely, whereas the outer
(third) layer is used to constrain the tails of the EM showers. Both the sizes and the
accordion shapes of these layers can be clearly seen in figure 3.5.

The HEC is located directly behind the EMEC in the end-caps and covers a range
of 1.5 < |η| < 3.2. Instead of lead it uses thick copper plates as the absorber material
between 25-50 mm in thickness. The other main difference is that the HEC cells are
rectangular, rather than accordion shaped. The FCal is used to provide coverage for
hadronic jets in the range 3.2 < |η| < 4.9. There are three layers in each of the FCal
end-caps. The first is designed as an EM calorimeter with copper absorbing plates.
The next two layers are designed as hadronic calorimeters and so have tungsten
absorbers.

3.2.5.2 Tile calorimeter

The tile calorimeter is positioned just outside the EMB. It measures the residual en-
ergy from the hadrons which will have deposited a fraction of their energy in the
LAr calorimeter if they are charged. It is constructed from scintillating polystyrene
tiles and steel absorbing layers. A traversing hadron interacts with the nuclei in
the steel causing a particle shower. This shower produces ultraviolet photons in the
scintillating medium which are picked up by wavelength shifting fibres and then
passed on to PMTs. The light read by the PMTs is proportional to the initial energy
deposits of the hadron.
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FIGURE 3.5: Diagram of the cells within the LAr barrel. Figure ob-
tained from reference [81].

Again this calorimeter is split into a barrel region, |η| < 1.7, and an end-cap,
1.5 < |η| < 3.2. The HCal has a much lower granularity then the ECal, and its gran-
ularity is 0.1× 0.1 in η̂ − φ̂ and 0.2× 0.2 in η̂ − φ̂ in the barrel region and end-caps
respectively. The HCal is approximately 8-12 hadronic interaction lengths thick3.
This is enough to stop all but the most energetic of hadronic showers.

3.2.6 Muon spectrometer

The muon spectrometer (MS) is a high-resolution spectrometer which provides track-
ing for muon reconstruction within |η| < 2.7 [84]. It has two functions: firstly it is
used to trigger on events containing muons and secondly it is used to measure the
muons’ trajectories precisely, and from this their momentum using equation 3.8. The
MS comprises three barrel layers and three wheels placed in each end-cap and is sit-
uated within the toroid magnet. There are 4 different main technologies that are
used for triggering and momentum measurement:

• Monitored Drift Tubes (MDT) span the whole η range. They are used to take
measurements of the muons’ trajectories with a precision of 60-80 µm. Each
MDT is made from an aluminium tube filled with an Argon and xenon gas
mixture that is ionised when a muon passes through. Once the gas is ionised
by the muons, the ions drift towards and are collected by a central tungsten-
rhenium anode wire which is kept at a potential. This will register a hit which

3The hadronic interaction length is the mean distance over which the energy of a hadron is reduced
to 1/e of the initial energy.
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provides precision measurements of the track coordinates. They have a long
drift time of approximately 700 ns.

• Cathode Strip Chambers (CSC) span the forward region, |η| > 2, in the end-
caps. They use a similar technology to the MDTs, however, they have a strip
with a mesh of anode wires running in parallel instead of a single wire. The
gas used here is an argon-CO2 mixture.

• Resistive Plate Chambers (RPC) are gaseous parallel electrode-plate detectors
and are situated in the barrel region. The RPC is primarily used an as input
to the ATLAS trigger systems as they provide a much faster response than
the MDTs. They comprise two plastic resistive plates, separated by 2 mm and
filled with a gas mixture. In this case the gas mixture is C2H2F4, Iso-C4H10 and
SF6. An electric field between the plates allows avalanches4 to form along the
ionised tracks towards the anode, which is read out by capacitive coupling to
metallic strips.

• Thin Gap Chambers (TGC) are the RPC end-cap equivalent, consisting of two
rings. They contain a different gas mixture to the PRCs which is CO2 and n-
pentane.

FIGURE 3.6: A cutaway of the muon spectrometer. Figure obtained
from Ref. [85].

3.2.7 Forward detectors

There are several sub-detectors separate from the main body of ATLAS [86]. A dia-
gram of their positions can be found in figure 3.7.

4An avalanche is when a electron collides with other atoms in a transmission medium and ionises
them after experiencing a large acceleration by an electric field.
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LUCID5 is specifically designed to measure the luminosity delivered to ATLAS.
It is situated 17 m from the interaction point on each side down the beam-pipe [87].
LUCID is made of photomultiplier tubes attached to quartz fibre bundles which are
used to detect Cherenkov radiation. This radiation is created when charged particles
pass through the quartz. The quantity of radiation produced is proportional to the
number of proton-proton interactions inside ATLAS. Thereby LUCID can be used to
measure the instantaneous luminosity.

The Beam Conditions Monitor (BCM), comprises four 8× 8 mm2 diamond sen-
sors arranged in a cross pattern around the beam-pipe located 1.84 m either size
of the IP [88]. It was originally designed to monitor the background levels in the
beam-pipe in case the radiation levels got high enough to damage ATLAS.

The Zero Degree Calorimeter (ZDC) sits 140 m from ATLAS. It is used to measure
the fraction of neutral particles (photons/neutrons) inside the proton beam before
and after the beams have crossed. The ALFA detector uses Roman Pots to detect
protons at angles very close to the beam-line, and is situated 240 m from the in-
teraction point down the beam-pipe. In dedicated runs it is used to measure the
total and elastic proton-proton cross-section. The final forward detector covered in
this section is the AFP detector, which was installed in Run 2 and is used to look at
diffractive physics in low luminosity runs [87].

FIGURE 3.7: Location of ATLAS’s forward detectors. Figure obtained
from Ref.[86]. In this diagram ATLAS is situated at the far left side of

the figure where the interaction point (IP) is marked.

3.2.8 Trigger system and data acquisition

During normal running conditions the LHC collides protons at a rate of 40 MHz
[89]. A single event in ATLAS is approximately 2 MB of data and so it is impossible
to write every event that ATLAS measures to a disk. To reduce the number of events
that ATLAS records to a manageable level, only the events with the most interesting
physics are saved. This is achieved by the use of a two stage triggering system that
decides which events to keep. The level-1 (L1) triggers are applied first and then
the high level triggers (HLT) are used in the final selection of events to be written to
disk.

5LUCID stands for the LUminosity measurement using Cerenkov Integrating Detector.
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L1 triggers make a decision if an event should be written to disk within ~3.5 µs.
They are a hardware-based system and primarily use information from the calorime-
ters and the muon spectrometer. For Run 2, the L1 triggers reduce the rate of possible
events to save to disk to a maximum of 100 kHz. Several different L1 triggers such
as the L1 calorimeter and the L1 muon trigger are used to provide an input to the
L1 Central Trigger, which was commissioned during 2016 [90]. This L1 Central Trig-
ger makes a decision based on the geometric and kinematic association between the
triggered objects.

Events that pass the L1 trigger selection are buffered in the Read-Out System
(ROS) [91]. This buffered data is then used by the HLT to make a final decision on
whether the event should be saved. In this step additional information is used, such
as tracking information from the inner detector which would be too slow to use in
the L1 triggers. Most of the HLT triggers initially do a faster first-pass reconstruction
and then a more detailed reconstruction is performed on the events that pass the first
one. This is done as many of the events will fail the faster first-pass reconstruction
and so this allows the trigger to process events faster.

The HLTs cover all possible signatures relevant to the physics program at ATLAS.
These triggers are set to as high a rate as possible within the constraints of band-
width. Additionally ATLAS uses a large number of support triggers which are used
for measuring the trigger efficiencies and detector calibrations. Some of the HLT trig-
gers are pre-scaled. Pre-scaled triggers are ones where only a fraction of the events
that pass the trigger are saved. This is done so that a single trigger only takes a small
fraction of the total bandwidth.

3.2.9 Dead Time

There are a finite number of events that ATLAS can process per unit time. This
causes dead time, where the detector cannot save or process any more events but it
is still running normally and collisions are still occurring. There are two main causes
of dead time. The first is called simple dead time which is caused by the L1 trigger
selecting an event, as it takes about 100 ns (4 bunch crossings) for the readout from
the detector to transfer to the front end buffers so that the HLT can analyse the event.
The second is complex dead time which is caused by the fact that these the buffers
for the individual sub-detectors can be filled to capacity.

3.2.10 Data Processing

Once the data acquisition system has decided to keep an event it is written to disk.
From here, after the run has finished, it is processed by the Tier-0 computing facil-
ity at CERN. This is where the raw output from the detector is transformed into the
physical objects used for analyses. More detail on this process can be found in Chap-
ter 4. An express stream, containing a subset of the full dataset is first run through a
calibration loop. This process is designed to calculate the geometry and conditions
of the detector to allow the whole dataset to be processed.

After this calibration, the entire run has the object reconstruction algorithms ap-
plied to produce objects such as muons or jets. This new reconstructed dataset is
called Analysis Object Data (xAOD). The final step after producing the xAOD is to
produce the Derived Analysis Object Data (DxAODs) from the xAODs. DxAODs
are always subsets of the xAOD and used for efficiency as they are smaller in size. A
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specific DxAOD will contain all events with a process that a given analysis is look-
ing for by applying a very loose selection. For example the DxAOD called STDM3
selects all events containing at least two electrons or muons and is used in chapter 7.
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Chapter 4

Event reconstruction

Many of the particles that can be produced inside ATLAS have dedicated algorithms
that use the readout of the detector to calculate the particles’ properties, such as the
4-momentum1. This chapter will summarise the main algorithms used by ATLAS.
Sections 4.1 and 4.2 cover the track and vertex reconstruction respectively. Then
sections 4.3-4.5 cover lepton reconstruction. Jet reconstruction is then covered in
section 4.6. Finally section 4.7 covers missing transverse energy.

4.1 Track reconstruction

Tracks are the name given to the line a particle traced through the ATLAS detector.
The path traced by a charged particle inside ATLAS is bent by the magnetic field pro-
duced by the solenoids in the ID. They are reconstructed using the signals from the
inner detector using a specialised algorithm. This algorithm has three main steps,
which in order are: clusterization, track finding, and ambiguity solving [74].

Clusterization is designed to group together the hits from the SCT and Pixel de-
tectors using a connected component analysis. These clusters are constructed so they
represent a single point in space that intersected with the particle’s path through the
detector. As the SCT comprises a two layered strip structure (See section 3.2.4.2) the
clustering algorithm combines each of the two layers to make single point in space.
At this stage in the track reconstruction algorithm it is possible to have clusters that
overlap due to multiple particles passing through a single sensor. These merged
clusters are identified and managed by the clusterization algorithm.

Track finding starts with the formation of track seeds from sets of three of the
space-points from the clusterization stage. Three sets are chosen as this is the lowest
number that allows for a track curvature measurement. Then the impact param-
eters2 are estimated by assuming the particle travels freely in a uniform magnetic
field. Then selection criteria are applied to the track seed to ensure its quality. These
criteria take into account the momentum and impact parameters. Additionally there
is a criterion that the preliminary track crosses at least one more space-point than for
the clusterization algorithm. The final step to track finding is the implementation of
a combinatorial Kalman filter [92] which builds the track candidates from the pre-
liminary tracks. It achieves this by adding more space-points to the track. At this
stage it is possible for the filter to fit more than one track candidate to the same pre-
liminary track. This can happen if there are two or more sets of space-points that are
compatible with the preliminary track.

Ambiguity solving is the stage where the tracks are ordered by a track score de-
scribing its likelihood of being a well fitted and real particle track. This track score is

1The 4 momentum of a particle is defined to be pµ =
(
E, px, py, pz

)
.

2Impact parameters quantify the the distance of closest approach to the collision.
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calculated for each track candidate individually using the impact parameters. Any
additional space-time points after the first three increases the track score proportion-
ally to the resolution of the detector section that created the cluster. The reverse is
also true, if a track candidate passes through a detector section and there is no hit
the track score is reduced, using the same proportionality. The quality of the track
candidate fit, χ2, is also used as an input so one promotes high quality fits in the se-
lection. The final input to the track score is the logarithm of the track’s momentum as
this suppresses tracks that have wrongly assigned clusters as these tracks typically
have low momentum. Track candidates are accepted if the track score calculated by
the ambiguity solver is high enough and the track also passes the basic set of quality
cuts. The final criteria is that a maximum of only two tracks are allowed to share any
one space-point and so the tracks with the two highest track scores are selected.

Once the tracks have been reconstructed using this algorithm the hits in the TRT
can also be used to further refine the fit through a process called TRT track extension
[93]. Here, the tracks that passed the ambiguity solving stage search for compatible
sets of measurements from the TRT. This algorithm does not modify the track from
the ambiguity solving stage, instead it extends the track further through the ATLAS
detector.

The efficiency of reconstructing tracks is strongly dependent on |η|. This is be-
cause the quantity of material, and thereby the possible energy losses due to inter-
action with it, correlates with |η|. Tracks with a higher momentum have a higher
reconstruction efficiency. This efficiency increases up to 85− 90% when the pT of the
tracks is greater than 5 GeV [75].

Finally there are two main algorithm types used in the reconstruction of tracks
in ATLAS and only one of them is described in this section. The other algorithm
starts with the information in the TRT and works "outside-in" from there. This ap-
proach is not covered in detail in this thesis as the process is very similar to what
was described above.

4.2 Vertex reconstruction

A vertex is the name given to the location of a proton-proton interaction inside the
ATLAS detector [94]. The vertex reconstruction algorithm is divided into two stages:
vertex finding and vertex fitting [95]. Vertex finding uses a pattern recognition pro-
cess where reconstructed tracks are associated to vertex candidates. The fitting stage
then is responsible for reconstructing the vertex position.

Vertex reconstruction uses the tracks as the input to start. To begin the vertex re-
construction, a seed position for the first vertex is calculated. The tracks surrounding
this seed are then used to calculate the vertex position using an iterative χ2 minimi-
sation. During each iteration, the tracks that have the worst fit have a lower weight
associated to them when finding the vertex position in the next iteration. This indi-
vidual track weight, ω(χ̂2), is calculated according to,

ω
(
χ̂2) = 1

1 + exp
(

χ̂2−χ2
cuto f f

2T

) , (4.1)

where χ̂2 is the three dimensional χ2 value for the compatibility of the current ver-
tex position and the closest approach of the track. χ2

cuto f f is a constant that defines
for what value of χ̂2 the weight becomes equal to 0.5. T is the "temperature" and
it controls how smooth this weighting procedure is. A low value of T results in
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equation 4.1 approaching a step function, whereas for large values of T equation 4.1
flattens out, losing its χ̂2 dependence. As this iterative procedure is applied, the
value of T is progressively decreased to avoid a convergence in a local minima.

After this process converges on a vertex position, the tracks are incompatible if
they lie more than seven standard deviations away from the fitted vertex and they
are therefore removed. They are then available to be used in the determination of
the next vertex, whereas the tracks that were fitted to the vertex are removed from
further fits. This procedure is then repeated until all tracks have been associated to
a vertex or no further vertices can be found.

The efficiency of reconstructing a vertex is dependent on the number tracks asso-
ciated with the vertex. In figure 4.1 it can be seen that in the absence of pileup, once
a vertex has five or more associated tracks its reconstruction efficiency is ~1. Vertex
reconstruction is greatly complicated by pileup and this is covered in Chapter 6.

FIGURE 4.1: Efficiency of vertex reconstruction as a function of the
number of tracks in the low-µ data. Figure obtained from Ref. [96].

4.3 Electron and photon reconstruction

Electrons produced inside ATLAS will pass through the inner detector and deposit
their remaining energy in the ECAL. Figure 4.2 depicts the path an electron or pho-
ton takes inside ATLAS. Clusters of energy in the EM calorimeter along with an
associated track from the ID are used to reconstruct the electron [97].

To obtain seeds the clustering algorithm uses a sliding-window of size 3 × 5
calorimeter cells in η× φ to find regions in the calorimeter with a high local amount
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FIGURE 4.2: Schematic diagram of the path an electron or photon
travels through the ATLAS detector. The red line shows the path of
the electron which passes through the pixel detector, the SCT, the TRT
and the ECAL. The red dashed line shows the path a photon would

take. Figure obtained from reference [97].

of transverse energy, ET [98]. If two clusters overlap the highest energy cluster of
the two is kept if the ET is within 10 % of each other, otherwise the cluster with the
highest ET in the central tower is kept.

Once these seeds have been found, a track (see section 4.1) is associated to any
cluster with an ET greater than 2.5 GeV. If a track cannot be fitted it is then considered
to be a photon candidate, and so is no longer considered in this thesis. The criteria
for matching a track to a cluster is shown in equation 4.2 and 4.3 below,

|ηcluster − ηtrack| < 0.05, (4.2)

− 0.10 < q× ∆φcluster,track < 0.05, (4.3)

where q is the particle’s charge. If more than one track passes this selection criteria, a
track is selected by another algorithm that factors in the centre of each of the cluster
seeds with respect to the candidate track’s parameters. If a track is found the clusters
are re-calculated with a sliding-window size of 3× 7 or 5× 5 units in η × φ in the
barrel region or end-caps respectively. Finally tracks with a calorimeter cluster close
by are re-processed with a Gaussian-sum filter to account for bremsstrahlung effects
[99]. Once identified the 4-momentum of the electron can be derived from the energy
in the ECAL cluster and the η × φ of the associated track. This is calibrated using
simulation [100, 101].

4.3.1 Electron identification

Once the reconstruction algorithm has been performed on the electron candidates a
multivariate likelihood algorithm is used [97, 102]. This algorithm combines the
track information from the TRT along with the calorimeter information, such as
shower shape, to create a likelihood value for the electron candidate. This algorithm
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FIGURE 4.3: The measured likelihood (left) and isolation
(right)electron efficiencies in Z → ee events per working point
as a function of transverse energy. The bottom panel shows the ratio

of data to simulation. Figure obtained from reference [97].

provides four working points as each physics analysis has its own requirements for
performance. The four categories are VeryLooseLH, LooseLH, MediumLH, and TightLH.
The tighter electron working points are subsets of the looser selections. Figure 4.3
shows the efficiencies for all the working points bar VeryLooseLH as a function of ET.

4.3.2 Electron isolation

Electron isolation is a measure of how many additional particles are in the area sur-
rounding the electron. Most signal electrons, for example electrons produced from
a W boson decay, will have a small number of particles nearby [97]. The opposite
is true for background electrons from sources such as photon conversion or jets. In
these cases the electrons are produced in association with other particles. The fact
that signal electrons are more isolated than their background counterparts allows
one to reject background electrons by considering the electron’s isolation.

To calculate electron isolation one constructs a variable that quantifies the energy
surrounding an electron in a cone of a specific radius, ∆R, around the electron. This
needs to be done separately for track-based and calorimeter-based isolation.

For track-based isolation one can calculate the sum of track pT within a cone cen-
tred on the electron. The selection criteria for the tracks is that they must have a pT >
1 GeV, be associated to the same vertex as the electron, and to have passed some ba-
sic quality requirements. Finally, any particles originating due to bremsstrahlung
radiation are considered part of the original electron and so are also not counted in
the sum. The cone used for the track-based isolation is of variable size and is defined
to be,

∆R = min
(10GeV

pT
, Rmax

)
, (4.4)

where Rmax is defined to be the largest cone size allowed, which is typically 0.2.
Calorimeter-based isolation is a little more complicated than track-based as one

does not have a discrete set of tracks to work with. Instead, as the energy deposits
in the calorimeters clusters have a finite size, it is possible for a cluster to lie partially
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outside the cone. To account for this, topological cluster [103] seeds are created using
any calorimeter cell with a recorded energy four times larger than the noise-level of
the cell. This seed is then extended to include all cells that record an energy of
twice the noise-level of the respective cells. This process is repeated until there are
no more adjacent cells that have an energy double that of the background noise-
level. The isolation cone can then be calculated as the sum of ET for all selected cells
whose centre of mass fall inside a cone of R < 0.2 around the electron. Finally the
energy deposited by the electron into the calorimeters is removed from the sum by
subtracting all cells within a rectangle around the electron.

Higher energy electrons will generally have a higher energy in the cone sur-
rounding them. To account for this, one defines relative isolation as the ratio of the
energy in the cone to the pT of the electron. As for the electron identification, there
are four main working points for this algorithm: Loose, LooseTrackOnly, Gradient
and GradientLoose. Loose and LooseTrackOnly have a fixed efficiency across elec-
tron’s pT and η distributions, the difference being that LooseTrackOnly does not use
the information from the calorimeters. Gradient and GradientLoose instead have a
pT-dependent fixed efficiency that is uniform in η. Figure 4.3 shows the efficiencies
for the four main working points as a function of ET.

4.3.3 Electron efficiencies

The electron identification, reconstruction and isolation efficiencies are measured in
J/ψ and Z → ee events using a tag and probe method. One electron must pass the
tightest requirements (the tag) for the event to be tagged, then the second electron
(the probe) can be selected using the requirement that the invariant mass of the di-
lepton pair matches the J/ψ or Z. This is done to avoid a bias on the measured
quantities of the second lepton. The probe electron can then be used to measure the
efficiencies. This method is used to calculate scale factors dependent3 on η and/or
pT.

4.4 Muon reconstruction

Muon reconstruction primarily uses the Muon Spectrometer, however, it also uses
tracking information from the ID [104, 105]. Muons in the ID are reconstructed like
any other track from a charged particle and this is covered in section 4.1.

As described in section 3.2.6 the MS has four different detector systems. Each of
these has separate algorithms to collect the hits as the muons pass through them. The
track reconstruction in the MS starts with a search for hit patterns inside each of the
muon chambers to form segments. A muon candidate is then created by taking all
the segments in the middle layer and attempting to fit a track from this to the inner
and outer layers. This is performed using a combinatorial search. To be selected at
this stage a track is required to be fitted to at least two of the three layers, unless
the track falls inside the transition region between the barrel and end-caps where
candidates with only one layer are accepted. An overlap removal algorithm is used
to decide which tracks to keep when multiple tracks are fitted to the same segment.
The final stage is to perform a global χ2 fit with each track candidate from the ID.

After this first stage the tracks from the ID and the MS need to be combined.
There are 4 different reconstruction algorithms available to be used:

3 A scale factor (SF) is used to correct the simulated data back to real data by applying a an addi-
tional scale to the weight of each simulated event.
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• Combined (CB): CB muons use the information from the ID and the MS. The
first step is to extrapolate the tracks in the MS back to the ID. Then a combined
track can be fitted using both the ID and the MS, this allows one to add and/or
remove hits to improve the quality of fit. Then the algorithm fits a track ex-
trapolated from the ID to the MS.

• Segment-tagged (ST): ST muons use a combination of the ID and a track seg-
ment of the MS. This is primarily used for muons with a low momentum that
only enter into one layer in the MS and can also be used to recover identifica-
tion efficiency for regions where there is a low coverage in the MS.

• Extrapolated (ME): ME muons are identified in the forward region of the de-
tector (2.5 < |η| < 2.7) and so cannot use the tracking information from the
ID. These muons are reconstructed using a MS track which originates at the IP.

• Calorimeter-tagged (CT): CT muons can be reconstructed for |η| < 0.1. This
is done because the sensitivity of the MS is low due to the detector layout.
These muons are reconstructed using the ID tracks and a calorimeter signature
consistent with a minimally ionising particle.

The CB muons are prioritised over the ST and the CT muons as CB muons gen-
erally calculate a better measurement of the muon’s properties. The ME algorithm
does not compete with the other 3 algorithms as it has a different acceptance in η.

4.4.1 Muon identification

As for the electrons in section 4.3.1 the muon candidates are classed by their likeli-
hood to be a physical muon. This identification is designed to select signal muons
while rejecting backgrounds like pions and kaons. Three variables are used in this
selection for CB muons.

1. The difference between the value of charge to momentum obtained by the
ID and the MS independently of each other divided by the errors added in
quadrature.

2. The difference between the value of pT obtained by the ID and the MS inde-
pendently of each other divided by the pT obtained from the combined track.

3. The χ2 of the combined ID and MS track fit.

4. The number of hits within the ID.

There are four muon identification working points: Loose, Medium, Tight and
HighpT. HighpT is used for high mass searches, such as W ′ and will not be discussed
further in this thesis. Tightmuons only use CB muons that pass the Medium selection.
Medium muons are the ATLAS recommendation and only include CB and ME tracks
that pass Loose. Loose muons use all 4 muon types listed in section 4.4, however the
CT and ST muons are restricted to |η| < 0.1. Figure 4.4 depicts the efficiencies for
three of these WPs as calculated in Z → µµ events.

4.4.2 Muon isolation

The muon isolation is calculated in a very similar way to the method for electrons
outlined in section 4.3.2. The main difference for the track-based isolation variable
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FIGURE 4.4: Muon reconstruction efficiencies for the Loose, Medium
and Tight identification algorithms measured in Z → µµ events as
a function of the muon pseudorapidity for muons with a pT > 10
GeV. The prediction by the detector simulation is depicted as open
circles, while filled dots indicate the observation in collision data with
statistical errors. The bottom panel shows the ratio between expected
and observed efficiencies, the efficiency scale factor. The errors in the
bottom panel show the quadratic sum of statistical and systematic

uncertainty. Figure obtained from reference [106].

is that the cone radius is R < 0.3. whereas the calorimeter-based isolation still uses
a cone of radius of R < 0.2. Like the electron isolation, the muon isolation is cate-
gorised into working points such as Loose and GradientLoose. Figure 4.5 shows the
efficiencies of four muon isolation working points as calculated in Z → µµ events.

4.4.3 Muon efficiencies

Like the electrons an analogous tag and probe method is used to measure the identi-
fication, reconstruction and isolation efficiencies again with J/ψ and Z → µµ events.
Scale factors are also parametrised in terms of η and/or pT.

4.5 Tau reconstruction

In this thesis tau leptons are not used and so only a brief overview is given. The
τ-lepton has a large mass of 1.777 GeV with an average lifetime of 0.29 ps [8]. This
results in the τ-lepton travelling a distance of order millimetres before it decays in-
side the ATLAS detector. A τ-lepton decays into a τ-neutrino and a W boson, which
then decays in 65% of cases into hadrons and 35% of the time it will decay into the
lighter lepton favours. The τ-lepton is not directly reconstructed inside ATLAS [107],
instead the existence of the τ-lepton is inferred by reconstructing its decay products.
This results in a different algorithms being used for hadronically and leptonically
decaying τ-leptons. More detail can be found in [108, 109].
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FIGURE 4.5: Isolation efficiency for the LooseTrackOnly (top left),
Loose (top right), GradientLoose (bottom left), and FixedCutLoose
(bottom right) muon isolation working points. The efficiency is
shown as a function of the muon transverse momentum pT and is
measured in Z → µµ events. The full (empty) markers indicate the
efficiency measured in data (MC) samples. The errors shown on the
efficiency are statistical only. The bottom panel shows the ratio of the
efficiency measured in data and simulation, as well as the statistical
uncertainties and combination of statistical and systematic uncertain-

ties. Figure obtained from reference [105].

4.6 Jet reconstruction

Quarks or gluons produced during proton-proton interactions in ATLAS undergo a
process called hadronisation4 which produces a cone of collimated particles. These
cones are referred to as jets and they can be reconstructed in the HCAL from their
energy deposits. Jet reconstruction is a three step process: firstly the energy deposits
in the HCAL are clustered; secondly an algorithm combines these clusters into jets
and finally this combined cluster is calibrated to reconstruct the jet properties.

4.6.1 Formation of topo-clusters in the calorimeter

The energy deposits in the calorimeter are used as seeds if there is a signal to noise
ratio[103] of,

|S/N| = Ecall/σcell > 4. (4.5)

4Hadronisation is the process where hadrons are formed from quarks and gluons after a high-
energy collision. Due to colour confinement these quarks and gluons cannot exist in isolation and so
they combine with quarks or antiquarks which are spontaneously created from the vacuum.
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Then the neighbouring modules to the cluster are considered. These seeds are then
clustered together with neighbouring modules in the HCAL if they have a signal to
noise ratio of,

|S/N| > 2. (4.6)

In this step connected clusters can be merged. Finally the process repeats itself but
now with a signal to noise ratio of,

|S/N| > 0. (4.7)

These clusters are referred to as topo-clusters. If the energy distribution inside a
single cluster has more than one local maximum it is considered to have been formed
by more than one particle, and so it is split into one cluster per local maximum. In
theory, this should result in one cluster per particle that entered into the HCAL, but
in practice this is not always the case due to distance between particles being small
and the fact that the calorimeter modules have a finite resolution. Each calorimeter
cluster is then treated as a pseudo-particle with zero mass, i.e.

Ecluster = |pcluster|. (4.8)

From this assumption the 4-momentum of the particle can be calculated from the
total energy in all of the calorimeter cells in the cluster.

4.6.2 The anti-ktalgorithm

The topo-clusters are then grouped to form a jet using the anti-kt algorithm [110]
with a distance parameter of R = 0.4. The FastJet software package is used to im-
plement the anti-kt algorithm [111]. The anti-kt algorithm is a specific version of a
family of sequential recombination algorithms given by,

dij = min
(
k2p

t,i , k2p
t,j

)∆R2
i,j

R2 , (4.9)

diB = k−2
t,i , (4.10)

where p = −1 for the anti-kt algorithm, k is the transverse momentum of the par-
ticles to be clustered, and R is the radius parameter which sets the jet size. Other
values of p correspond to different algorithms [112, 113]. Regardless of the value of
p the algorithm proceeds as follows: the smallest distance for all possible combina-
tions of pseudo-particles i and j is calculated for dij and diB. If the smallest value is
dij, the two pseudo-particles i and j are combined into a pseudo-jet, which is then
included into the list of inputs for step 1. If the smallest value is diB, the input i (a
pseudo-particle or jet) is declared to be a final input and is removed from the list of
inputs. This process is repeated until all inputs have been declared to be final.

The p = −1 parameter in the anti-kt algorithm means that small distances are
assigned to close-by high-momentum particles, so that they are clustered at the start
of the iterative procedure, creating seeds. This results in approximately circular jets
being reconstructed in the η× φ plane. Finally the vectorial sum of the energy in the
topo-clusters is used to calculate the jet momentum and mass.
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4.6.3 Jet calibration

The jets that are outputted by the anti-kt algorithm require calibration which is per-
formed in several steps. This is both shown in figure 4.6 and explained in this sec-
tion. This calibration is designed to reconstruct the 4-momentum of the quark or
gluon that initiated the hadronic shower [114].

FIGURE 4.6: Overview of the stages taken during the ATLAS jet cali-
bration scheme. Figure obtained from reference [114].

The origin correction is applied to the jet to account for the origin of the jet. In
this step the 4-momentum is recalculated using the primary vertex as the origin of
the jet, rather than the centre of the IP. This correction only effects the direction of
the 3-momentum vector 5 and is used to improve the angular resolution of the jets.

After the origin correction, the effects from pileup are removed in the next two
steps: the jet based pileup correction and the residual pileup correction. The jet
based correction is a per event correction and subtracts an amount of energy from
the jet, based on the pileup. This is calculated from the energy density in the event,
ρ, which is calculated from the median of the energy density distribution and the
jet area A. The jet area is calculated by adding uniformly distributed ghost particles
with an infinitesimally small momentum to the event. The jet area is then defined
by the ratio of ghost particles that get clustered into the jet to the total number. This
method is used as it accounts for cases such as when two jets are close to each other
leading to non-circular jets being reconstructed. Then the residual pileup correction
is applied. The total correction is calculated as follows,

pcorrected
T = pT − ρA− α

(
NPV − 1

)
− β〈µ〉, (4.11)

where NPV is the number of reconstructed vertices in the event, and 〈µ〉 is the mean
number of interactions. The dependence of the jet momentum on these to variables
is assumed to be linear and η dependent constants α and β are then used to quantify
this linear behaviour. These constants are determined using MC simulations.

After the pileup correction, a Monte Carlo based calibration is applied to all jets.
This calibration was obtained from the ratio, R, between the reconstructed energy
in the simulation to the truth6 energy of the jet,

R =
Ejet

Etruth
. (4.12)

53-momentum is the classical momentum p = (px, py, pz)
6Truth quantities are only available in Monte Carlo as they use the inputs before the detector re-

sponse is simulated to get a perfect measurement.
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The variable R is then parametrised in terms of ηdet, the value of η from the centre
of the detector, rather than the hard scatter vertex. A second Monte Carlo correction
is applied due to a bias which is introduced when a jet spans two calorimeter re-
gions that have different energy responses. After this calibration the jet energy and
momentum corresponds to that of the particle that initiated the shower.

Some residual dependences remain on quantities such as jet shape. These depen-
dencies are corrected for in the global sequence calibration (GSC). This calibration
has several steps, each one is a correction for a different dependency. It was found
that the order of these corrections has a negligible impact on the final result. Each of
these corrections is parametrised in terms of ηdet and pjet

T . The GSC does not change
the average energy of the jets, this is to preserve the jet energy scale (JES) so that
changes to the GSC do not affect the JES.

The final step of the jet calibration procedure is the residual in situ calibration,
which accounts for effects which are not well described by the Monte Carlo. This
calibration uses measurements of events in data where the jet recoils against a well-
measured object such as Z → ee+ jet. This method is effective up to a jet pT of 1 TeV
after which the statistical error becomes too large for the method to be useful. Jets
with pT > 1 TeV are calibrated using a method called jet multi-jet balancing. A single
hard jet in an event is compared to several recoiling softer jets using the principle of
conversation of momentum to study the detector response. This procedure can be
iterated to calibrate jets to energies of pT < 2 TeV. For the highest pT jets single
particle response studies are used. Finally forward jets are calibrated by comparing
them to well-measured central jets.

4.6.4 Jet vertex tagging

Jet vertex tagging [115, 116] is an algorithm designed to determine if a jet originated
from the hard scatter vertex in an event. JVT is used to remove pileup jets, i.e. jets
originating from other pp collisions inside of ATLAS. There are two separate JVT al-
gorithms used in ATLAS, which are JVT and fJVT. These algorithms are used in the
barrel region and end-caps respectively. For JVT, pileup removal is achieved by cal-
culating a likelihood that the jet originated from the PV using properties such as the
fraction of tracks that point back to the PV. fJVT provides identification and rejection
of pileup jets beyond the tracking coverage of the inner detector(|η| ≥ 2.5). It uses
the normalised projection of the missing transverse momentum on the transverse
momentum.

4.6.5 c and b-tagging jets

In this thesis c and b-tagging is not used and so only a brief overview is given.
b-tagging is the process used to distinguish jets produced from b-quarks from the
lighter quarks [117]. All of the b-tagging algorithms make use of the fact that the
b-quark has a long lifetime, 1.5 ps, and so will on average travel a couple of mm
inside the detector before decaying and the charged decay products will be mea-
sured as tracks in the ID. The decay vertex of the b-quark can be separately resolved
from the primary vertex and it is referred to as a secondary vertex (SV). The impact
parameters of the resolved SV are used as inputs to the algorithms used for b-jet
tagging.

The normal method ATLAS uses to tag b-jets is to input the jet’s 4-momentum
along with the impact parameter information about the tracks and the SV into a
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Boosted Decision Tree (BDT) based multivariate algorithm. This class of b-tagging
algorithm is called MV2c.

The process of c-jet tagging uses a very similar method to b-jet tagging. In ad-
dition the c-hadrons also have a relatively long lifetime, 0.5 - 1 ps. This makes it
possible to distinguish them from light jets and b-jets.

4.7 Missing transverse energy

In this thesis missing transverse energy calculations are not used and so only a brief
overview is given. There are particles that are un-detectable using the ATLAS exper-
iment, for example the three flavours of neutrinos. The purpose of calculating MET
is to allow one to detect these particles using conservation of momentum. The lon-
gitudinal momentum of the partons involved in a pp collision is unknown as they
could contain any fraction of the proton’s total momentum. However, the transverse
momentum is known to be zero7 and so the sum of transverse momenta in any pp
collision should be zero. So thereby when the MET is calculated to be non zero,
this "missing" energy implies there must have been at least one particle that was not
detected by ATLAS.

At an analysis level missing transverse energy (MET) is defined to be the vectoral
sum of the pT of all objects associated to the primary vertex [118]. This is described
in equation 4.13,

Emiss
T = − ∑

i∈(soft)
pt,i − ∑

j∈(hard)
pt,j, (4.13)

where the hard objects are all objects that have been reconstructed inside ATLAS.
The soft term includes all the remaining tracks in the ID that are not associated to a
reconstructed object.

7Technically this traverse momentum is non zero, however it’s value is negligible with respect to
the collision energy.
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Chapter 5

Luminosity

To measure rare processes, the LHC is required to collect a large quantity of data.
The amount of data collected is defined in terms of the Luminosity. Nearly all of
ATLAS’s physics analyses requires an accurate measurement of Luminosity. For
example, the differential cross section measurement presented in Chapter 7 uses the
integrated luminosity in the denominator of the expression that defines the cross-
section. Luminosity is normally one of the dominant systematic uncertainties on
cross section measurements and so measuring it accurately is vital. Furthermore,
the integrated luminosity is used to scale the MC backgrounds to match the number
of predicted events in data. The measurement of luminosity is performed utilising
several independent methods using different detectors and algorithms. The spread
of predictions of these algorithms allows an estimation of the systematic error on the
final luminosity measurement.

Section 5.1 covers the mathematical formalism of luminosity. Then section 5.2
will discuss the delivered luminosity inside ATLAS. After this, section 5.3 will deal
with how luminosity measurements are calibrated. Finally section 5.4 will contain
the main luminosity measurement algorithms used by ATLAS. In this thesis lumi-
nosity was briefly covered in section 3.1.3 and that information is repeated here for
the reader’s convenience.

5.1 Mathematical formalism of luminosity

The LHC is a proton-proton collider with bunched beams. The luminosity, L, of a
particle collider such as the LHC relates the number of produced events per unit of
time, R, and the cross section, σ, by [70],

L =
R
σ

. (5.1)

From equation 5.1 it can be seen that the units of luminosity are m−2s−1. In the LHC,
a single discrete packet of protons that travels around the ring is called a bunch. It is
uniquely identified, per run, by its bunch crossing identifier (BCID). The luminosity
can therefore be re-expressed in terms of the bunch luminosity, Lb, which is the
luminosity of a single pair of colliding bunches,

Lb =
µ fr

σinel
, (5.2)

where µ is the average number of inelastic interactions per bunch crossing, fr is the
bunch revolution frequency and σinel is the inelastic cross-section for pp collisions.
In equation 5.2 one can replace ’inel’ by any process ’x’. The inelastic process is used
here is used as it a convenient choice. The total delivered luminosity is a sum over



52 Chapter 5. Luminosity

all of the bunches and this is given by,

L =
nb

∑
b=1
Lb = nb〈Lb〉 = nb

〈µ〉 fr

σinel
. (5.3)

Here, nb is the number of colliding bunches, 〈µ〉 and 〈Lb〉 are the bunch-averaged
number of inelastic interactions and bunch luminosity respectively. Table 5.1 shows
the operational conditions during Run 2 between 2015 to 2018.

Parameter 2015 2016 2017 2018
Maximum number of bunch pairs colliding 2232 2208 2544 2544
Bunch spacing [ns] 25 25 25 25
Typical bunch population [1011protons] 1.1 1.1 1.1 1.1
Peak number of inelastic interactions [µ] 16 41 45 55
Peak luminosity delivered 1034 cm−2s−1 0.50 1.38 2.09 2.14
Total integrated luminosity delivered fb−1 4.2 38.5 50.2 63.4

TABLE 5.1: Selected LHC parameters for pp collisions during the
years 2015-2018. Values shown are for typical physics running condi-

tions for that year. Table obtained from [119].

It is possible to determine the absolute luminosity from equation 5.1 by using a
process for which the associated cross-section is well measured. An example would
be a Z boson decaying to muons. However, the most common method used to deter-
mine the luminosity is to measure a visible interaction rate per bunch crossing, µvis,
of a given process for an algorithm and detector combination. For this method to
work it is required that the measured process is linearly proportional to the instanta-
neous luminosity. One obtains the delivered luminosity from the visible interaction
rate per bunch crossing with the following equation,

Lb =
µvis fr

σvis
(5.4)

where
µvis = εµ, (5.5)

and
σvis = εσinel . (5.6)

Here, ε is the the efficiency of the detector and algorithm under consideration and
σvis is the visible cross-section associated with µvis. The calibration of an algorithm
and detector combination amounts to the calculation of the visible cross-section, this
is because the visible interaction rate per bunch crossing is a directly measurable
quantity. This calibration procedure is covered in section 5.3.

For physics analyses the integrated luminosity is required for some well-defined
data samples. Integrated luminosity is defined as the time integral of the luminosity,
as given by,

Lint =
∫
Ldt. (5.7)

To achieve this, the data collected at ATLAS is split into luminosity blocks (LBs)
which have a duration of approximately 60 seconds. The LBs are defined by the
ATLAS Central Trigger Processor (CPT). A new luminosity block is started if there
are any configuration changes such as the pre-scaling of a trigger or if ~60 seconds
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has passed. The ATLAS data is analysed under the assumption that each LB has the
same instantaneous luminosity for its duration. This allows the time integral to be
simply calculated.

5.2 Instantaneous and peak luminosities delivered

Initially the operational design of the LHC was to have an instantaneous luminos-
ity of 1.0× 1034 cm−2s−1. The operational design was exceeded by the end of the
data taking period in 2016, which peaked at 1.38× 1034 cm−2s−1. By December 2018
the LHC was collecting data at more than twice the original design luminosity. Fig-
ure 5.1 depicts the instantaneous luminosity as a function of time for the entirety of
Run 2, separated by year [120]. The integrated luminosity collected by the ATLAS
experiment for Run 2 is shown in figure 5.2 and 5.3.

FIGURE 5.1: The peak instantaneous luminosity delivered to ATLAS
during pp collisions during the years 2015 (top-left), 2016 (top-right),
2017 (bottom-left) and 2018 (bottom right). Figure obtained from Ref.

[120].

The total amount of data collected at the LHC for the entirety of Run 2 (2015-
2018) which can be used for physics analysis is 138.42 (±1.7%) fb−1 of data [120].
This is the same data collection period as used for the analysis detailed in chapter 7.
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FIGURE 5.2: Cumulative integrated luminosity versus time delivered
to (green) and recorded by ATLAS (yellow) during stable beams for
pp collisions at 13 TeV centre-of-mass energy in Run 2. Figure ob-

tained from Ref. [120].

FIGURE 5.3: Cumulative integrated luminosity collected per year by
the ATLAS detector at the LHC. Figure obtained from Ref. [120].
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5.3 Van der Meer scans

As covered in section 5.1 the visible cross-section, σvis, must be obtained for a lumi-
nosity algorithm to be calibrated. The primary method of obtaining this calibration
is the van der Meer (vdM) Scan. The vdM scan allows the instantaneous luminosity
to be calculated directly from the beam parameters. This allows a calculation of the
visible cross-section by using equation 5.2. The remainder of this section is dedicated
to the mathematical formalism of vdM scans.

Assuming that the colliding beams have no crossing angle, the bunch luminosity
can be expressed as,

Lb = frn1n2

∫
ρ1
(
x, y
)
ρ2
(
x, y
)
dxdy, (5.8)

where n1(2) is the the bunch-population and ρ1(2) is the normalised particle density
in the transverse (x̂− ŷ) plane of beam 1(2) at the interaction point. The vdM method
requires the assumption that the particle density functions can be factorised into the
vertical and horizontal components by,

ρn
(
x, y
)
= ρxn

(
x
)
ρyn
(
y
)

; n = 1, 2. (5.9)

This assumption of factorisation is tested in ATLAS and a non-factorisation system-
atic is applied to the measured luminosity [70]. With this assumption equation 5.8
can be written as,

Lb = frn1n2Ωx
(
ρx1, ρx2

)
Ωy
(
ρy1, ρy2

)
, (5.10)

where
Ωτ

(
ρτ1, ρτ2

)
=
∫

ρτ1
(
τ
)
ρτ2
(
τ
)
dτ ; τ = x, y, (5.11)

is the beam-overlap integral in the x or y direction. In the original method proposed
by van der Meer [121, 122], this overlap integral can be calculated from,

Ωτ

(
ρτ1, ρτ2

)
=

Rτ

(
0
)∫

Rτ

(
δ
)
dδ

; τ = x, y. (5.12)

Here δ is the separation of the two incoming beams, Rτ

(
δ
)

is the luminosity mea-
sured in arbitrary units and Rτ

(
0
)

is the value at zero beam separation. It can be
seen from equation 5.12 that the luminosity is normalised by its value at zero beam
separation, thereby any quantity linearly proportional to luminosity can be substi-
tuted here to replace Rτ. From here, using equation 5.10, the bunch luminosity can
be defined as,

Lb =
frn1n2

2πΣxΣy
, (5.13)

where Σi is the horizontal convolved beam size [123, 124] and is defined as,

Στ =
1√
2π

∫
Rτ

(
δ
)
dδ

Rτ

(
0
) ; τ = x, y. (5.14)

This allows the absolute bunch luminosity to be determined from the revolution
frequency, fr, the bunch population product n1n2 and the product of ΣxΣy which
can be directly measured during two orthogonal beam-separation (vdM) scans. For
these two scans, the beams are displaced in the x̂ and ŷ direction.

If the functional form of the luminosity curve, Rτ

(
δ
)
, is a Gaussian distribution,
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then Σx corresponds to the standard deviation of this Gaussian. The vdM method
does not make any assumptions on the functional form of Rτ

(
δ
)

and so can be cal-
culated for any form of Rτ

(
δ
)

using equation 5.14. Once the values of Σx and Σy are
known, the luminosity can be calculated from equation 5.13

Once the luminosity is known for a given vdM scan it is possible to calibrate a
luminosity algorithm. To achieve this one substitutes 5.4 into 5.13 to obtain

σvis = µMAX
vis

2πΣxΣy

n1n2
, (5.15)

where µMAX
vis is the visible interaction rate per bunch crossing where the separation

of the beams is zero, i.e. at the peak of the scan curve. Equation 5.15 then allows an
absolute calibration of a luminosity algorithm and detector combination. This vdM
scan method uses a low value of µ to reduce the systematic uncertainty brought
about from pileup interactions. This results in a low instantaneous luminosity and
so it is impractical to use for physics running. Thereby vdM scans are performed in
dedicated runs.

To allow a comparison between the different algorithm and detector combina-
tions, the specific luminosity is defined as the luminosity per bunch and per unit
bunch population product. This is given by,

Lsp =
L

n1n2
=

fr

2πΣxΣy
. (5.16)

As this depends only on the transverse beam it is a purely geometrical quantity and
so it allows a direct test of the consistency of the absolute luminosity scale provided
by these algorithms.

5.4 Luminosity measurements at ATLAS

ATLAS uses a variety of different detectors and algorithms to measure the luminos-
ity. Comparisons on the different predictions allows one to calculate the systematic
uncertainty on the final luminosity measurement. For each of these different algo-
rithms the luminosity is calculated by measuring an observed interaction, µvis

algo, that
is specific to the algorithm. The corresponding σvis

algo is then measured in the dedi-
cated vdM scans and this is covered in section 5.3.

5.4.1 Luminosity algorithms

There are two main types of generalised luminosity algorithms that are used by
ATLAS:

• Event Counting: The number of bunch crossings in which the detector regis-
ters an event is counted.

• Hit Counting: The number of hits per bunch crossings is counted.

The remainder of this section is dedicated to covering the mathematical formalism
of these general algorithms.
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5.4.1.1 Event Counting

There are two primary event counting algorithms [70] used to determine a µvis: the
EventOR algorithm and the EventAND algorithm. The difference is that for an event
to be counted, the EventOR algorithm only requires there to be a hit on one side of
the detector, whereas the EventAND algorithm requires both sides to register a hit.
Exactly what these hits are depends on the exact algorithm used. For now it suffices
to say that a hit represents that a proton-proton inelastic scatter has taken place in
the detector.

Assuming the number of proton-proton interactions in a given bunch crossing
is Poisson distributed, the probability that a BCID passes the EventOR algorithm’s
criteria is given by,

POR
(
µOR

vis
)
=

NOR

NBC
= 1− P0

(
µOR

vis
)
= 1− e−µOR

vis , (5.17)

where NOR is the number of bunch crossing where a hit was registered, NBC is the
total number of bunch crossings. POR(µ

OR
vis ) is equal one minus the probability of

there being zero hits. Equation 5.17 can be solved for µOR
vis by re-arranging the terms

to give,

µOR
vis = −ln

[
1− NOR

NBC

]
. (5.18)

A similar expression can be derived for the EventAND algorithm in an analogous
manner. The probability that both sides of the detector register a hit is given by,

PAND
(
µAND

vis
)
=

NAND

NBC
= 1− e−µA

vis − eµC
vis + eµOR

vis , (5.19)

where NAND is the number of bunch crossing where a hit was registered in both
sides of the detector. Additionally e−µA

vis and e−µC
vis give the probabilities that no hit

was registered in detector side A and C respectively. Relating the visible interaction
rates of each algorithm gives,

µOR
vis = µA

vis + µC
vis − µAND

vis . (5.20)

Using the relation given in equation 5.20, equation 5.19 can be written as,

NAND

NBC
= 1− 2 exp

[
−
(

µAND
vis + µOR

vis
2

)]
+ exp

[
− µOR

vis

]
. (5.21)

From here the use of equation 5.3 allows one to write equation 5.21 as a function of
µAND

vis and the cross-sections σAND
vis and σOR

vis ,

NAND

NBC
= 1− 2 exp

[
−
(

1 +
σOR

vis

σAND
vis

)
µAND

vis
2

]
+ exp

[
−
(

σOR
vis

σAND
vis

)
µAND

vis

]
. (5.22)

Equation 5.22 cannot be calculated analytically so numerical methods are used.

5.4.1.2 Hit Counting

For the hit counting algorithms, the total number of hits registered in a specific de-
tector is found per unit time [70]. It is assumed that the number of hits per bunch
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crossing is binomially distributed and, as for event counting, that the number of
proton-proton interactions is Poisson distributed.

From here one can say that the probability of having a hit in a given bunch cross-
ing is given by,

PHIT
(
µHIT

vis
)
=

NHIT

NBC NCH
= 1− e−µHIT

vis , (5.23)

where NHIT is the number of hits per unit time and NCH is the number of chan-
nels the detector has. Assuming that each of these detector channels has an equal
probability to hit, this equation can be solved in the same way as equation 5.17, for
µHIT

vis ,

µHIT
vis = −ln

[
1− NHIT

NBC NCH

]
. (5.24)

5.4.2 Bunch-by-bunch luminosity algorithms

Bunch-by-bunch luminosity detectors allow a measurement of the luminosity at the
per-bunch level for a given LB. The two primary algorithms of this form utilise the
detectors LUCID and BCM, and they are both hit counting algorithms. Both the
LUCID and BCM algorithms can be split into A and C sides allowing for both the
EventOR algorithm and the EventAND algorithm to be used. In this thesis the LUCID
and BCM detectors were briefly covered in section 3.2.7, however, the information
is repeated here for the reader’s convenience.

LUCID1 is specifically designed to measure the luminosity delivered to ATLAS.
It is situated 17 m from the interaction point on each side down the beam-pipe [87].
LUCID is made of photomultiplier tubes attached to quartz fibre bundles which are
used to detect Cherenkov radiation. This radiation is created when charged particles
pass through the quartz and the quantity of radiation produced is proportional to the
number of pp interactions inside ATLAS. Thereby LUCID can be used to measure
instantaneous luminosity. A hit is recorded for a bunch crossing if a PMT inside
LUCID reads a signal over a given threshold.

The BCM, comprises four 8× 8 mm2 diamond sensors arranged in a cross pattern
around the beam-pipe located 1.84 m either side of the IP [88]. It was originally
designed to monitor the radiation levels inside ATLAS in case the level became high
enough to damage ATLAS. A hit is recorded for a bunch crossing if a signal over a
given threshold is read. This provides a low-acceptance measurement of luminosity
for |η| = 4.2. The BCM is split up into the horizontal and vertical pairs of sensors,
which are then read out separately. This results in two luminosity measurements
called BCMH and BCMV that are treated independently of each other.

5.4.3 Bunch-integrating luminosity algorithms

Bunch integrated luminosity detectors do not provide a bunch-by-bunch resolution,
instead they provide a luminosity measurement for all BCIDs for a given LB.

There are two main algorithms that use the assumption that the currents drawn
in a given calorimeter should be proportional to the particle flux that passes through
them. This is in turn proportional to the number of proton-proton interactions. The
two main algorithms that use this assumption rely on the calorimeters TileCal and
FCal. Details on these detectors can be found in section 3.2.5.

1LUminosity measurement using Cerenkov Integrating Detector
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The measurement for TileCal algorithm uses the current drawn by the PMTs from
specific cells in the region |η| ≈ 1.25. This because this region was found to be the
most sensitive to changes in instantaneous luminosity [125]. The current measured
by the FCal algorithm is the one that is used to provide a stable field in the LAr cells
in the modules that are closest to the IP [126].

As well as the calorimeters, the MPX system can be utilised as a bunch integrat-
ing luminosity algorithm. The MPX system comprises 13 Medipix pixel detectors,
which are spaced through the ATLAS detector and they are all read out individually.
The original design of the MPX system was to measure the radiation levels and its
distribution inside ATLAS [127]. Using the same assumption about particle flux it
can be used as a relative luminosity measure.

It is impossible to calibrate all of the bunch integrating algorithms covered in this
section using a vdM scan as the response of the detectors in question is too low in
the low µ runs used in vdM scans. To obtain a σvis for these algorithms a comparison
is made to either BCDM or LUCID during a physics run [70].
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Chapter 6

Measuring Luminosity using
vertex counting

This chapter describes a method of measuring luminosity through counting the
number of reconstructed vertices per event. It will document the method of count-
ing the vertices, along with the corrections to account for imperfections in the vertex
reconstruction algorithm.

Section 6.1 provides an introduction to the background of vertex counting. Sec-
tion 6.2 covers the data and MC samples used. Section 6.3 describes working points
used by the vertex counting algorithm. Section 6.4 contains the distributions of ver-
tices along the ẑ axis. Section 6.5 summarises the mathematical formalism of the
vertex counting algorithm. Section 6.6 illustrated method used to optimise the cuts
on the working points. Section 6.7 shows the results of the MC closure test. Sec-
tion 6.8 describes how the algorithm was calibrated. Sections 6.9 and 6.10 cover the
internal and external stability respectively. Section 6.11 presents the breakdown of
the systematics that effect this algorithm. Finally section 6.12 is a summary of the
results.

6.1 Introduction

Vertex counting as a method of determining the delivered luminosity has been previ-
ously studied inside ATLAS [43, 128, 129]. The previous iterations of this algorithm
were used to measure the delivered luminosity for Run 1. This chapter will cover
the development and implementation of the current iteration of the vertex counting
algorithm for Run 2.

A primary vertex (PV) in the context of vertex counting is defined as a scattering
of two protons in the LHC. If there are secondary interactions after the initial proton-
proton scatter, such as the decay of a b quark, they can be reconstructed as different
vertices, these are referred to as secondary vertices (SV).

The number of reconstructed vertices per event has a non-linear dependence on
the instantaneous luminosity due to it being strongly effected by pileup. Addition-
ally, the pileup in Run 2 is higher than that of Run 1 and so the challenge is greater. If
the vertex reconstruction in ATLAS was perfect, simply counting the number of re-
constructed vertices would give one the number of inelastic proton-proton scatters.
In reality the pileup effects complicate this reconstruction process. If one counts the
number of reconstructed vertices and applies corrections for the pileup effects it is
possible to obtain a 2.2% accuracy on the prediction of the luminosity in a 10 LB time
period.

In theory, vertex counting has the potential to surpass some of the other luminos-
ity algorithms already employed at ATLAS as it is expected to be more stable than
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some other measures. This is primarily for two reasons: firstly the vertex reconstruc-
tion is infrequently changed, meaning that the run to run consistency is expected to
be good; secondly it should be less sensitive to detector conditions than some of the
other measures. For example, track counting is highly sensitive to the status of the
inner detector. This is because if a region of the inner detector is down for any reason
the number of tracks counted is lower, whereas, if one counts the number of recon-
structed vertices it is less likely to change as they are reconstructed from multiple
tracks with each of these tracks being likely to be in a different region of the inner
detector.

The motivation behind requiring multiple different independent luminosity al-
gorithms is to allow the systematic error on the total integrated luminosity collected
by the ATLAS experiment to be determined. As there is no way to directly measure
the luminosity inside ATLAS outside of vdM scans, the independent algorithms can
be compared against each other to measure their stability over a data taking year.
For example, if three out of four luminosity algorithms are stable with each other
and the fourth is shown to drift away from the others over a period several months
it is highly likely that this fourth algorithm is not correctly accounting for some ef-
fect. An example of this would be the degradation of detector components due to
radiation damage. Despite the fact that the vertex counting algorithm takes its ab-
solute calibration from the LUCID algorithm it is still a valuable addition. This is
because it can be used to measure the stability of all the other algorithms in use as
its relative prediction is independent of LUCID outside of the initial calibration.

6.2 Data and MC samples

The vertex counting algorithm uses data taken in 2015 and 2016 with a proton bunch
spacing of 25 ns. For data collected during 2015 and 2016, an integrated luminosity
of 35.7 fb−1 was collected1.

Two different data streams are used to obtain the data used by the vertex count-
ing algorithm. First there is the calibration_vdM stream which uses a random L1
trigger for specific BCIDs which randomly triggers on events. This is used to obtain
the quiescent period of vdM scans. For the physics runs the calibration_PixelBeam
stream is used, again with a random trigger. This stream was initially used in 2012
and was designed to store minimal information to allow for a faster readout (~100
Hz) than the other streams.

Two custom MC datasets were generated to study the effect of pileup on vertex
reconstruction and the GRID datasets are given in Appendix C.1. As these datasets
were designed to study pileup, the primary interaction in the MC was the produc-
tion of a single neutrino. This was done so that the primary interaction has a negligi-
ble effect on the vertex reconstruction. The first dataset was produced with a µ = 2
to allow for the data-driven vertex merging correction to be evaluated in the MC.
The second dataset had a flat µ profile between 1 ≤ µ ≤ 60 in steps of 1 to allow for
the fake and merged vertex corrections to be evaluated. Details on these corrections
can be found in section 6.5.

Both the MC and the data impose a set of quality cuts on the tracks called VtxLumi
cuts. The requirements here are tighter than those used typically by ATLAS. The

1The 2015 dataset has an integrated luminosity of 3.22 fb−1. The 2016 dataset suffers from the so-
called BadBatMan problem that removes 1.66% of the luminosity (these events are flagged as bad).
Prior to considering this, the 2016 luminosity was 32.99 fb−1, becoming 32.44 fb−1.
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tracks are required to have pT > 900 MeV, zero pixel holes and less than two SCT
holes in the tracks.

6.3 Working points

A working point (WP) is a set of criteria used to select which vertices are counted and
which are ignored by the algorithm. There are three variables that can be changed
in this algorithm to provide different working points:

1. There must be a minimum number of tracks associated to the reconstructed
vertex, N.

2. The tracks associated to the vertex must pass a cut on their transverse momen-
tum.

3. The position of the vertex with respect to the centre of the luminous region in
the transverse plane must not exceed a value R.

For all working points the standard cuts applied are,

R < 0.3 mm, (6.1)

and
pT > 900 MeV, (6.2)

unless otherwise specified. Furthermore, the working points will be hereafter re-
ferred to by nVtxN_XXX where N is the cut on the number of associated tracks and XXX
is the cut on the track pT in MeV. For example, the working point nVtx5_950, counts
vertices with at least 5 tracks of pT > 950 MeV.

This algorithm uses WPs that have between at least two and eight associated
tracks. The other two cuts that define the WPs are optimised to maximise accuracy
while maintaining statistical precision. The method used to optimise these cuts is
covered in section 6.6. Furthermore the motivation behind adding this cut on R to
the previous iteration of the algorithm is covered in Appendix A.

6.4 Distribution of vertices in the detector

The distribution of vertices in the detector is approximately Gaussian shaped in the
x̂, ŷ and ẑ directions. This distribution, however, is much wider in the ẑ direction
than for the x̂− ŷ plane. The distribution along the ẑ axis is depicted in figure 6.1 for
the quiescent period2 of the vdM scan with run number 299390.

The distance in the ẑ direction of all unique pairs of reconstructed vertices per
event will hereafter be referred to as the ∆z distribution of vertices. It is used in
the data-driven vertex merging correction covered in section 6.5.4 and is depicted
in figure 6.1. For now it is sufficient to note that the ∆z distribution drops to ~0 for
∆z~0. This is because the vertex reconstruction efficiency drops significantly for low
values of ∆z as the detector is not able to resolve the two vertices individually and
so only one vertex is reconstructed.

2During the vdM scans there is time during the run where the other detectors at the LHC are per-
forming their beam scans. ATLAS uses this time to collect some low µ data, this is refered to as the
quiescent period.
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FIGURE 6.1: Observed ẑ and ∆z distribution of reconstructed vertices
in the quiescent period of vdM scan 299390 for the working point

nVtx0_900.

6.5 Mathematical formalism of the vertex counting

The next section will cover the three pileup effects that are corrected for in this algo-
rithm. Then the remainder of this section will cover the mathematical formalism of
these corrections. The corrections for this algorithm are applied to 10 LBs at a time.
This is due to a statistical limitation in the method. Furthermore all plots in section
6.5 use a pT cut of 900 MeV on the tracks because the effects of the pileup corrections
are clearer to see when all the WPs use the same track pT cut.

6.5.1 Summary of definitions

For the reader’s convenience a summary of the different µ variables defined in this
section are given below:

• µrec: The average number of reconstructed vertices per event. This is the input
of the algorithm.

• µvis: The average number of vertices that could have been reconstructed if
there were no pileup effects. This is the output of the algorithm.

• µreal : The average number of reconstructed vertices per event that were real
vertices, i.e. all of the reconstructed vertices that were not fakes or split.

• µ f ake: The average number of fake vertices per event.

• µsplit: The average number of split vertices per event.

• µmerged: The average number of merged vertices per event.

• µMC: The average number of vertices that are reconstructed if MC truth infor-
mation is used to match all of the vertex associated3 tracks to the correct vertex.
This is what µvis: is attempting to recover.

• µtruth: The average number of proton-proton interactions obtained using MC
truth information.

3The method by which tracks are associated to vertices is covered in section 4.2. A track is consid-
ered vertex associated if it was matched to any vertex during the reconstruction process.
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6.5.2 Pileup effects

Per bunch crossing, there are generally multiple proton-proton interactions. The
complications in reconstructing vertices due to this fact are referred to as pileup
effects. These pileup effects result in a non-linear relationship between the number
of reconstructed vertices and the instantaneous luminosity and this is demonstrated
in figure 6.2. The two general types of pileup are given below:

• In time pileup: Where the complications arise from proton-proton interactions
that happened within the same bunch crossing as the one currently being mea-
sured.

• Out of time pileup: Where the complications arise from proton-proton inter-
actions that happened within a different bunch crossing as the one currently
being measured.

FIGURE 6.2: The average number of reconstructed vertices per event
in Monte Carlo data as a function of µ obtained using truth informa-

tion. All WPs use a pT cut of 900 MeV.

The pileup corrections calculate how many vertices would have been recon-
structed in the absence of pileup complicating the reconstruction process. There
are three corrections for the "in time pileup’", and none for "out of time pileup", as
it it does not have a large effect on this algorithm. Furthermore these corrections
are evaluated for each working point individually. The three corrections applied to
vertex counting are:

• The split vertex correction: A single vertex is mistakenly reconstructed as two
vertices. This results in more vertices being reconstructed than should have
been.
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• The merged vertex correction: When two proton-proton collisions happen
very close to each other the reconstruction algorithm can mistakenly recon-
struct them both as one vertex, when there should have been two. This results
in fewer vertices being reconstructed.

• The fake vertex correction: It is possible for a vertex that should have failed
the cut on the number of associated tracks to pass due to a track (or tracks)
being incorrectly assigned to the vertex. This results in more vertices being
reconstructed.

6.5.3 Mathematical formalism of the pileup correction

The three pileup corrections are parametrised as a correction to the average num-
ber of reconstructed vertices per event, µrec, which is what the algorithm initially
measures. Applying the corrections gives the average number of vertices that could
have been reconstructed if there were no pileup effects, µvis, and this is the output of
the algorithm.

The basic concept of this algorithm is as follows. Firstly the average number of
fake vertices per event, µ f ake, and the average number of split vertices per event,
µsplit, are subtracted from µrec as they increase the number of reconstructed vertices,

µreal = µrec − µ f ake − µsplit. (6.3)

Here, µreal is the average number of real vertices that were reconstructed, i.e. all of
the vertices that were not fake or split. Secondly, to correct for the vertices that were
not reconstructed due to vertex merging, the number of real vertices are then added
to the number of merged vertices to obtain µvis,

µvis = µreal + µmerged. (6.4)

The quantity µvis should be linear with the instantaneous luminosity and this is
tested in section 6.6.1. Additionally it is convenient to parametrise the merging cor-
rection as a multiplicative factor, fmerge, where a value of one would correspond to
no merging. This factor fmerge is parametrised by,

fmerge = 1 +
µmerged

µreal
, (6.5)

so thereby,
µvis = µreal × fmerge. (6.6)

Both the split and fake vertex correction require truth MC information to be able to
be calculated and the merging correction uses a data-driven technique.

Finally, there are two more definitions that are required for the discussion of this
algorithm: firstly there is µMC, which is defined to be the average number of vertices
that are reconstructed if MC truth information is used to match all of the tracks to
the correct vertex; secondly there is µtruth, which is the average number of proton-
proton interactions obtained using MC truth information. The method used for the
truth matching is covered in Appendix B.

6.5.4 The merged vertex correction

The merged vertex correction corrects for the case where two vertices are close enough
to each other that they are mistakenly reconstructed as one vertex. This correction
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is calculated in two stages and is the only one of the three corrections to use a data-
driven technique, rather than MC truth information.

The first stage is to calculate the probability that one out of two vertices are
merged as a function of their separation in ∆z. This is done using a data-driven
technique with low pileup data to reduce the effects of split and fake vertices. This
probability is then assumed to be a constant for all runs and independent of µ.

In the second stage, the merging correction factor is calculated for groups of 10
LBs. This is because the width of the vertex distribution in z varies during a run and
this in turn affects the merging probability. Ideally one would like to correct on a per
LB basis, however, this is not possible due to the statistical precision of one LB.

6.5.4.1 Stage 1: The probability that two vertices merge

This section describes the process by which one calculates the probability that two
vertices are merged, pmerge

(
|∆z|

)
, given their separation along the ẑ axis. To improve

the statistical precision, it is assumed that the functions used in vertex merging are
symmetric in the variable ∆z and this is tested in section 6.11.

There are two inputs to this calculation: the observed distribution of the vertices
along the ẑ axis, and the ∆z separation between all unique pairs of vertices in the
event, fobs

(
|∆z|

)
. These inputs are taken from a low µ dataset such as the quiescent

period of a vdM scan so that the contribution from fake and split vertices are small.
This can be seen in figures 6.4 and 6.5. Additionally, this calculation is performed
per working point.

1. The expected ∆z distribution, fexp
(
|∆z|

)
, of the vertices is defined to be what

the ∆z distribution would look like if there were no vertex merging. This can
be estimated by randomly sampling pairs of points from the observed vertex
z distribution and then calculating the absolute difference between these two
points.

2. To obtain the correct normalisation for fexp
(
|∆z|

)
, it is scaled by a constant, C0,

obtained by fitting to fobs
(
∆z
)

by,

fobs
(
|∆z|

)
= C0 × fexp

(
|∆z|

)
; ∆z ≥ 50 mm, (6.7)

f ′exp
(
|∆z|

)
= C0 × fexp

(
|∆z|

)
. (6.8)

This fit is only performed in the tails of the distribution where the effect of
vertex merging is negligible; in practice this is defined as |∆z| > 50 mm. This
can be seen clearly in figure 6.3. Additionally a systematic is assigned to the
region that is excluded from the fit and this is covered in section 6.11.2.

3. The function pmerge
(
|∆z|

)
is calculated from the difference between the scaled

expected, f ′exp
(
|∆z|

)
, and the observed case, fobs

(
|∆z|

)
,

pmerge
(
|∆z|

)
=

f ′exp
∣∣(∆z|

)
− fobs

(
|∆z|

)
f ′exp
(
|∆z|

) . (6.9)

The quantity pmerge
(
|∆z|

)
derived in the first stage is now assumed to be a con-

stant for all runs and independent of µ. Figure 6.3 depicts the fit of fexp
(
|∆z|

)
to fobs

(
∆z
)

as well as pmerge
(
|∆z|

)
for several of the WPs using data obtained

from the quiescent period of the vdM scan with number 299390.
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6.5.4.2 Stage 2: Applying the vertex merging correction

The next step is to calculate the total average per-event merging probability that any
two vertices merge, Pmerge, and from this the merging correction factor, fmerge. This
correction is calculated for blocks of approximately 10 LBs at at time to account for
changes in the z distribution of vertices during a run.

1. A new expected ∆z distribution, fexp,2
(
|∆z|

)
, is calculated using the same method

as in the previous stage. However, now the input is the z distribution of ver-
tices for the 10 LBs in the run that the correction it is to be calculated for. To
obtain the total probability one integrates over pmerge

(
∆z
)
,

Pmerge = 2×
∫ ∞

0
pmerge

(
|∆z|

)
× C1 fexp,2

(
|∆z|

)
d∆z, (6.10)

where the factor of two arises as the modulus of ∆z is used. C1 is a normali-
sation constant so that fexp,2

(
|∆z|) has an integral of 1. This normalisation is

given by

C1 =
1∫ ∞

−∞ fexp,2
(
|∆z|)d∆z

, (6.11)

and it ensures that equation 6.10 is the multiplication of two probability distri-
butions.

2. Using the total merging probability, Pmerge, one can generate a function relating
the average number of real reconstructed vertices per event, µreal , to the num-
ber of vertices that could be reconstructed per event with no vertex merging,
Ngen. To achieve this, the vertices are numbered in the order their reconstruc-
tion was attempted by the vertex finding algorithm, 1 ≤ i ≤ Ngen. An iterative
procedure is then used to calculate the probability that each vertex is recon-
structed, pi. This iterative procedure is required as one needs to account for
the possibility that each vertex can merge with any other vertex.

3. The probability that the first vertex is reconstructed is defined to be 1, as there
are no other vertices to merge with it,

p1 = 1. (6.12)

4. The probability that the second vertex is merged is given by the probability the
first was reconstructed multiplied by the probability that it is not merged,

p2 = p1
(
1− Pmerge

)
. (6.13)

5. To calculate the probability that ith vertex is merged, an iterative procedure
is applied. The probability for each vertex is now calculated after taking into
account the probability that the previous vertices could be either have been
merged or not,

pk =
k−1

∏
i=1

[
pi
(
1− Pmerge

)
+
(
1− pi)

)]
. (6.14)

The first term in this equation, pi
(
1− Pmerge

)
, corresponds to the probability

that the previous vertex i was reconstructed multiplied by the probability that
it has not merged with vertex k. The second term,

(
1 − pi

)
, corresponds to
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the probability that the previous vertex i was merged and so cannot stop ver-
tex k from being reconstructed. Equation 6.14 can be re-arranged to be more
convenient for calculation so that each probability pk only depends on pk−1,

pk =
k−1

∏
i=1

[
1− piPmerge

]
,

=
(
1− pk−1Pmerge

) k−2

∏
i=1

[
1− piPmerge

]
,

= pk−1
(
1− pk−1Pmerge

)
.

(6.15)

6. A sum over the probabilities that each vertex is merged is then used to relate
the average number of real reconstructed vertices per event, µreal , to the num-
ber of vertices that could be reconstructed per event with no vertex merging,
Ngen.

µreal
(

Ngen
)
=

Ngen

∑
i=1

pi (6.16)

7. The total number of proton-proton interactions per event is a Poisson dis-
tributed process. To obtain the mean number of real reconstructed vertices
per event, µreal , as a function of the mean number of vertices that could be re-
constructed if none were merged, µvis, one convolves the Poisson distribution,
P
(

Ngen; µvis
)

, with equation 6.16:

µreal
(
µvis
)
=

∞

∑
Ngen=1

[
P
(

Ngen; µvis
)
µreal

(
Ngen

)]
. (6.17)

8. From equation 6.6 and 6.17 one can obtain fmerge as a function of µvis,

fmerge =
µvis

µreal
=

µvis

∑∞
Ngen=1

[
P
(

Ngen; µvis
)
µreal

(
Ngen

)] . (6.18)

9. Finally a plot of fmerge against µreal can be plotted. This is achieved by numeri-
cal methods and is then parametrised with a 4th order polynomial function so
that it can be calculated for any value of µreal ,

fmerge =
n=4

∑
k=0

[
ck × µk

vis
]
. (6.19)
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(a)|∆z| template fit, nVtx3_900. (b) pmerge
(
|∆z|

)
, nVtx3_900.

(c)|∆z| template fit, nVtx5_900. (d) pmerge
(
|∆z|

)
, nVtx5_900.

(e)|∆z| template fit, nVtx7_900. (f) pmerge
(
|∆z|

)
, nVtx7_900.

FIGURE 6.3: The working points shown here are nVtx3, nVtx5 and
nVtx7. The left three plots (a,c,e) show the fit of fexp to fobs in the
∆z region where vertex merging has no effect. The right three (b,d,f)
plots show the distribution of pmerge

(
|∆z|

)
. The data used in these

plots was obtained from the quiescent period of run 299390. All WPs
use a pT cut of 900 MeV.
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6.5.5 The split vertex correction

The split vertex correction is evaluated using MC truth information and more details
on MC truth logic can be found in Appendix B.1. A vertex pair is classified as split if
both of the vertices have the majority of their associated tracks truth-matched to the
same proton-proton interaction. The split correction is parametrised in terms of µvis,

µsplit = µsplit
(
µvis
)
. (6.20)

Figure 6.4 depicts the average number of splits per event as a function of µtruth and as
a function of the number of vertices that could have been reconstructed with perfect
track matching, µMC. The right hand side plot of figure 6.4 is then parametrised with
an third order polynomial,

µsplit =
3

∑
k=0

[
ck,split × µk

MC
]
. (6.21)

Then the substitution that µMC = µvis is made, and this is tested in section 6.7. This
gives,

µsplit =
3

∑
k=0

[
ck,split × µk

vis
]
. (6.22)

FIGURE 6.4: Left: The average number of split vertices, µsplit, per
event as a function of µtruth. Right: The average number of split ver-
tices, µsplit, per event as a function of µMC. All WPs use a pT cut of

900 MeV.

6.5.6 The fake vertex correction

The fake vertex correction is parametrised in an analogous manner to the split cor-
rection. Like the split vertex correction, the fake correction is also evaluated using
MC truth information. More details on this can be found in Appendix B.2. A vertex
pair is classified as fake if after using MC truth information to remove the incor-
rectly matched tracks it fails the cut on the number of associated tracks imposed by
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the working point. The fake correction is parametrised in terms of µvis,

µ f ake = µ f ake
(
µvis
)
. (6.23)

From here one proceeds in exactly the same manner as for split vertices creating two
plots of µ f ake as a function of µtruth and µMC as a function of µtruth. Again like the
split correction these are combined into a plot of µ f ake as a function of µMC. Finally
the distributions in figure 6.5 are parametrised with an third order polynomial and
with the substitution that µMC = µvis one obtains,

µ f ake =
3

∑
k=0

[
ck, f ake × µk

vis
]
. (6.24)

FIGURE 6.5: Left: The average number of fake vertices, µ f ake, per
event as a function of µtruth. Right: The average number of fake ver-
tices, µ f ake, per event as a function of µMC. All WPs use a pT cut of

900 MeV.

6.5.7 Final parametrisation

The vertex counting algorithm calculates a value of µvis for every 10 LBs in a run4.
For the reader’s convenience the parametrisation of the three pileup corrections are
given below:

µmerged =
[

fmerge
(
µreal

)
− 1
]
× µreal , (6.25)

µsplit = µsplit
(
µvis
)
, (6.26)

µ f ake = µ f ake
(
µvis
)
. (6.27)

The issue with this parametrisation is that the value of µvis is not yet known, as this
is the output of the algorithm. The solution to this is to approximate µvis by µvis,0. To
obtain this, the vertex merging correction is applied to the number of reconstructed
vertices,

µvis,0 = µrec × fmerge
(
µrec
)
. (6.28)

4For runs with a number of LBs that is not divisible by 10 the remaining LBs are grouped with the
final 10, so a run with 112 LBs will contain one calculation with 12 LBs.
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Then an iterative procedure is used to find µvis,∞ where the output from n iterations,
µvis,n, is iterated:

µreal,n+1 = µrec − µ f ake
(
µvis,n)− µsplit

(
µvis,n), (6.29)

µvis,n+1 = µreal,n × fmerge
(
µreal,n). (6.30)

This iterative procedure is repeated until the following condition is met,

|µvis,n+1 − µvis,n|
|µvis,n+1 + µvis,n|

< 0.001, (6.31)

as further iterations will no longer improve the accuracy of the algorithm. The result
of the iteration is that one can parametrise the vertex merging corrections in terms
of µvis.

6.6 Optimisation of the working points

This section describes the process by which the cuts on the WPs were optimised and
each WP is optimised individually.

6.6.1 Linearity of µvis and µMC

The quantity µMC is the truth equivalent of µvis and so it is required to be linear with
µtruth for this algorithm to function properly. Figure 6.6 depicts the quantity µMC
for nVtx4_900 and nVtx4_2000 as a function of µtruth along with a fitted first order
polynomial to demonstrate linearity. For the WP nVtx4_900 it is clear that µMC is not
linear with µtruth. However, increasing the pT cut on the tracks increases the linearity
of µMC. In Run 1 this relationship was linear without increasing the pT. The reason
for this change is that the efficiency of associating tracks to a vertex is a µ dependent
quantity. The higher pileup in Run 2 results in a lower efficiency for track to vertex
association. Increasing the pT on the associated tracks greatly reduces this effect.
Ideally one would want to set this pT cut as high as possible to reduce the effect of
the non linearity of µMC with respect to µtruth.

6.6.2 Radial cut optimisation

The radial cut was required to remove the effect of secondary vertices in the ∆z
distribution and more detail on this can be found in Appendix A. It was found that
a cut of R < 0.3 mm was sufficient to negate the impact of secondary vertices on the
∆z distribution. Further tightening of this cut had no effect other than to reduce the
statistics.

6.6.3 pT cut optimisation

The limiting factor on how tight cuts on the WPs can be set to was found to be
the determination of pmerge

(
|∆z|

)
. If the cuts on the WPs are too tight it becomes

impossible to resolve the dip to zero in the ∆z distribution of vertices. The pT cut
was set as high as possible before the statistical error on the determination of Pmerge
was larger than 0.1%. This was tested in steps of 200 MeV5. Table 6.1 summarises

5The first step was 100 MeV.
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FIGURE 6.6: The top panel depicts the quantity µMC as a function of
µtruth for the WPs nVtx4_900 (left) and nVtx4_2000 (right). The red
line is a first order polynomial fit and the bottom panel shows the

residuals to this fit.

the value of the pT and R cuts for all the WPs. It can be seen in section 6.7 that these
pT cuts are effective in restoring linearity to µMC.

Working Point default pT cut [MeV] default R cut [mm]
nVtx2 1800 0.3
nVtx3 1600 0.3
nVtx4 1400 0.3
nVtx5 1200 0.3
nVtx6 1200 0.3
nVtx7 1000 0.3
nVtx8 900 0.3

TABLE 6.1: Table of default pT cut for the vertex counting WPs. This
has been optimised to be as high as possible while retaining enough

statistics to determine pmerge
(
|∆z|

)
.

6.6.4 Changes to the original method

This section will cover the changes made to the algorithm since its previous iteration
which is covered in [43]. The changes made to this algorithm were designed to
improve upon the statistical precision and to better calculate the pileup corrections.

Previously the modulus of the ∆z distribution was not used. This change ef-
fectively doubles the statistics available to calculate the merging correction. As no
asymmetry has been previously observed in ∆z, all the functions associated with the
vertex merging correction are expected to be symmetric in this variable.

The split vertex correction was previously negated in other iterations of this algo-
rithm. Although its effect is smaller than both the merged and fake vertex correction
its inclusion provides a more accurate prediction of µvis. Additionally, the higher
pileup in Run 2 with respect to Run 1 means that the split correction is larger than
for previous iterations of this algorithm as they were designed for Run 1.
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For the Run 1 iteration of this algorithm there was no variable cut on the pT of
the tracks associated to the vertex other than the ones imposed by the VtxLumi cuts
covered in section 6.2. It was found that optimizing this pT cut was required for the
Run 2 version of the algorithm. The reason why this cut was required can be found
in section 6.6.1.

6.7 Monte Carlo closure

A Monte Carlo closure test is performed to validate the three pileup corrections that
are described in section 6.5. The same MC is used here as the one that was used to
evaluate the fake and split corrections. Ideally one would want to use a statistically
independent dataset, however, none were available. The merging correction was
evaluated using the normal data-driven method on the µ = 2 dataset. The WPs
used in this section use the optimised cuts as described in section 6.6.

To have MC closure the output of the vertex counting algorithm, µvis, must cor-
rectly calculate the number of vertices that could have been reconstructed without
pileup effects, µMC, which can be obtained using MC truth information. Further-
more it is required for the quantity µvis to be linear with µtruth.

All of the following plots in this section show 4 quantities µvis, µrec, µreal and µMC
as a function of µtruth fitted with a first order polynomial to allow a visualisation of
the linearity. Figure 6.7 depicts the WPs vNtx2_1800 and vNtx3_1600. It can be seen
for the WP vNtx2_1800 the method does not close as the black points (µvis) do not
lie on top of the blue points (µMC). This is likely because the MC poorly describes
vertex merging and fakes for this WP. For the WP vNtx3_1600, µvis does correctly
recover µMC, however, neither quantity is linear with µtruth and the reason for this is
covered in section 6.6.1. With more statistics available to evaluate Pmerge for higher
values of the pT cut it should be possible to get a linear relationship between µvis and
µMC for vNtx3_1600.

FIGURE 6.7: Closure test for the WPs vNtx2_1800 (left) and
vNtx3_1600 (right). Top top panel shows the quantities µvis, µrec, µreal
and µMC as a function of µtruth fitted with a first order polynomial.
The bottom panel shows the residual to this first order polynomial
fit. The value of µvis for the WP nVtx2_1800 failed to recover µMC.

The WP vNtx3_1600 failed to have a linear µvis.
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Figures 6.8 and 6.9 show the closure for the remaining WPs. Here, it can be seen
that for the remaining WPs µvis does correctly recover µMC and that both quantities
are linear with µtruth.

FIGURE 6.8: Closure test for the WPs vNtx4_1400 (left) and
vNtx5_1200 (right). Top top panel shows the quantities µvis, µrec, µreal
and µMC as a function of µtruth fitted with a first order polynomial.
The bottom panel shows the residual to this first order polynomial

fit.

FIGURE 6.9: Closure test for the WPs vNtx7_1000 (left) and
vNtx8_900 (right). Top top panel shows the quantities µvis, µrec, µreal
and µMC as a function of µtruth fitted with a first order polynomial.
The bottom panel shows the residual to this first order polynomial

fit.

In summary MC closure has been demonstrated for all WPs nVtx4-8. The value
of µvis for the WP nVtx2_1800 failed to recover µMC. The WP vNtx3_1600 failed to
have a linear µvis.
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6.8 Calibrating the algorithm

To calibrate the algorithm the reference long physics run 299584 is used. The choice
of run is motivated by the fact that it was a long physics run that was measured very
close in time to the vdM scan with run number 299390. The reference algorithm
used to calibrate the vertex counting algorithm was chosen to be LUCIDHitOR. This
calibration was performed per WP.

6.9 Internal consistency

Figures 6.10 and 6.11 depict the ratio of the luminosity predictions of the WPs nVtx4-
8 with respect to nVtx6_1200 for two long physics runs in 2016. Each ratio is fitted
with a first order polynomial to allow a visualisation of the "flatness". It can be
seen that the working points that had MC closure are in very good agreement with
each other after calibration. The WPs used in this section use the optimised cuts as
described in section 6.6.

FIGURE 6.10: Internal stability ratios of the luminosity prediction
with respect to nVtx6_1200 for all WPs that have MC closure. The
ratio in this figure is for the run number 299584. The working points

nVtx4-nVtx8 show good agreement with each other
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FIGURE 6.11: Internal stability ratios of the luminosity prediction
with respect to nVtx6_1200 for all WPs that have MC closure. The
ratio in this figure is for the run number 302300. The working points

nVtx4-nVtx8 show good agreement with each other

The remainder of the runs that were analysed have a similar behaviour. As
shown in section 6.5 the pileup corrections are very different for each WP. This sug-
gests that the vertex counting algorithm demonstrates internal consistency as it has
been shown to provide similar results over a large range of values for the pT cut and
the number of associated tracks cut.

Figure 6.12 shows the same ratios as figures 6.10 and 6.11, however now the WPs
nVtx2 and nVtx3 are shown. It can be seen that these two WPs have a much poorer
agreement with the other 5 WPs. This is to be expected as they did not have MC
closure.
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FIGURE 6.12: Internal stability ratios of the luminosity prediction
with respect to nVtx6_1200 for all WPs that do not have MC closure.
The ratio in this figure is for the run number 299584. As expected the
stability ratios are far worse for these working points than the others

as they did not have MC closure.

6.10 External consistency

Figure 6.13 and 6.14 depict the ratio of the luminosity as predicted by the vertex
counting algorithm with respect to other luminosity algorithms. Only the WP nVtx6_1200
is used because all other considered WPs that had MC closure are consistent with
it. The other algorithms that are compared to the vertex counting algorithm are
OR_BI_LUCID, Mean_EMEC, Mean_D5_TILE, and PIXELENHANCED2_TRACKS. The calibra-
tion for the non vertex counting algorithms is the preliminary calibration update
from February 2017. The WPs used in this section use the optimised cuts as de-
scribed in section 6.6.

The figures 6.13 and 6.14 show that there is still a small residual µ dependence
for vertex counting. It is of the order of 1%, which is an increase to the previous
iteration of this algorithm in 2012. The behaviour of these two runs is typical for the
whole of 2015-2016. The vertex counting algorithm is consistent with the four lumi-
nosity algorithms considered in this section to within its statistical and systematic
errors. The WPs nVtx2 and nVtx3 are not shown in this section as they are known to
be inconsistent and do not have MC closure.

Additionally it can be seen that the other algorithms do not perfectly agree with
each other. The difference in the predictions between the different algorithms is
taken as a systematic on the final luminosity measurement as it is not possible to
determine if one is more correct than the others.
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FIGURE 6.13: External stability ratios with respect to nVtx6_1200.
The other algorithms shown in this plot are LUCID (top left), Tracks
(top right), Tile (bottom left) and EMEC (bottom right). The ratio in

this figure is for the run number 299584.
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FIGURE 6.14: External stability ratios with respect to nVtx6_1200.
The other algorithms shown in this plot are LUCID (top left), Tracks
(top right), Tile (bottom left) and EMEC (bottom right). The ratio in

this figure is for the run number 302300.
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6.11 Statistical and systematic uncertainties

The uncertainties listed in this section are specific to the vertex counting algorithm.
However, as the vertex algorithm is calibrated in a long physics run it is required to
account for the systematic error that arises from this calibration process and this is
covered at the end of the section. When uncertainties refer to the maximal difference
for all WPs, the WP nVtx2 and nVtx3 have been excluded as they do not have MC
closure as shown in section 6.7.

6.11.1 Statistical uncertainty

There are four sources of statistical uncertainty that effect the vertex counting al-
gorithm. Three of these sources are the determination of each of the three pileup
corrections and the final source is the number of vertices reconstructed in a 10 LB
period.

The statistical error on the split and fake corrections are negligible as the number
of events in the MC datasets used to determine these corrections is high. Further-
more, the optimisation procedure for the WP cuts does not allow the statistical error
on the value of Pmerge to be greater than 0.1%. This value, however, is used multiple
times in the determination of fmerge. To determine the impact on fmerge the value of
Pmerge was shifted up and down by 0.1%. It was found that the resulting effect on
fmerge was maximally 1.2%. As the correction fmerge is maximally of the order 10%,
the impact on µvis is 0.12%.

The determination of the average number of reconstructed vertices can be ap-
proximated using Gaussian statistics. In a 10 LB period there are approximately
100000 events with which to calculate this average. The error on the mean is propor-
tional to 1/√Nevents and so the error will be of the order of 0.1%.

6.11.2 Determination of Pmerge

Section 6.5.4 covers the determination of the probability that two vertices merge.
In this section when fexp

(
|∆z|

)
is fitted to fobs

(
|∆z|

)
the region ∆z ≥ 50 mm is ex-

cluded. A systematic is assigned to the change in the value of Pmerge when the the
excluded region is widened. To test the sensitivity to this exclusion region, Pmerge
was determined again using an exclusion region of ∆z ≥ 100 mm. The maximal dif-
ference between fmerge calculated using the normal exclusion (50 mm) and the new
exclusion (100 mm) region was 2.0% and so a systematic of 0.2% is assigned using
the same argument as the previous systematic.

6.11.3 Symmetrizing ∆z

Symmetrizing the ∆z distribution effectively doubles the number of available statis-
tics to perform the calculation of Pmerge. The difference in the calculation of Pmerge
with and without taking the modulus of ∆z was calculated for all WPs for the qui-
escent period in the vdM scan with run number 299390 and it was found that the
maximal difference resulted in a systematic of 0.1% using the same logic as the pre-
vious two sections. This is due to the slight normalisation difference of fexp

(
|∆z|

)
between the two methods due to statistics.
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6.11.4 Luminous region width impact on fake correction

The width of the luminous region in the MC is not the same as what is typically
observed in data along the ẑ axis. The number of fakes is expected to be influenced
by the density of of the vertices in the detector. Thereby, for the same value of µ a run
with a narrower distribution along the ẑ axis should have a larger fake correction.
To first order this correction will be linearly proportional to the difference in the
root mean square z (RMS(Z)) values between the luminosity blocks where the fake
correction is being applied and the MC where the fake correction was evaluated.
This can be expressed as:

µcorrected
f ake =

RMS
(
z
)MC

RMS
(
z
)Data × µ f ake. (6.32)

When this additional correction is applied to this algorithm it was found that the
maximal difference between the corrected luminosity predictions was 0.42%.

6.11.5 µ dependence

Comparisons of the vertex counting to other algorithms in section 6.10 show that
there is still a remaining µ dependence. A systematic of the size 1% is assigned to
cover this µ dependence.

6.11.6 µMC linearity

As demonstrated in section 6.6.1 µMC is not perfectly linear with µtruth. Although
this problem is greatly reduced with the optimisation of the pT cut, it is not entirely
removed. To account for the remaining non-linearity a systematic of the size 0.2% is
applied.

6.11.7 Algorithm calibration

There is a systematic error associated with the process by which the vertex count-
ing algorithm is calibrated using the prediction of LUCID in the run 299584. The
systematic errors that effect the LUCID algorithm’s prediction are given in table 6.2.
The total systematic associated with the calibration is 1.9%.

6.11.8 Summary of errors

Table 6.3 summarises all of the errors previously covered in this section. The total
error on the luminosity prediction of the vertex counting algorithm in a 10 LB period
is 2.2%.
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Source Uncertainty [%]
DCCT calibration 0.2
FBCT bunch-by-bunch fractions 0.1
Scan curve fit model 0.5
Background subtraction 0.2
Orbit-drift correction 0.1
Beam position jitter 0.3
Beam-beam effects 0.3
Emittance growth correction 0.2
Non-factorisation effects 0.4
Length-scale calibration 0.3
ID length scale 0.1
Bunch-by-bunch σvis consistency 0.2
Scan-to-scan reproducibility 0.5
Reference specific luminosity 0.2
Subtotal for absolute vdM calibration 1.1
Calibration transfer 1.6
Afterglow and beam-halo subtraction 0.1
Total 1.9

TABLE 6.2: Summary of the systematic errors on the determination
of the calibration of algorithms using the LUCID detector. The table
summarises the breakdown of the contributions to the vdM calibra-
tion as well as the calibration transfer to physics running. The table

was obtained from [119].

Source Uncertainty [%]
Statistical: merged correction 0.12
Statistical: µrec determination 0.1
Sub-Total Statistical 0.16
Determination of Pmerge 0.2
Symmetrizing ∆z 0.1
Luminous region width impact on fakes 0.42
µ dependence 1.00
µMC linearity 0.2
Algorithm calibration 1.9
Sub-Total Systematic 2.2
Total 2.2

TABLE 6.3: This table summarises all of the statistical and system-
atic errors that affect the luminosity prediction of the vertex counting
algorithm. All of the systematic errors in this table are correlated be-

tween each 10 LB measurement.
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6.12 Conclusion and future prospects

The vertex counting algorithm has been updated to perform well on data collected
by ATLAS in Run 2. It was validated using a MC closure test where all but two of
the WPs were validated. The algorithm was calibrated using the long physics run
299584 with a comparison to the prediction from the LUCID algorithm. All of the
WPs that passed the MC closure test were then demonstrated to have a good internal
consistency, furthermore the same working points were also demonstrated to be con-
sistent with OR_BI_LUCID, Mean_EMEC, Mean_D5_TILE, and PIXELENHANCED2_TRACKS.
Finally the statistical and systematic errors were evaluated on the algorithm. It was
found that the algorithm can predict the luminosity over a 10 LB time period with a
precision of 2.2%.

The future of the vertex counting algorithm into Run 3 is going to be challenging.
This is because the algorithm is strongly affected by pileup and with the even higher
pileup conditions expected in Run 3 it is going to be difficult to model the pileup cor-
rections to a sufficient accuracy. Increasing the pT cuts on tracks can greatly reduce
the impact of pileup. Thereby, if a low µ dataset with enough statistics to resolve the
dip in the ∆z vertex distribution at ∆z~0 for higher pT cuts were available this effect
could be somewhat mitigated.

The main issue with the algorithm is that the fake correction is only evaluated in
one Monte Carlo dataset with a fixed width of the luminous region in the ẑ direction.
This is accounted for by applying a systematic, however, this effect will be needed
to be better studied for the higher pileup in Run 3. The other main issue is that the
algorithm cannot provide a better time resolution than a period of 10 LBs. This is
a fundamental limitation due to the statistical precision available. The final issue is
that two of the eight working points did not have MC closure. The suspected reason
for this is that the MC based corrections poorly describe these lower track vertices.
These WPs were also seen to behave poorly in Run 1.
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Chapter 7

Precision measurements of vector
boson fusion

This chapter presents precision differential cross-section measurements for the elec-
troweak production of a Z boson in association with two jets in a phase space de-
signed to enhance the contribution of the electroweak Zjj process. Section 7.1 pro-
vides an introduction to the background of Zjj production. Then section 7.2 covers
the data and MC samples used in this analysis. Section 7.3 covers basic event selec-
tion. Section 7.4 describes the corrections applied to the MC datasets. Section 7.5
contains comparisons of data and MC simulations, revealing a general mismod-
elling of the dominant background process. Section 7.6 summarises the method used
to constrain the background modelling and to extract the electroweak signal. Sec-
tion 7.7 illustrates the systematics and how they were evaluated. Section 7.8 shows
the predicted uncertainties calculated using Asimov data. Section 7.9 presents the
differential electroweak cross-section. Section 7.10 describes an alternative method
to extract the electroweak signal along with comparisons to the method. Finally
section 7.11 is a summary of the results.

7.1 Introduction

The majority of events at ATLAS containing the production of a Z boson in associa-
tion with at least two jets are produced via the so-called "strong Z boson production"
(strong-Zjj). In this process, the jets are produced via a strong force interaction, such
as initial state QCD radiation from the incoming partons. An example of this is the
Drell Yan process shown in the left hand side of figure 7.1. In strong-Zjj events, the
two jets are colour-connected, and this produces an experimental signature of addi-
tional jet activity, produced predominantly in the rapidity interval between the two
leading jets.

An alternative production mechanism for Zjj is quark-quark scattering mediated
by the t-channel exchange of a weak gauge boson [131, 132]. This is referred to as
the electroweak production of a Z boson in association with two jets (EW-Zjj). This
is a purely electroweak process and so the rate is approximately O(100) times lower
than the strong-Zjj process. As covered in section 2.3.4, the structure constant for
the SU

(
2
)

L group is the totally anti-symmetric tensor εijk, which allows for self in-
teraction between the photon and the W/Z boson. The result of this self interaction
are triple (TGC) and quartic (QCG) gauge couplings. In the SM the allowed TGCs
are the WWγ and the WWZ vertex. The WWZ vertex is referred to as vector boson
fusion (VBF) and is shown on the right hand side of figure 7.1.

The VBF process is of great interest to the ATLAS Collaboration because it is
sensitive to new physics via anomalous triple gauge couplings [133] and the fact it
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FIGURE 7.1: Feynman diagrams depicting the production mechanism
of a Z boson in association with jets. These diagrams depict the spe-
cial cases where: (left) the additional jets arise as the result of radi-
ated gluons (strong-Zjj), and (right) a t-channel exchange of an elec-

troweak gauge boson (EW-Zjj). Figure obtained from [130].

is similar to the VBF production of the Higgs boson. Furthermore, VBF is not the
only mechanism for the EW-Zjj production. Figure 7.8 depicts most of the tree level
diagrams for EW-Zjj production.

Di-boson production VV (V = W, Z) is another sub-dominant source of Zjj
events if one of the bosons decays hadronically. Figure 7.9 shows this process for
both the s- and t-channels. Although this is also a purely electroweak process it is
not considered part of the definition of EW-Zjj due to the fact it does not have a
t-channel exchange of a weak gauge boson.

The first observation and cross-section measurement of EW-Zjj in pp collisions
was at the ATLAS detector at a centre-of-mass energy of

√
s = 8 TeV [134]. The pre-

dictions using the Powheg-box event generator [135–137] were in good agreement
with the measured fiducial cross-section and this allowed limits to be placed on the
anomalous triple gauge couplings on the WWZ vertex. A separate cross-section
measurement was also performed at the centre-of-mass energy of

√
s = 13 TeV [130],

and the resulting EW-Zjj cross-section as a function of the centre-of-mass energy can
be seen in figure 7.10. The CMS collaboration has also measured the EW-Zjj produc-
tion cross-section at both centre of mass energies [138]. A summary of

√
s = 7 TeV

and
√

s = 8 TeV measurements of both EW-Zjj and EW-Wjj cross-sections can be
seen in figure 7.11.

In this chapter, a data-driven method is used to extract the EW-Zjj contribution.
This measurement is performed using proton-proton collision data collected by the
ATLAS experiment during the years 2015-2018. The methodology is quite similar to
the previous EW-Vjj (V = W, Z) measurements [130, 134, 139]. The main differences
to these analyses is that for the first time differential cross-section measurements
of EW-Zjj are performed. Previously differential measurements were performed
only for inclusive1 Zjj using Run 1 data [134]. Additionally this analysis uses more
sophisticated statistical methods and the full Run 2 dataset which has more than ~40
times the statistics of the previous Run 2 measurement [130].

The differential cross-section measurements are performed on four key observ-
ables: the di-jet invariant mass, mjj; the rapidity separation of the leading two jets,
∆yjj; the transverse momentum of the di-lepton system, pZ

T , and the signed az-

imuthal angle between the two leading jets, ∆φ
signed
jj

2.

1Inclusive Zjj is the combination of strong-Zjj and EW-Zjj.
2The direction of the sign is that the lower pT jet’s azimuthal angle is subtracted from the higher pT

jet.
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FIGURE 7.2: Non-
resonant Via Z

FIGURE 7.3: Non-
resonant Via W

FIGURE 7.4: Z and
t-channel (via Z)

FIGURE 7.5: Z and
t-channel (via W)

FIGURE 7.6: t-
channel (via Z)

and Z

FIGURE 7.7: t-
channel (via W)

and Z

FIGURE 7.8: Feynman diagrams for EW-Zjj production at the LHC.
Figure obtained from Ref. [43].

FIGURE 7.9: Feynman diagrams for EW-Zjj di-boson production at
the LHC for both the (a) t-and (b) s-channel [43].
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FIGURE 7.10: The EW-Zjj cross-sections for the centre-of-mass ener-
gies of

√
s = 8 and 13 TeV, for two different value of di-jet invariant

mass (mjj ≥ 0.25 and 1 TeV) [138]. The error bars represent the total
uncertainty on the measurement. Additionally predictions from the

POWHEG event generator are shown with their uncertainty bands.



7.1. Introduction 91

FIGURE 7.11: A summary of measurements of the cross-section mul-
tiplied by the branching fractions divided by the SM predictions of
the EW production of a single W, Z or Higgs boson at a high di-jet in-
variant mass. The statistical error is marked by the lighter shaded
band and the outer darker band is the total measurement uncer-
tainty. The shaded regions that are centred at 1 represent the theo-
retical predictions which are POWHEG+PYTHIA8 for ATLAS, MAD-
GRAPH+PYTHIA8 for CMS, and POWHEG+PYTHIA8 for the LHC

combination [138].
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7.2 Data and MC samples

The analysis is performed on data taken from 2015 to 2018 with a proton bunch spac-
ing of 25 ns. For data collected during 2015 and 2016, an integrated luminosity of
35.7 fb−1 was collected. The 2017 data sample corresponds to an integrated lumi-
nosity of 44.3 fb−1 and the 2018 data has 58.5 fb−1. The full Run 2 dataset hence
corresponds to 138.42 fb−1, with a total uncertainty of 1.7% [119]. The measurement
of the integrated luminosity is covered in Chapter 5. The GRID datasets used are
listed in Appendix C.2.

Monte Carlo event samples are used to estimate the contributions of different
physics processes and to estimate the contribution from background events. Since
the pileup conditions were quite different between the years, dedicated MC samples
were produced within so-called MC campaigns with pileup and detector conditions
set to match that of the data. The MC16a campaign matches the data collected in
2015-2016, MC16d corresponds to 2017 data and MC16e to 2018 data. The MC sam-
ples within a given campaign are normalised to the luminosity of the dataset they
correspond to, and objects are reconstructed and calibrated according to the recom-
mendations from the ATLAS combined performance groups, which often differ from
year-to-year. Thereafter, an identical event selection is applied (see section 7.3.4) to
the three datasets and the samples are merged prior to the end of the analysis.

EW-Zjj production has been simulated using the VBF_W-Z process in POWHEG-
BOX [135–137]. Divergences from Born contributions are avoided by imposing a pT

cut on the two tagging jets of pj
T > 20 GeV . There is also a di-lepton mass cut of

mll > 60 GeV applied at the generator level. The renormalisation and factorisation
scales in the calculation were set to the constant value of the vector boson’s mass.
The samples used the CT10nlo PDF set and were showered using PYTHIA 8 with
the AZNLO tune for multiple parton interactions and the underlying event. This
POWHEG process omits the di-boson contributions from the EW-Zjj final state. This
assumes that the EWK and di-boson processes are independent with negligible in-
terference.

EW-Zjj production has also been simulated using the SHERPA v.2.2.1 genera-
tor [140], and the CKKW method is used to combine the various final-state topolo-
gies and match to the parton shower [141]. The SHERPA EW-Zjj sample also omits
the di-boson contributions from the EW-Zjj final state by using the min_n_tchannel
option from SHERPA and setting it to 1. The SHERPA sample is generated with a
mll > 40 GeV cut and a pj

T > 15 cut on the leading two jets. The matrix elements
were merged with the SHERPA parton shower [142] using the ME+PS@NLO pre-
scription [143]. However, the resulting MC sample suffers from the so-called colour-
flow bug [144, 145], which, as the name suggests, means that the QCD colour charge
flow was incorrectly assigned during the event generation. This results in a lower
overall cross-section, but more importantly, too much hadronic activity in the VBF
gap region. The same issues were present in the Run 1 analysis, where it also was
noticed that the scale and CKKW merging scale variations are much larger than ex-
pected (see figures 47 and 48 of reference [146]). Because of the known serious issues
with this sample, it is only used for cross checks, and for a very conservative EW-Zjj
shape systematic.

Strong-Zjj production has been simulated using two different generators: MAD-
GRAPH5_aMC@NLO v2.2.2 [147] and SHERPA 2.2.1. Having different samples for
the same process allowed cross-checks to be performed of the behaviour of the QCD
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contribution to Zjj production and helped assess the theoretical modelling uncer-
tainty.

The MADGRAPH5_aMC@NLO v2.2.2 (MADGRAPH) generator uses explicit ma-
trix elements for up to four partons at LO. The parton shower for this sample was ob-
tained from PYTHIA v8.186 [148], with the A12 tune and NNPDF23LO PDF set [149].
For the Strong-Zjj SHERPA sample, matrix elements were calculated for up to two
partons at next-to-leading-order (NLO) and up to four additional partons at LO us-
ing the Comix [150] and OpenLoops [151] matrix element generators.

The background processes relevant to this analysis come from semi-leptonic di-
boson decays, W+jets events, tt̄ and single-top production, and di-bosons produc-
tion. The di-boson processes were simulated using SHERPA v2.2.1 and v2.2.2. The
samples for tt̄ and single-top production were generated with the POWHEG-BOX v2
generator and PYTHIA 8 [148]. Finally, W+jets events were simulated with SHERPA

v2.1.1. All the SHERPA samples were produced using the CT10 [152] parton distribu-
tion functions (PDFs) and the default generator tune for underlying event activity.

All the MC samples above are passed through the GEANT 4 simulator [153] for
a full simulation of the ATLAS detector [154]. The effect of pileup interactions in
the same or nearby bunch crossings is also simulated using PYTHIA v8.186 with the
A2 tune [155] and the MSTW2008LO PDF set [156] and overlaid on the hard scatter
event of interest. The MC samples used are re-weighted so that the distribution of
〈µ〉matches what was observed in data in each production year.

The data and MC samples used are passed through the STDM3 derivation pro-
duction which preselects events with two off-line leptons (muons or electrons) with
pT > 15 GeV that also pass a loose quality criteria.

An overview of the signal and background samples used in this analysis is shown
in table 7.1 along with their total production cross-section, including higher order
QCD corrections and their respective uncertainties where available. A detailed list
of all these samples can be found in Appendix C.2.
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Physics process Generator σ [pb] σ`` [pb] σbaseline [fb]

EW-Zjj POWHEG+PYTHIA8 1.535 0.412 153

EW-Zjj SHERPA v2.2.0 1.267 0.292 85.0

Z + jets MADGRAPH+PYTHIA8 4,223 781 3630

Z + jets SHERPAv2.2.1 4,183 756 3121

VV SHERPA v2.2.X 106 0. 889 22.9

tt̄ POWHEG+PYTHIA8 452 0.451 11.8

single top POWHEG+PYTHIA8 145 0.040 0.7

W+jets POWHEG+PYTHIA8 39,178 0.006 0.0

(Z → ττ)+jets POWHEG+PYTHIA8 1901 0.019 0.0

TABLE 7.1: Signal and background MC samples with the associated
event generators and production cross-sections multiplied by the rel-
evant branching ratios. The EW and strong-Zjj(first four) samples are
generated separately for Z → e−e+ and Z → µ−µ+. The column la-
belled σ reports the total cross-section, and the next two present the
cross-section multiplied by a selection efficiency taken from MC sam-
ples, averaged over years and channels. The di-lepton cross-section
σ`` requires two good leptons, and the baseline cross-section σbaseline
accounts for the selection efficiency of the baseline section described

in section 7.3.4.
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7.3 Event selection for baseline region

This section will cover the process used to select events for a "baseline region". This
region is then later split into search and control regions to extract the EW-Zjj process,
and this is covered in section 7.6.2.

7.3.1 Event pre-selection

The event level pre-selections placed on the Run 2 data are:

• To be part of the standard ATLAS good run list.

• To reject events with tile calorimeter, liquid argon system or silicon tracker
problems.

• To remove events with missing information due to a restart of the timing, trig-
ger and control system.

• To remove events that fail the "Loose" event cleaning criteria, this cut is also
applied to the MC simulation (see section 7.3.3.3).

These detector level problems affect a small number of events and so the impact
on the total integrated luminosity is negligible. Additionally, there is another event
level cleaning cut that affects jets in the forward region in the 2016 data known as the
"BadBatMan" problem in the electromagnetic end-cap calorimeter. This cut is also
implemented as a decoration3 in the derivation framework and applying it removes
1.66% of the 2016 data. The integrated luminosity for 2016 is adjusted accordingly.

7.3.2 Trigger requirements

Each event needs to pass a di-lepton trigger, the recommended trigger is different
for each data period and lepton channel. The applied triggers are listed in table 7.2
and all the triggers used are un-prescaled. The trigger selections are also applied to
the MC simulations.

Data,MC period electron channel muon channel
Data 15 HLT_2e12_lhloose_L12EM10VH HLT_mu18_mu8noL1
Data 16, MC16a HLT_2e17_lhvloose_nod0 HLT_mu22_mu8noL1
Data 17+18, MC16d, MC16e HLT_2e24_lhvloose_nod0 HLT_mu22_mu8noL1

TABLE 7.2: Overview of the trigger requirements used for each of the
data-taking periods.

7.3.3 Object definitions

7.3.3.1 Electron definition

Electron reconstruction is covered in section 4.3. In this analysis, candidate electrons
must pass the Medium likelihood electron identification working point. They are
calibrated using the latest recommendations released in December 2018.

3A decoration is an additional piece of information added to the files.
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The electron isolation requires that the candidate electron satisfies the Gradient
isolation working point provided by the IsolationSelectionTool. This working
point uses a cone of radius R = 0.2 around the object to define the activity near the
electron. The working point targets an efficiency rather than a specific fixed energy
cut. The isolation efficiency is 90% for an electron with pT > 25 GeV and 99% for an
electron with pT > 60 GeV.

The electrons selected in this analysis are required to have pT > 25 GeV, |η| <
2.47. Additionally electrons that fall into 1.37 < |η| < 1.52 are removed as this region
corresponds to the calorimeter crack and so has poor resolution and reconstruction
efficiency.

7.3.3.2 Muon definition

Muon reconstruction is covered in section 4.4. Muons are pre-selected by the use of
the MuonSelectionTool with the Medium quality working point. Candidate muons
need also satisfy the same Gradient isolation working point as the electrons and are
required to have pT > 25 GeV and |η| < 2.4.

7.3.3.3 Jet definition

Jet reconstruction is covered in section 4.6. All jets are required to have a calibrated
transverse momentum of pT > 25 GeV and rapidity |y| < 4.4. To remove jets origi-
nating from different pp collisions in the same bunch crossing, the jet vertex tagger
(JVT) is used. In this analysis, the Medium JVT working point (JVT > 0.59) is applied
to jets with |η| < 2.5 and pT < 120 GeV. Events are rejected if a jet fails to fulfil the
"LooseBad" quality of the EventCleaningTool. For this event-level veto, only jets
with pT > 20 GeV and |η| < 2.8 that pass both JVT and overlap removal are used.

7.3.3.4 Overlap removal

Electrons are always reconstructed as jets due to the signature in the calorimeter, so
before selecting jets it is important to ensure that each jet does not coincide with a
good electron. Overlap removal (OR) is applied to veto objects where the selected
objects are not well separated. It is applied in two stages.

The first stage is applied to jets that pass a minimal pre-selection (pT > 25 GeV,
|y| < 4.4). A jet is removed if it is within a radius R < 0.2 of a good electron. A jet
is removed if it is within a radius R < 0.2 of a good muon if either of the following
additional criteria are met. The first criteria is that the number of tracks within the
jet of pT > 500 MeV must be less than 3. The second criteria is that the ratio of the
jet’s pT with respect to that of the muon must be less than two. This first stage of the
OR is applied to pre-selected jets because the efficiency scale factor of the JVT cut
can only be calculated after OR.

The second stage of OR is after the leptons and jets have been selected. Any
lepton that is within a radius R < 0.4 of a selected jet is removed. This is essentially
an additional isolation cut on the selected leptons.

7.3.4 Final selection

The event selection is very similar to the previous EW-Zjj analyses detailed both
in the papers [130, 134, 139] and in the support note [146]. The event selection is
designed to reject various backgrounds while retaining the EW-Zjj signal process
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such that the signal-to-background ratio is enhanced. The selection criteria is sum-
marised in table 7.3 and is referred to as the baseline region. This is applied on top
of the basic object selection outlined in section 7.3.3. A detailed description is given
below.

Event selection Description
Trig+DQ di-lepton trigger. Lumiblock flagged good by GRL. Data quality flags.
di-lepton Two opposite sign leptons e+e− or µ+µ− with m`` ∈ (81, 111) GeV.
di-jet At least two jets where the leading two have pj1

T > 85 GeV and pj2
T > 80 GeV.

Baseline pZ
T > 20 GeV, pbal

T < 0.15, mjj > 1000 GeV, ∆yjj > 2, ξZ < 1.0

TABLE 7.3: Overview of the event selection. The criteria are applied
cumulatively.

The leading two jets are denoted j1 and j2 and their four momentum sum defines
the di-jet system, denoted jj. The invariant mass of this system is the di-jet invariant
mass, mjj and the rapidity separation between j1 and j2 is denoted ∆yjj. Any jet that
has rapidity in the rapidity interval of the two leading jets (i.e. between yj1 and yj2)
is defined as a gap jet. The number of such jets, denoted Ngap

jets , is a key observable of
the analysis.

The Z candidate Z bosons are selected by requiring two oppositely charged
same-flavour leptons with 81 < m`` < 111 GeV. The di-jet system is selected by
requiring the leading and sub-leading jets have a pT of pj1

T > 85 GeV and pj2
T > 80

respectively. Finally the baseline region is selected by requiring that the di-lepton
system has a pZ

T > 20 GeV and that the di-jet system has a invariant mass of mjj >
1000 GeV and di-jet rapidity separation of ∆yjj > 2. The final cut is on the pT-balance
of the system of pbal

T < 0.15. The pT-balance observable is defined as

pbal
T ≡

∣∣∑~pT
∣∣ / ∑ pT, (7.1)

where the sum runs over the two leptons and the leading two jets, and the leading
gap jet, if such a jet exists. Finally, the Z centrality observable, ξZ, is defined by

ξZ =
|y`` − (yj1 + yj2)/2|

∆yjj
, (7.2)

and it describes the absolute difference in rapidity of the di-lepton and di-jet systems
divided by the rapidity separation of the two leading jets.

Tables 7.4 and 7.5 present the observed and predicted event yields of the Z → ee
and Z → µµ channels, respectively, after the different event selection critera. They
make the motivation for each selection criteria quite clear. The jet pT and pZ

T require-
ment significantly reduces the strong Z background, while the pbal

T requirement sig-
nificantly reduces contributions from tt̄ and single top.

7.3.5 Normalisation regions

The normalisation region follows an identical selection process to that for the base-
line region with the exception that the cut on the di-jet invariant mass is now re-
quired to satisfy 500 < mjj < 750 GeV. These normalisation regions are used as part
of the data-driven constraint and are covered in more detail in section 7.6.3.
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Z → ee channel Selection
Sample None Trig+DQ Dilepton Jets ∆yjj mjj pZ

T pbalance
T ξZ

Data 2015+2016 330.0M 31.2M 13.1M 93.4k 26.2k 26.1k 24.4k 18.4k 17.3k
Sherpa strong Zjj 74.7M 25.5M 13.1M 86.1k 27.1k 27.0k 25.3k 18.9k 17.8k
Madgraph strong Zjj 75.6M 26.4M 13.5M 103k 29.5k 29.4k 27.7k 22.2k 21.1k
tt̄ 3.3M 306k 16.2k 3.1k 741 738 683 196 193
Diboson 357k 77.6k 24.5k 2.2k 484 483 463 278 265
Single top 445k 32.5k 1.4k 112 32 31 29 9.4 9.4
Powheg EW Zjj 27.4k 14.2k 7.1k 2.6k 1.8k 1.8k 1.7k 1.5k 1.5k
Total MC (MG) 79.7M 26.8M 13.5M 111k 32.5k 32.4k 30.6k 24.2k 23.1k
Total MC (Sherpa) 78.8M 25.9M 13.1M 94.2k 30.2k 30.1k 28.2k 20.9k 19.8k
Data 2017 281.6M 27.6M 14.5M 107k 30.0k 29.9k 27.8k 20.9k 19.7k
Sherpa strong Zjj 92.7M 27.1M 15.0M 103k 32.5k 32.4k 30.2k 22.4k 21.1k
Madgraph strong Zjj 93.7M 27.9M 15.4M 123k 35.2k 35.1k 32.9k 26.3k 25.0k
tt̄ 4.0M 251k 18.6k 3.6k 872 870 802 243 240
Diboson 451k 77.1k 28.4k 2.6k 588 586 563 342 327
Single top 557k 25.1k 1.7k 133 29 29 26 10 9.7
Powheg EW Zjj 34.0k 14.8k 8.3k 3.1k 2.1k 2.1k 2.0k 1.8k 1.8k
Total MC (MG) 98.8M 28.3M 15.4M 132k 38.8k 38.7k 36.3k 28.7k 27.4k
Total MC (Sherpa) 97.8M 27.4M 15.0M 112k 36.1k 36.0k 33.6k 24.8k 23.5k
Data 2018 313.8M 37.4M 19.3M 141k 39.7k 39.5k 36.8k 27.7k 26.1k
Sherpa strong Zjj 122.3M 36.1M 19.9M 136k 43.2k 43.1k 40.2k 30.0k 28.0k
Madgraph strong Zjj 123.8M 37.3M 20.5M 163k 46.6k 46.5k 43.7k 34.8k 33.1k
tt̄ 5.1M 345k 25.0k 4.9k 1.2k 1.2k 1.1k 310 303
Diboson 566k 103k 37.7k 3.4k 779 777 745 453 436
Single top 688k 34.4k 2.2k 188 50 50 49 16 16
Powheg EW Zjj 44.8k 19.8k 11.2k 4.2k 2.9k 2.9k 2.7k 2.5k 2.4k
Total MC (MG) 130.2M 37.8M 20.6M 175k 51.5k 51.4k 48.3k 38.0k 36.3k
Total MC (Sherpa) 128.8M 36.6M 20.0M 149k 48.0k 47.9k 44.8k 33.2k 31.2k

TABLE 7.4: Z → ee channel data event yields and predicted yields
from MC at various stages of the event selection. The cuts in this

table are the same as listed in table 7.3.
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Z → µµ channel Selection
Sample None Trig+DQ Dilepton Jets ∆yjj mjj pZ

T pbalance
T ξZ

Data 2015+2016 330.0M 96.1M 14.8M 99.7k 28.3k 28.3k 26.2k 19.9k 18.5k
Sherpa strong Zjj 74.5M 31.1M 15.1M 91.0k 29.6k 29.5k 27.4k 20.5k 19.1k
Madgraph strong Zjj 75.2M 32.3M 15.6M 110k 31.9k 31.8k 29.7k 23.8k 22.5k
tt̄ 3.3M 1.1M 17.2k 3.1k 740 738 683 210 209
Diboson 357k 113k 27.5k 2.2k 496 495 475 286 273
Single top 445k 142k 1.5k 114 31 30 29 8.7 8.7
Powheg EW Zjj 27.4k 17.6k 8.0k 2.8k 1.9k 1.9k 1.8k 1.6k 1.6k
Total MC (MG) 79.2M 33.6M 15.6M 118k 35.0k 34.9k 32.6k 25.9k 24.6k
Total MC (Sherpa) 78.6M 32.5M 15.1M 99.2k 32.8k 32.7k 30.4k 22.6k 21.2k
Data 2017 281.6M 109.5M 16.3M 112k 32.1k 32.0k 29.7k 22.4k 20.9k
Sherpa strong Zjj 92.6M 38.8M 17.1M 108k 34.8k 34.7k 32.1k 23.8k 22.2k
Madgraph strong Zjj 93.1M 40.2M 17.7M 129k 38.1k 38.0k 35.5k 28.2k 26.6k
tt̄ 4.0M 1.3M 19.8k 3.6k 835 833 771 228 225
Diboson 451k 141k 31.9k 2.6k 587 585 564 338 323
Single top 557k 180k 1.8k 119 32 32 31 11 11
Powheg EW Zjj 34.0k 21.9k 9.3k 3.2k 2.2k 2.2k 2.1k 1.9k 1.9k
Total MC (MG) 98.2M 41.9M 17.7M 138k 41.7k 41.6k 38.9k 30.6k 29.1k
Total MC (Sherpa) 97.7M 40.5M 17.2M 117k 38.5k 38.4k 35.5k 26.2k 24.7k
Data 2018 313.8M 144.1M 21.5M 148k 42.6k 42.4k 39.4k 29.7k 27.7k
Sherpa strong Zjj 122.2M 51.1M 22.8M 142k 45.9k 45.8k 42.6k 31.4k 29.3k
Madgraph strong Zjj 123.1M 53.0M 23.5M 173k 50.7k 50.6k 47.3k 37.6k 35.5k
tt̄ 5.1M 1.8M 26.2k 4.6k 1.1k 1.1k 1.0k 324 321
Diboson 566k 186k 42.5k 3.4k 782 780 748 443 423
Single top 688k 236k 2.4k 188 50 49 47 12 12
Powheg EW Zjj 44.9k 29.0k 12.5k 4.3k 2.9k 2.9k 2.8k 2.5k 2.5k
Total MC (MG) 129.5M 55.2M 23.6M 185k 55.6k 55.5k 51.9k 40.9k 38.8k
Total MC (Sherpa) 128.7M 53.3M 22.9M 154k 50.8k 50.7k 47.2k 34.7k 32.6k

TABLE 7.5: Z → µµ channel data event yields and predicted yields
from MC at various stages of the event selection. The cuts in this table

are the same as listed in table 7.3.
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7.4 Simulation corrections

The corrections detailed in this section are applied to the MC simulations to account
for differences in the detector response and environment between the simulations
and the data. Generally they are applied on a per-event or per-object basis.

7.4.1 Pileup re-weighting

The MC simulations are produced each year before ATLAS has finished data taking.
This results in the ATLAS data and MC simulations having a different distribution of
the average number of pileup interactions, µ, per event. The PileupReweightingTool
calculates weights that can be applied per event in simulation in order to preserve
the cross-section of each sample whilst correcting the µ distribution to match the
data. The tool is provided with a pileup re-weighting configuration file for each
MC sample that contains the average µ distributions for that sample. The tool is
also provided a "Lumicalc" file for each data period; these files contain the average
µ distributions for data and can be generated for a given trigger. As this analysis
strictly uses un-prescaled triggers, the tool can be provided with centrally available
Lumicalc files that correspond to the official Good Run Lists (GRL).

In addition to providing per event weights, the tool also corrects the µ values in
simulation by a constant factor to account for a known effect where the µ distribution
in simulation is too hard. The MC16 samples used in this analysis require the MC
simulations to be scaled down by 1/1.03 before calculating the pileup weights.

7.4.2 Lepton scale factors

The lepton identification, reconstruction and isolation efficiencies are measured with
J/ψ and Z → ee events in data using a tag-and-probe method. One lepton must pass
the tightest identification requirements (the tag) for the event to be tagged, then the
second lepton (the probe) can be selected with very loose identification. This is done
to avoid a bias on the measured quantities of the second lepton. The probe electron
can then be used to measure the efficiencies, such as the electron identification effi-
ciency. This method is used to calculate scale factors dependent on η and/or pT and
they are applied on a per-event basis. This is done in both data and simulation and
the ratio of εdata/εsimulation provides a pT and η dependent scale factor that is applied on
a per-object basis for each simulation. The net effect is to correct the simulation to
reflect the real efficiency of the detector in data.

7.4.3 Trigger scale factors

The efficiency of the applied di-lepton triggers, given in section 7.3.2, are also incon-
sistent between data and MC, thus a trigger scale factor is required that accounts for
this difference. The di-electron triggers applied are symmetric, requiring 2 electrons
each with a given pT, i.e HLT_2e24_lhvloose_nod0. As such the two electrons in
an event are effectively identical in terms of calculating the trigger scale factor. In
contrast, the di-muon triggers such as HLT_mu22_mu8noL1 place different pT require-
ments on each muon and since one cannot know which of the reconstructed muons
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satisfied each requirement the trigger scale factor is computed in a more sophisti-
cated manner. The efficiency is computed as follows for both data and simulation

ε = εleg1
(
µ1
)
εleg1

(
µ2
)
+ εleg1

(
µ1
) [

1− εleg1
(
µ2
)]

εleg2(µ2)

+ εleg1
(
µ2
) [

1− εleg1
(
µ1
)]

εleg2(µ1) (7.3)

where leg 1 and leg 2 are each half of the di-muon trigger and µ1 and µ2 are the
leading and sub-leading muon respectively. Again, the trigger scale factor is the
ratio of the efficiency calculated in data, to that calculated in simulation.

7.5 Background modelling in the baseline region

This section provides a comparison of data and simulation in the baseline region
using SHERPA as the strong-Zjj sample. Figure 7.12 depicts the variables mjj and
mll and it can be seen that the simulations over predict the event yield by nearly a
factor of two. How this poor modelling is corrected is covered in section 7.6. For
now it is sufficient to note that the simulation is over predicted and increasingly
so for higher values of mjj. In all the remaining plots in this chapter the electron
and muon channels are merged. This is because the mismodelling was seen to be
consistent between the two channels and merging them reduces the statistical error
on the data-driven corrections described in section 7.6.

FIGURE 7.12: A comparison of data and simulation in the base-
line region for the combination of the electron and muon channels
where SHERPA is used for the strong-Zjj prediction. The distributions

shown are m`` (left) and mjj (right).

Figure 7.13 shows a comparison of data and simulation for the leading and sub-
leading lepton pT. It can be seen that apart from the normalisation of the simulation
that the agreement is quite good as indicated by a flat data/MC ratio.

Figure 7.14 contains a comparison of data and simulation for the leading and
sub-leading jet pT. It can be seen that again the simulation over predicts the number
of events for high values of jet pT. This is to be expected after seeing this behaviour
for the variable mjj.
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FIGURE 7.13: A comparison of data and simulation in the baseline
region for the combination of the electron and muon channels using
where SHERPA is used for the strong-Zjj prediction. The distributions
shown are leading lepton pT (left) and sub-leading lepton pT (right).

FIGURE 7.14: A comparison of data and simulation in the baseline
region for the combination of the electron and muon channels using
where SHERPA is used for the strong-Zjj prediction. The distributions

shown are leading jet pT (left) and sub-leading jet pT (right).

The number of gap jets is defined to be the number of additional jets in the ra-
pidity interval with the two leading jets that pass the basic jets selection outlined
in section 7.3.3.3. Figure 7.15 depicts a comparison of data and simulation for the
number of gap jets and the transverse momentum of the Z boson. It can be seen that
again the number of gap jets is poorly modelled by the strong-Zjj MC simulation.
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FIGURE 7.15: A comparison of data and simulation in the baseline
region for the combination of the electron and muon channels using
where SHERPA is used for the strong-Zjj prediction. The distributions

shown are the number of gap jets (left) and pZ
T (right).

Figure 7.16 depicts a comparison of data and simulation for the variables ∆yjj

and ∆φ
signed
jj . It can be seen that while these variables are better modelled than the jet

pT, the agreement between Data/MC is again poor. In summary the normalisation

FIGURE 7.16: A comparison of data and simulation in the baseline
region for the combination of the electron and muon channels using
SHERPA for the strong-Zjj prediction. The distributions shown are

∆yjj (left) and ∆φ
signed
jj (right).

of the strong-Zjj is approximately ~25% too high in the baseline region. Further-
more, for the variables involving the jet transverse momentum the strong-Zjj MC
simulation increasingly over-predicts the number of events for higher values of pT.
How the normalisation and shape of the strong-Zjj is constrained is covered in the
following section.
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7.6 Extraction of the electroweak signal

This section covers the method used to extract the electroweak signal. The mismod-
elling of the simulation shown in the previous section means that the simulation
for backgrounds cannot be simply subtracted from the data. Instead, a data-driven
approach is used. Three control regions and a signal region are defined from the
baseline region. The control regions are used to derive and validate a data-driven
constraint on the strong-Zjj background that is then applied to the strong-Zjj tem-
plate in the signal region.

7.6.1 Blinding the analysis

The signal region in this analysis was blinded 4 while the analysis method was be-
ing developed. To determine the effectiveness of the data-driven constraint it was
derived in one control region and applied to the remaining two control regions.
Any non closure of this constraint is taken to be a systematic and is covered in sec-
tion 7.6.6. Additionally all the systematics were first predicted using an Asimov
dataset and this is covered in section 7.8.

7.6.2 Signal and control region definitions

The event selection in the signal and control regions follow the baseline event se-
lection outlined in section 7.3.4. The events are then divided into four orthogonal
subregions. The Signal Region (SR) is defined by Ngap

jets < 1 and ξZ ≤ 0.5 and is the
region with the largest relative contribution from EW-Zjj production. Three EW-
suppressed control regions (CR) are then defined by reversing these cuts: CR A is
defined as Ngap

jets ≥ 1 and ξZ ≤ 0.5; CR B is defined as Ngap
jets ≥ 1 and ξZ > 0.5 and

CR C is defined as Ngap
jets < 1 and ξZ > 0.5. These signal and control region defini-

tions are depicted in figure 7.17. The variables Ngap
jets and ξZ that are used to define

the SR and the 3 CRs are chosen as they are not correlated with each other. This is
shown in figure 7.18 for both data and the strong-Zjj SHERPA prediction, with corre-
lation coefficients of ~0.05 and ~0.07 respectively. Additionally these cuts suppress
the contribution of EW-Zjj in the CRs.

4In this context blinded means that the data in the signal region is not looked at for any reason until
the analysis method is finalised.
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FIGURE 7.17: Diagram depicting how the control and search regions
are defined for the extraction of the electroweak signal differentially.

These cuts are applied on top of those for the baseline region.

FIGURE 7.18: Correlation between the ξZ and Ngap
jets observables in

the baseline fiducial region, determined from data (left) and SHERPA
strong-Zjj (right). The correlation coefficients are−0.051 for data and

0.072 for SHERPA.
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7.6.3 Mathematical formalism

The differential cross-section for EW-Zjj production as a function of a variable x is
defined in each bin i of the distribution in a signal region by,

dσEW
i

dx
=

N̂EW
SR,i

∆xi LCEW
i

=
Ndata

SR,i − Nstrong
SR,i − Nnon-Z

SR,i

∆xi LCEW
i

, (7.4)

where L is the integrated luminosity of the dataset, and ∆xi is the width of the bin.
CEW

i is a bin-by-bin correction factor applied to the observed background-subtracted
data that accounts for experimental efficiency and detector resolution effects. It is
derived from EW-Zjj MC simulation as outlined in section 7.9. The N̂EW

SR,i term is
the estimated number of EW-Zjj events, defined as the data minus the non-EW Zjj
background, i.e.

N̂EW
SR,i = Ndata

SR,i − Nstrong
SR,i − Nnon-Z

SR,i . (7.5)

The small non-Zjj contribution (Nnon-Z
SR,i ) comes primarily from di-boson and tt̄ pro-

cesses and is taken from MC predictions normalised to the best available cross-
sections, as documented in section 7.2. The largest background contribution comes
from strong-Zjj production, which is estimated using a partially data-driven ap-
proach as outlined below. The number of strong-Zjj events in the SR, Nstrong

SR,i , is
defined by

Nstrong
SR,i = k rCR,i Nstrong,MC

SR,i , (7.6)

where in the ith bin of a differential distribution; Nstrong,MC
SR,i is the number of strong-Zjj

events predicted by MC simulation in the SR; rCR,i is a bin-by-bin re-weighting func-
tion derived in a CR and k is an additional normalisation factor that accounts for
data/MC mismodelling in the relative normalisation of the SR and CR. Both rCR,i
and k are derived in CRs and combine to constrain the strong-Zjj prediction in the
SR. This method determines the strong-Zjj constraints in sequential steps. Firstly
the rCR,i factors are determined, and then k. Finally these constraints are applied to
strong-Zjj template in the SR.

The re-weighting function, rCR,i is defined in each bin of the differential distribu-
tion by

rCR,i =
Ndata

CR,i − Nnon-strong
CR,i

Nstrong,MC
CR,i

, (7.7)

where Ndata
CR,i is the number of events measured in data in the CR of bin i, and Nstrong,MC

CR,i

and Nnon-strong
CR,i are the number of predicted strong-Zjj and non-strong-Zjj events

predicted by MC simulations respectively. Then rCR,i is parametrised using a func-
tion which depends on the kinematic variable that is being measured. Table 7.6
gives the parametrisations used, along with the alternative parametrisations for the
systematic evaluation (which is covered in section 7.7.2).

The normalisation factor, k, accounts for the relative data/MC normalisation dif-
ference between the search and CR. For the measurement of dσ/dmjj, the normalisa-
tion factor is defined as,

k =
Ndata

SR,0 − Nnon-strong
SR,0

Ndata
CR,0 − Nnon-strong

CR,0

Nstrong-MC
CR,0

Nstrong-MC
SR,0

, (7.8)
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Variable rCR,i parametrisation rCR,i alt parametrisation
mjj rCR,i = ea+b(mjj) rCR,i = a + (mjj)

b

∆yjj rCR,i = a + b(∆yjj) rCR,i = a + b(∆yjj) + c(∆yjj)
2

pZ
T rCR,i = a + b(pZ

T ) rCR,i = a + b(pZ
T ) + c(pZ

T )
2

∆φ
signed
jj rCR,i = a + c(∆φ

signed
jj )2 rCR,i = a + c(∆φ

signed
jj )2 ++c(∆φ

signed
jj )4

TABLE 7.6: Parametrisation of rCR,i for the 4 different variables.

where 0 labels a normalisation region. The normalisation regions used in equa-
tion 7.8 have an identical selection criteria to the signal and CRs given in figure 7.17
with the exception of the mjj cut. The signal and CRs use mjj > 1000 GeV and the
normalisation regions use 500 GeV< mjj < 750 GeV (This is the "zero bin" in equa-
tion 7.8). The choice of normalisation region at low mjj is motivated by the fact that
the number of strong events dominate the number of electroweak events and so the
electroweak template has little impact on the strong-Zjj normalisation.

For the measurement as a function of ∆yjj, pZ
T and ∆φ

signed
jj , the normalisation

of the strong-Zjj template in the search region is taken from the integral of the con-
strained mjj strong-Zjj template. This integral is taken over the range mjj > 1000
GeV. This ensures that strong-Zjj template has the same number of events in it for
each of the 4 measured variables.

Finally as there are two strong-Zjj predictions (SHERPA and MADGRAPH), the
analysis is repeated independently for each MC simulation and the final strong-Zjj
prediction is taken to be the average of the two results, with an error equal to the
spread of the two.

7.6.4 Choice of control region to constrain strong-Zjj in signal region

For the measurement of the differential cross-section as a function of mjj, the CR used
to define the re-weighting function in equation 7.7 is taken to be CR C. The motiva-
tion for using CR C is given in figure 7.19, which shows the double ratio of MAD-
GRAPH to SHERPA’s event-yield ratio NSR/Ni (where i = A, B, C) for strong-Zjj
production. To avoid large systematic uncertainties related to event generator mod-
elling, a flat double ratio is needed between the different generators as it implies that
they are consistent with each other. As shown in figure 7.19, the flattest double ratio
is obtained for event-yield ratios between the SR and CR C.

Other kinematic variables have different CRs with the flattest double ratio and so
not all variables derive the re-weighting function in the same CR. Figure 7.19 shows
the double ratios for the other kinematic variables and table 7.7 summarises which
CR is to be used to derive rCR,i. In figure 7.19 the statistical errors in the double ratio
as a function of mjj appear larger as it is a more steeply falling distribution and so
most of the events are in the first two bins.
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Variable Default CR
mjj C
pZ

T A
∆yjj C
∆φ

signed
jj A

TABLE 7.7: Summary of the CR used to derive the data-driven con-
straint. The CR chosen is the one that produces the flattest dou-
ble ratio of strong-Zjj event yields for different phase space regions,
Ni/NSR with respect to SHERPA. These ratios can be seen in fig-
ure 7.19. A flat double ratio implies that the difference between the
search and CR is the same for both MADGRAPH and SHERPA, and so

the systematic error will be lower.

FIGURE 7.19: Double ratio of event yields in different CRs for (top-
left) mjj, (top-right) ∆yjj, (bottom-left) pZ

T and (bottom-right) ∆φ
signed
jj ,

NSR/Ni with respect to SHERPA, (where i = A, B, C) for strong-Zjj
production as calculated with MADGRAPH and SHERPA. A flat dou-
ble ratio implies that the difference between the search and CR is the
same for both MADGRAPH and SHERPA, and so the systematic error

will be lower.



7.6. Extraction of the electroweak signal 109

7.6.5 Derivation of data-driven constraint on strong-Zjj

The parametrisation of rCR,i is given in table 7.6 along with the alternate parametrisa-
tions used to estimate the systematic impact of the parametrisation, which is covered
in section 7.7.2. A comparison of data and simulation in the default CRs for the four
key variables is given in figure 7.20. Figure 7.21 shows the data-driven constraint,
rCR,i, for both strong-Zjj templates for each of the four variables. The constraints
are derived in dedicated CRs that suppress the EW-Zjj contribution as outlined in
section 7.6.4 and for each of the MC event generators used to simulate strong-Zjj
production.

FIGURE 7.20: A comparison of data and simulation for CR used to
derive the SR for the four key variables. The chosen CR is the one
that has the flattest double ratio from figure 7.19. These plots use
the combination of the electron and muon channels and use SHERPA
for the strong-Zjj prediction. The distributions shown are mjj(CR C),

∆yjj(CR C), pZ
T (CR A) and ∆φ

signed
jj (CR A).

The re-weighting functions derived in the other CRs or using the alternate parametri-
sations given in table 7.6 are shown in Appendix F. For the variable ∆φ

signed
jj no CP

violation is expected and so the linear term in the second order polynomial has been
removed. If the linear term is kept in the fit, the value of the constant is within one
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FIGURE 7.21: Data-driven constraint on strong-Zjj production as
a function of (top-left) mjj, (top-right) ∆yjj, (bottom-left) pZ

T and

(bottom-right) ∆φ
signed
jj . The constraints are derived in dedicated CRs

(as outlined in section 7.6.4) and shown separately for the MAD-
GRAPH, and SHERPA event generators. These constraints are then

used to constrain the strong-Zjj in the search region.

standard deviation of zero. It is worth noting that as the re-weighting function is
describing a mismodelling effect, one can have a linear term without CP violation.
The same logic can be applied to the cubic term for the alternative parametrisation.
The additional normalisation factor, k, (equation 7.8) that accounts for data/MC mis-
modelling in the relative normalisation of the SR and CR of the Strong-Zjj, is derived
separately for each distribution using the phase space regions defined in section 7.6.4
and separately for each MC event generator prediction.

7.6.6 Closure test of constraints and normalisation factors

The SR is defined as Ngap
jets < 1 and ξZ ≤ 0.5 and the CRs used to derive the data-

driven constraint are listed in table 7.7. For this data-driven constraint to work effec-
tively the data/MC mismodelling must be similar between the CR and the SR. This
can be explicitly tested in the two EW-suppressed CRs that are not used to constrain



7.6. Extraction of the electroweak signal 111

the strong-Zjj template in the SR. This is illustrated in figure 7.22 for the mjj case. In
the full analysis, CR C is used to constrain the strong-Zjj template in the SR. This
can be validated using two EW-suppressed regions CR B and CR A. Specifically, a
re-weighting function derived in CR B can be used to correct the strong-Zjj template
in CR A and validated against the data. If a different CR other than C is used to ob-
tain the re-weighting function that constrains the SR, the other two CRs can still be
used to test the method in an analogous manner.

FIGURE 7.22: Diagram depicting how the control and search regions
are defined for the extraction of the electroweak signal differentially
and how the validation procedure is performed for the mjj variable.
The arrows’ origin is where that data-driven correction is derived and

it points to where the correction is applied.

Figure 7.23 shows the result of using a data-driven constraint derived in a CR
to constrain the SHERPA strong-Zjj prediction in another CR. It can be seen that
the agreement between data and simulation is improved for each of the measured
variables. The agreement is not perfect, however, as the data/MC ratio after the
data-driven constraint has been applied is not perfectly flat at 1. A non closure sys-
tematic is taken as the data/MC ratio in this validation CR, as described in section
7.7.2. This systematic accounts for the fact that the data/MC mismodelling is not
exactly the same in all regions.

The additional normalisation factor, k, (equation 7.8) that accounts for data/MC
mismodelling in the relative normalisation of the strong-Zjj template between the
two regions can also be checked. A summary of these normalisations can be found
in table 7.8 for both the validation and for constraining the search region. These
tables show that the normalisation factors derived in a CR to another CR are very
similar to moving from a CR to the search region. As the normalisation is derived
outside of the SR this check does not look at the data inside the SR itself and thereby
was performed before unblinding.

The reason for the variation in these k-factors between the SHERPA and MAD-
GRAPH shown in table 7.8 is due to the fact that the data-driven constraint happens
in two steps. The first step is the shape correction rCR,i which does not preserve the
integral of the strong-Zjj template. The second step is when the normalisation factor
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FIGURE 7.23: Data/MC ratios for CR A&C before and after the data-
driven constraint has been applied having been derived in CR B
for (top-left) mjj, (top-right) ∆yjj, (bottom-left) pZ

T and (bottom-right)

∆φ
signed
jj . The constraints are derived in dedicated CRs (as outlined in
section 7.6.4) and shown only for the SHERPA event generators.

k is applied. As the first step does not preserve the normalisation of the strong-Zjj
template, the k-factor is then a little different for each MC generator.
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Variable Name Derived In Applied To Value of k SHERPA Value of k MADGRAPH

mjj CR B CR A 1.14 0.81
mjj CR C SR 1.11 0.79
pZ

T CR B CR C 1.21 0.83
pZ

T CR A SR 1.21 0.82
∆yjj CR B CR A 1.18 0.85
∆yjj CR C SR 1.19 0.82
∆φ

signed
jj CR B CR A 1.17 0.84

∆φ
signed
jj CR C SR 1.20 0.87

TABLE 7.8: Comparison of the normalisation k values derived be-
tween the different CR/SR combinations. These values are expected
to be similar between the same strong-Zjj MC for both the CR and

the SR.

7.6.7 The strong-Zjj template in the SR

The final strong-Zjj prediction in the SR used in the measurement is taken to be an
average of the SHERPA and MADGRAPH constrained templates as there is no argu-
ment to be made that one is more accurate than the other. Figure 7.24 shows a com-
parison of the SHERPA and MADGRAPH templates in the SR after the data-driven
constraints have been applied. It can be seen that after the data-driven constraint is
applied there is a relatively good agreement between the two generator predictions.
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FIGURE 7.24: Predictions for the constrained strong-Zjj template in
the SR for both SHERPA and MADGRAPH for (top-left) mjj, (top-right)

∆yjj, (bottom-left) pZ
T and (bottom-right) ∆φ

signed
jj . The constraints are

derived in dedicated CRs (as outlined in section 7.6.4).

7.7 Statistical and systematic uncertainty

In this section, the method used to evaluate the experimental and theoretical system-
atic uncertainties on the measurement of the electroweak differential cross-section
are discussed.

7.7.1 Statistical uncertainties

The impact of the statistical error of both the CR and the SR are calculated for both
the MC and the data separately. The statistical error from the CR affects the calcu-
lated number of electroweak events as it is used to derive the data-driven constraint
as detailed in section 7.6.

The MC simulations’ statistical uncertainty can be sizeable. The statistical vari-
ance of the MC prediction (∑ w) in a bin is given by ∑ w2 of the events in the bin,
where w denotes the event weight, that includes the σL normalisation to the lumi-
nosity and all corrections accounting for shortcomings in the simulation (the pileup
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re-weighting and all lepton and jet efficiency scale factors). The fractional statistical
uncertainty of a predicted MC event yield nj in bin j is hence ∆nj =

√
∑j w2/ ∑j w.

The primary reason this uncertainty sometimes is large for the analysis is due to the
fact that the strong-Zjj sample is produced in slices of HT. The analysis is dominated
by high HT events, but events from low HT slices occasionally pass the event selec-
tion. These events have a very large cross-section normalisation weight, and have a
large contribution to ∑ w and ∑ w2.

To calculate the impact of the statistics a bootstrap method is used. For the data,
the analysis is repeated 2000 times: 1000 times where the SR is varied and the same
for the CR. For each repetition, the bin yield in a given distribution is varied by shift-
ing the bin yield by random numbers pulled from a Poisson distribution of mean
equal to the yield in the bin. Then the full analysis is repeated, i.e. the data-driven
constraint from the CR is applied in the SR to the strong-Zjj template and the num-
ber of electroweak events is extracted. The standard deviation of the extracted num-
ber of electroweak events is taken from the toy experiments to be the statistical error
from data in the bin.

For the MC simulations the analysis is again repeated 2000 times in an analogous
manner to the data. For each repetition the bin yields are varied by a random num-
ber pulled from a Gaussian distribution of mean equal to the value in the bin and
standard deviation equal to the error in the bin. Then the full analysis is repeated.
The standard deviation of the spread of predictions of the number of electroweak
events is taken to be the statistical error for the MC simulations in the bin.

7.7.2 Modelling of Strong-Zjj

The normalisation and shape of the strong-Zjj background is constrained using the
data-driven method outlined in section 7.6. In this method, a re-weighting func-
tion, rCR,i, for the strong-Zjj background is derived in a CR. It is then subsequently
used to re-weight the background template in the SR, after accounting for data/MC
differences in the relative normalisation of the SR and CR ( i.e. the additional nor-
malisation factor k). The change in the strong-Zjj background template due to any
experimental or theory systematic uncertainty can be defined in each bin as,

Nstrong
SR,i (shift) =

kshift

knom

rshift
CR,i

rnom
CR,i

Nstrong
SR,i (nom) (7.9)

where k and rCR,i are defined by equations 7.7 and 7.8, "shi f t" and "nom" label the
systematic-shifted and nominal templates. In the case of changes to only the strong-Zjj
background (i.e. the modelling uncertainty), the values of k and rCR,i simplify to

kshift

knom
=

Nstrong-MC
CR,0 (shift) Nstrong-MC

SR,0 (nom)

Nstrong-MC
CR,0 (nom) Nstrong-MC

SR,0 (shift)
, (7.10)

and
rshift

CR,i

rnom
CR,i

=
Nstrong,MC

CR,i (nom)

Nstrong,MC
CR,i (shift)

. (7.11)

For each source of uncertainty, the values of kshi f t/knom and rshi f t
CR,i /rnom

CR,i are determined.
These are then propagated to the strong-Zjj template in the SR using equation 7.9.
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The envelope of theory modelling variations is taken as a ±1σ theoretical uncer-
tainty band.

7.7.2.1 MC generator scales

The change in the strong-Zjj prediction due to the choice of factorisation and renor-
malisation is taken as a modelling systematic. Four variations are defined by using
new SHERPA strong-Zjj predictions with either the factorisation or the renormali-
sation scale shifted up or down by a factor of two. The full analysis is repeated
with the shifted strong-Zjj prediction and the number of electroweak events in each
bin of the SR is obtained. The difference between nominal and shifted is taken as a
systematic and is called QCD Scale.

7.7.2.2 Choice of Strong-Zjj generator

The theoretical modelling uncertainty due to the choice of event generator is de-
termined using SHERPA and MADGRAPH. Figure 7.19 shows the double ratio of
strong-Zjj event yields in the SRs and CRs for each of these generators in each bin
mjj, ∆yjj, ξZand Ngap

jets with respect to SHERPA. The double ratios are then fitted with
a first order polynomial and used to predict kshift/knom and rshift

CR,i/rnom
CR,i . The excep-

tion to this is ∆φ
signed
jj which uses a second order polynomial. Applying these fits

as an additional re-weighting allows one to to estimate a systematic associated with
the choice of strong-Zjj generator. The change in the extracted electroweak yield is
taken to be a systematic called the QCD modelling systematic.

7.7.2.3 Re-weighting function parametrisation

A systematic is assigned to the parametrisation of the re-weighting function, rCR,i.
Here, the full analysis is repeated using a different parametrisation and the dif-
ference in the extracted electroweak yield between this and the nominal case is
taken as a systematic and is called ReW parametrisation systematic. These alternate
parametrisations can be found in table 7.6.

7.7.2.4 Non closure of closure test

The closure test of the data-driven constraint is covered in section 7.6.6 and it quan-
tifies the non closure of the method in two EW-suppressed CRs. This non closure
is shown in figure 7.25 for each strong-Zjj MC simulation and is applied as an ad-
ditional re-weighting on the SR. This difference between the EW yields obtained
between the variation and the nominal re-weighting is taken as the systematic. This
systematic is called the QCD Non Closure systematic.

The non closure on the validation of the data-driven constraint is parametrised
by re-calculating the data-driven constraint, rCR,i (equation 7.7), and applying it as
an additional re-weighting on the SR. The difference between this and the nominal
case is taken as the systematic. The size of these non closures can be seen in fig-
ure 7.23. Additionally the non closure fits are shown in figure 7.25, where all the fits
are first order polynomials with the exception of ∆φ

signed
jj which uses a second order

polynomial.
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FIGURE 7.25: Fitted Data/MC ratios for CR A&C after the data-
driven constraint has been applied having been derived in CR B
for (top-left) mjj, (top-right) ∆yjj, (bottom-left) pZ

T and (bottom-right)

∆φ
signed
jj . The constraints are derived in dedicated CRs (as outlined

in section 7.6.4). All fits with the exception of ∆φ
signed
jj are first order

polynomials and ∆φ
signed
jj are second order polynomials.
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7.7.3 Theoretical modelling of electroweak Zjj

The shape and normalisation of the EW-Zjj simulation impacts on the analysis as it is
subtracted from the data in the CRs when determining k and rCR,i for the data-driven
constraint on the strong-Zjj background. Although these constraints are derived in
EW-suppressed regions, they still can result in a relatively large uncertainty on the
extracted EW yield.

7.7.3.1 Electroweak template shape

The uncertainty associated with the shape of the EW-Zjj template is determined by
using SHERPA and POWHEG+PYTHIA8. This is done after normalising the EW tem-
plates to the POWHEG+PYTHIA8 prediction in the baseline region, which is accurate
to NLO in QCD. The difference in shape between the two templates are shown in
figure 7.26 for the default CRs used for each measured distribution. This systematic
is called EWK Shape.

FIGURE 7.26: Ratio of electroweak templates predicted by SHERPA
and POWHEG+PYTHIA8 in the CR used to constrain the SR for each
measured distribution: (top-left) mjj, (top-right) ∆yjj, (bottom-left) pZ

T

and (bottom-right) ∆φ
signed
jj
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7.7.3.2 Electroweak normalisation

The uncertainty associated with the normalisation of the EW template is estimated
by varying the contribution by ±20%, which is consistent with the previously mea-
sured fiducial cross-sections using ATLAS data at

√
s = 8 TeV and

√
s = 13 TeV. The

analysis is repeated using the shifted templates and the difference between this and
the nominal case is taken as a systematic.

7.7.4 Jet and lepton systematics

The impact of the jet energy scale (JES), jet energy resolution (JER) and lepton sys-
tematics is calculated for each of the MC simulation samples used in this analy-
sis. The method to calculate this is slightly different for the strong-Zjj, EW-Zjj, and
non-Zjj samples and this section will cover each of these 3 cases in turn. The sys-
tematics shifts are applied separately to the MC16a, MC16d and MC16e MCs and
then the 3 shifted MC simulation predictions are summed together to create a single
systematic-shifted template.

For the strong-Zjj a method can be used analogously to equations 7.7.2 and 7.7.2
to evaluate effect of the JES and JER on the strong-Zjj template. The same double
ratio is calculated and applied to the strong-Zjj template in the SR.

For the EW-Zjj and the Non-Zjj the treatment is identical: the systematic shifts
are applied to events in both the SR and CR. This is because the data-driven con-
straint is affected by these templates in the CR. Both the EW-Zjj and the non-Zjj
affect the calculation of the normalisation as given in equations 7.7.2 and 7.7.2. Fur-
thermore, the non-Zjj components enter into the final calculation of equation 7.8.

7.7.4.1 Lepton systematics

As described in sections 7.4.2, so-called scale factors are applied to account for short-
comings in the simulated lepton reconstruction, identification and triggering effi-
ciency. These scale factors have associated systematic uncertainties.

For the electrons there is one systematic source each for the identification, isola-
tion and reconstruction and two for the triggers. For the muons, there are 2 isolation
systematics, 4 reconstruction systematics, 2 for track to vertex association (TTVA),
2 for trigger statistical uncertainty, 2 for identification, 2 for the sagita bias and one
for the scale. Furthermore, muons have associated uncertainties on both the mo-
mentum scale and resolutions in the muon spectrometer and the tracking systems.
All uncertainty sources are considered uncorrelated and are varied separately. A list
of all lepton systematics is given in Appendix E. The Lepton systematics, however,
were found to have a negligible impact on this analysis.

7.7.4.2 Jet systematics

Systematic uncertainties associated to jet reconstruction are split into two broad cat-
egories, jet energy scale (JES) and jet energy resolution (JER). The complete list of
JES/JER systematics is roughly 130 total nuisance parameters (NPs), investigating
each separately is only necessary for the most sensitive analyses so the jet perfor-
mance group offers various configurations that reduce the number of NPs to a man-
ageable number. This analysis uses the so-called "category reduction" for JES sys-
tematics which reduces the number of NPs to 29, leaving enough information so
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that a combination with CMS is possible, and for JER systematics the "full JER" re-
duction is used to reduce the number of NPs from 34 to 13. The JES uncertainties are
broken down by category as follows:

• 5 η intercalibration NPs (1 modelling, 3 non closure, 1 statistical)
• 2 flavour NPs (flavour response and flavour composition)
• 1 b jet response NP
• 4 pileup NPs
• 1 punch through NP
• 1 extremely high pT single particle NP
• 2 detector NPs
• 4 modelling NPs
• 6 statistical NPs
• 3 mixed NPs

JES uncertainties come from a variety of primary sources most of which are the jet
calibration procedures such as η intercalibration, Z+jet balance and multi-jet balance.
Other primary sources are MC non closure, jet flavour and pileup. Each of the 29
NPs are evaluated separately and for JES and JER the important NPs are given in
Appendix E.

Note that since the in situ jet calibration is derived to a large extent using γ+jet
and Z → ee events, the systematic uncertainties associated with the scale are cor-
related with the electron scale uncertainties. However, since all in situ JES and the
electron or muon scale uncertainties are found to be negligible, this is of no concern
to the analysis.

The per-jet efficiency to satisfy the jet vertex fraction requirement is measured
in (Z → ``)+jet events in data and simulation, selecting separately events enriched
in hard-scatter jets and events enriched in jets from other proton interactions in the
same bunch crossing (pileup). The corresponding uncertainty is evaluated in the
analysis by changing the nominal JVF cut value, of 0.59 by ±0.05 and repeating the
full analysis using the modified cut value. Additionally there is 1 NP associated
to the efficiency difference in data and MC of the default JVT requirement that is
applied as part of the jet definition, see section 7.3.3.3.

7.8 Predicted uncertainties in the SR with Asimov data

Asimov data is where one adds up all of the MC simulations used in the analysis to
make a set of "expected" data. This "expected" data is then used to to test the method
is behaving as expected.

7.8.0.1 Constraining the Asimov to look more like data

As it can be seen in figure 7.21 both the strong-Zjj samples SHERPAand MADGRAPH

greatly over predict the number of events at high mjj. If one were to use the "stock"
Asimov (i.e. without modification) one would have a large over-prediction in the
size of the systematics on the extracted EW yield, simply because the ratio of NEWK/NStrong
is too small. The ratio of NEWK/NStrong events is very important to this analysis. To
account for this, the strong-Zjj component of the Asimov is constrained using data
in the default CR for each variable in exactly the same method as illustrated in sec-
tion 7.6.3.



7.8. Predicted uncertainties in the SR with Asimov data 121

FIGURE 7.27: Depicted here are predicted systematic and statisti-
cal errors for mjj using Asimov data for the strong-Zjj (left) and the
number of electroweak events (right) and for SHERPA(top) and MAD-

GRAPH (bottom).

7.8.0.2 Predicted Statistical and systematic errors.

The Asimov corrected data was used pre-unblinding to calculate the estimated sys-
tematic and statistical errors per bin on the strong-Zjj template as well as the ex-
pected uncertainties on the extracted electroweak yield. Figure 7.27 shows the ex-
pected uncertainties for both MADGRAPH and SHERPA for mjj. The expected uncer-
tainties on the other three variables are given in Appendix G.

Figure 7.27 clearly demonstrates the relationship between the uncertainty on
the strong-Zjj template and the extracted EW-Zjj. As mjj increases the ratio of
NEWK/NStrong becomes larger, and so the fractional uncertainty on the strong-Zjj
template becomes less impactful on the extracted number of electroweak events.
This can be clearly seen by the fact the fractional error on the strong-Zjj increases
with mjj but the same behaviour is not seen for the extracted EW-Zjj yield. Instead,
for EW-Zjj the uncertainty is largest at low mjj values due to the electroweak errors,
as they affect the normalisation factor k. At high values statistical uncertainties dom-
inate. The uncertainty on the extracted electroweak yield is lowest in the mid-range
of mjj.
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7.9 Electroweak cross-sections

This section contains the extracted electroweak differential cross-sections in the SR
along with a comparison to a theory prediction from the POWHEG generator. The
differential cross-section, which is described in section 7.6.3, is given by,

dσEW
i

dx
=

N̂EW
SR,i

∆xi LCEW
i

=
Ndata

SR,i − Nstrong
SR,i − Nnon-Z

SR,i

∆xi LCEW
i

. (7.12)

Using the method covered in section 7.6 the quantity N̂EW
SR,i can be calculated by sub-

tracting the constrained number of strong-Zjj and non-Z events from that of the
data per bin. The integrated luminosity of the data analysed in this section is 138.42
(±1.7%) fb−1[119]. The correction factor accounts for experimental efficiency and
detector resolution effects and can be parametrised per-bin as,

CEW
i =

Nreco
i

Ntruth
i

, (7.13)

where Nreco is the number of reconstructed events that enter into the SR predicted
by the MC simulations. The quantity Ntruth is calculated by applying the normal
selection criteria for the SR but now using the MC truth information. The correc-
tion factor for the SR was computed using the SHERPA and the POWHEG predictions
for EW-Zjj. As SHERPA is known to suffer from the colour flow bug described in
section 7.2 the value obtained from POWHEG is used. The difference between the
predictions of SHERPA and POWHEG is taken as a systematic. Additionally the jet
and lepton systematics covered in section 7.7.4 are applied in the same method as
previously described. They constitute an additional systematic on the quantity Nreco

per bin. Figure 7.28 gives the correction factors, C, for all four key variables along
with their associated statistical and systematic error. It was found that the differ-
ence between the predictions of the SHERPA and POWHEG generators was found to
dominate the systematic error.
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FIGURE 7.28: Depicted here are correction factors mjj (top-left), ∆yjj

(top-right), pZ
T (bottom-left) and ∆φ

signed
jj (bottom-right).

7.9.1 Differential electroweak cross-sections

This section presents the combination of the measurements of EW-Zjj using SHERPA

and MADGRAPH to model the Strong-Zjj for the combined channel (electrons+muons).
They are compared to the EW-Zjj prediction by the POWHEG generator. The hashed
blue region represents the systematic error and the size of the error bar on the data
point represents the statistical error. Additionally the breakdown of the systematic
errors for each variable can be found in figures in Appendix H.

Figure 7.29 shows the differential electroweak measurement for the four key vari-
ables. Each of the four measurements predicts approximately ~6% fewer events than
the POWHEG prediction. The measured mjj distribution shows tension with the pre-
diction from POWHEG for high values of mjj with data showing 20% fewer events
than simulation. For ∆yjj this is reflected as a 20% deficit at large values of ∆yjj.
It is worth noting that the disagreement for high mjj and ∆yjj is approximately the
same, which is to be expected as these two variables are correlated. The result for pZ

T
shows a better agreement than the previous two observables, with POWHEG slightly
over-predicting the number of events for low values of pZ

T . Finally ∆φ
signed
jj shows

that POWHEG over-predicts the number of events for ∆φ
signed
jj ~0.
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FIGURE 7.29: Measured differential electroweak Zjj cross-sections
as a function of mjj (top-left), ∆yjj (top-right), pZ

T (bottom-left) and

∆φ
signed
jj (bottom-right). The data is compared to the NLO QCD pre-

diction provided by POWHEG.

7.9.2 Fiducial electroweak cross-sections

The fiducial electroweak cross-section is calculated by taking the integral of the elec-
troweak template in the SR. Table 7.9 gives the extracted number of electroweak
events for each of the four distributions. It can be seen that they are in good agree-
ment with each other and all lie ~6% below the POWHEG prediction. As the integral
of the strong-Zjj template is the same for all variables and no constraints are applied
to the non-Z MC simulations the extracted yield is the same for all variables. The
statistical uncertainty is significantly higher for mjj than for the other three variables.
This is due to the fact that the ratio of NEWK/NStrong is smaller in the first two bins
of the mjj distribution than for any of the bins for the other variables. This results
in the uncertainty on the strong-Zjj template having a significantly larger effect for
this variable. As the results are comparable with each other, pZ

T was used to measure
the fiducial electroweak cross-section as it has the lowest systematic error. Table 7.10
gives a breakdown of the statistical and systematic errors on ∆yjj.
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Variable Extracted electroweak events POWHEG prediction
mjj 3760.75 ± 130 (stat) ± 369 (syst) 4017.34
∆yjj 3759.73 ± 124 (stat) ± 99 (syst) 4017.34
pZ

T 3759.79 ± 118 (stat) ± 95 (syst) 4017.34
∆φ

signed
jj 3760.73 ± 110 (stat) ± 113 (syst) 4017.34

TABLE 7.9: text

Source Uncertainty [%]
Statistical: Data SR 2.5
Statistical: Data CR 1.2
Statistical: MC SR 1.5
Statistical: MC SR 0.8
Sub-Total Statistical 3.3
ReW Fun Parametrisation 0.4
EWK Scale 20% 0.2
EWK Shape 0.8
QCD Moddeling 1.1
QCD NonClosure 1.1
C-factor 0.1
Luminosity 1.7
Sub-Total Systematic 2.5
Total 4.1

TABLE 7.10: This table summarises all of the statistical and system-
atic errors that effect the fiducial measurement of EW-Zjjusing the

variable ∆yjj.

The integrated luminosity of the data analysed in this section is 138.42 (±1.7%)
fb−1[119]. Using this in combination with the correction factor given in figure 7.28
gives the measured EW-Zjj cross-section in the SR as:

σEW = 43.40± 1.43 (stat)± 1.01 (syst) fb. (7.14)

The prediction from POWHEG is

σEW
Powheg = 46.7± 0.78 (lumi) fb. (7.15)

Thereby the measured fiducial EW-Zjj cross-section is in agreement with the theory
prediction from POWHEG to within its errors.

7.10 Comparison to alternative method

This section will provide a comparison to an alternative method to obtain the dif-
ferential electroweak measurement. The alternative method was implemented by
another ATLAS member. The two results were implemented pre-unblinding and
serve as a cross-check of the method.
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7.10.1 Alternative method to extract EW-Zjj

The alternative method uses an extended profile likelihood fit in which the same
three CRs and the SR described in figure 7.17) enter to constrain the strong-Zjj pre-
diction in the SR. The likelihood function is

log L = −∑
i

νi + ∑
i

Ndata
i log νi −∑

j
logNj, (7.16)

where i ranges over the bins of the distribution being fitted, j is an index corre-
sponding to an uncertainty source with an associated nuisance parameter θj and an
uncertainty amplitude in each bin λij. The penalty term logNj = θ2

j /2 is a Gaussian
constraint on each nuisance parameter. Finally, νi represents the prediction in bin i,
composed of signal and background predictions as

νi =µEW
SR,i NEW,MC

SR,i + Nstrong
SR,i + Nnon-Z

SR,i i ∈ SR,

νi =NEW
i + Nstrong

i + Nnon-Z
i i /∈ SR.

(7.17)

The µEW
SR,i are the parameters of interest to be measured as they are the electroweak

signal strength per bin. The electroweak prediction NEW,MC
SR,i is constant in the SR

set to the Standard Model prediction. All other Ni in eq. 7.17 are constrained by
nuisance parameters and allowed to float in the fit. The number of strong-Zjj events
in the SR is defined by

Nstrong
i =k(x) rCR,i Nstrong,MC

i i ∈ SR∪VR,

Nstrong
i =rCR,i Nstrong,MC

i i ∈ CR,
(7.18)

where Nstrong,MC
i is the number of strong-Zjj events predicted by MC simulation,

rCR,i is a bin-by-bin data driven constraint fit in a pair of regions, one with at least
one gap jet (CRA and CRB) and one with zero gap jets (CRC and the SR). k(x) is
an additional shape function dependent on the measurement variable x (e.g mjj)
that extrapolates the strong template from CRC to the SR. Equation 7.18 differs from
equation 7.6 in that the constant scale factor k has been replaced by a function that
depends on mjj. The transfer function k is a linear function for three of the measure-

ment variables, mjj, ∆yjj and pZ
T . Since ∆φ

signed
jj is a signed variable, a linear transfer

function is not appropriate so one reverts to the constant k factor which performs
adequately in this variable. To summarize, k(x) is defined as follows:

k(x) =p0 + p1x, x = mjj, ∆yjj or pZ
T (7.19)

k(x) =p0, x = ∆φ
signed
jj (7.20)

where p0 and p1 are free parameters in the likelihood fit.
The likelihood fit is performed using the TROOFIT package.5

5TROOFIT: https://gitlab.cern.ch/will/TRooFit, an extension of ROOFIT developed by Will
Buttinger.

https://gitlab.cern.ch/will/TRooFit
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FIGURE 7.30: Diagram depicting how the rCR,i constraints and k
transfer function are defined for the second method of extracting the
electroweak signal. rHZC are a set of bin-by-bin fit parameters be-
tween pairs of bins in each of the “High-Z-Centrality” regions (CRB
and CRC) and similarly rLZC are fit to bins in the “Low-Z-Centrality”

regions (CRA and the SR).

7.10.2 Comparison plots

Figure 7.31 depicts the ratio of the measured differential electroweak spectrum com-
pared to the prediction using the alternative method. It can be seen that all 4 vari-
ables are in good agreement with each other.
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FIGURE 7.31: Depicted here are differential electroweak cross-
sections for mjj (top-left), ∆yjj (top-right), pZ

T (bottom-left) and

∆φ
signed
jj (bottom-right).The red line is the prediction from POWHEG.

7.11 Conclusion and future prospects

This chapter presented the first differential measurement of the electroweak produc-
tion of a Z boson in association with jets along with a fiducial measurement in the
same fiducial region. Firstly a closure test was performed where a CR was used to
constrain itself. The method was optimised by requiring the CR that constrains the
SR to be the one with the flattest double ratio of strong-Zjj event yields in the SRs
and CRs. After this, the method was validated by using a CR to constrain another in
an analagous manner to the CR designated to constrain the SR. A non closure sys-
tematic was then applied to account for the fact that this validation was not perfect.
The errors were then predicted using Asimov data which demonstrated it would be
possible to extract the electroweak signal before unblinding.

A comparison was made to a prediction from the POWHEG-BOX generator. The
fiducial measurement is in good agreement with the prediction from theory and
with each other. The measured fiducial cross-section was σEW = 39.9± 1.32 (stat)±
1.00 (syst) fb. The largest contribution to the systematic error was the QCD mod-
elling and the non closure of the validation. This suggests that the limiting factor
to improving this measurement is the accuracy of the strong-Zjj MCs used for this
analysis.

The goal of the analysis in this chapter was to give the first differential mea-
surement of the EW-Zjj process in ATLAS. This has been achieved for the four key
variables mjj, ∆yjj. pZ

T and ∆φ
signed
jj . This measurement is going to be part of a paper

summarising the measurements of EW-Zjj production in Run 2 at ATLAS.
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Chapter 8

Conclusion

This thesis presented the implementation and utilisation of an algorithm that cal-
culates the luminosity delivered to the ATLAS detector during proton-proton colli-
sions at the Large Hadron Collider. Firstly a closure test was performed to validate
the pileup corrections applied to the number of reconstructed vertices. Then this
algorithm was demonstrated to be both internally and externally consistent for all
the WPs that passed the closure test. The algorithm is able to predict the luminosity
over a 10 LB period with a precision of 2.2%.

The measurement of the electroweak production of a Z boson in association with
jets was performed both differentially and inclusively. It was performed with 138.42
(±1.7%) fb−1 of data that was collected by the ATLAS detector between 2015-2018.
All of the data used in this thesis was collected with a centre of mass collision energy
of
√

s = 13 TeV. The four different variables gave inclusive cross-sections that were
consistent with each other and with a prediction from POWHEG. This measurement
is will to be part of a paper summarising the measurements of EW-Zjjproduction in
Run 2 at ATLAS.
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Appendix A

Vertex counting radial cut
motivation

This appendix covers the motivation behind adding a constraint on the radial po-
sition of the vertex with respect to the centre of the luminous region. Figure A.1
depicts the ∆z distributions for the WP nVtx5_900 with and without radial cut of
R < 0.3 mm applied. It can be clearly seen that when the radial cut is not applied
there is a poor fit of fexp

(
∆z
)

(red) to fobs
(
|∆z|

)
(black) for the region 5 < |∆z| < 20

mm. This is believed to be due to secondary vertices being reconstructed.

FIGURE A.1: In black are the ∆z distributions for the WP nVtx5_900
with and without radial cut of R < 0.3 mm applied. The red line
the fit of fexp

(
∆z
)

to fobs
(
|∆z|

)
as described in section 6.5.4. The data

used in this plot is from the quiescent period of the vdM scan 330875.

In this context a secondary vertex is reconstructed when particles produced in an
initial proton-proton scatter decay a non-negligible distance away from the original
interaction. They are counted as primary vertices by the vertex counting algorithm
because it cannot distinguish these from a true primary vertex. As far as the re-
construction algorithm can see, the secondary vertex appears to have several tracks
pointing back to a unique point, which is the criteria for a vertex to be reconstructed.

If one applies the R cut as an additional constraint on the WPs it removes the
secondary vertices as most of them lie outside of this radial value. This allows the
data-driven vertex merging correction described in section 6.5.4 to be performed.

This effect was not seen previously in Run 1. It is believed that this is due to
the fact that the addition of the IBL in Run 2 increased the resolution enough to
allow for more secondary decays to be reconstructed. The IBL is covered in sec-
tion 3.2.4.1. Furthermore the vertex reconstruction algorithm was updated for Run
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2, these changes improved the efficiency of finding vertexes and thereby also sec-
ondary vertices.
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Appendix B

Vertex truth matching

This Appendix will cover the logic used to identify the split and fake vertices using
the truth information contained in the MC simulation files. Before one can identify
these vertices firstly it is required to match the reconstructed vertices (R-vertices) to
the truth vertices (T-vertices).

The MCs used to evaluate these corrections do not provide a direct mapping
from R-vertex to T-vertex, so instead one has to use the tracks associated to the ver-
tices. Each truth track (T-track) can be mapped onto a reconstructed track (R-track)
by using the truth information provided in the MC. There are a few fringe cases in-
volved in using the truth information and this is covered in section B.3. However, in
general one proceeds as follows:

1. Iterate over all R-tracks associated to R-vertices.

2. Map the R-track to the T-track and from this the T-vertex.

3. Create a list of which R-tracks are associated with each T-vertex.

4. Map the R-vertex to the T-vertex that has the largest number of associated R-
tracks.

If two or more R-vertices have the same number of R-tracks associated to a T-
vertex then the R-vertex with the highest sum of p2

t of R-tracks associated to that
T-vertex is chosen and the others are classified as merged. Additionally it is possible
for two of more T-vertices to be mapped to a single R-vertex. This is, however, not
a problem as this is expected due to vertex merging, where two ore more vertices
are reconstructed as the same vertex. Additionally there is no radial constraint on
the T-vertices considered for this matching procedure as otherwise it is possible for
complications to arise where the R-vertex is just inside the radial cut and the T-vertex
to lie outside.

The R-track to T-track mapping is not a perfect process, there is a very small µ
dependent fraction of T-tracks that can not be matched to a R-track that is associated
with a R-vertex. As this fraction of T-tracks is always of order 0.1% or lower its
effect is negated in this algorithm. The primary reason for the matching to fail is that
the R-track has been badly reconstructed due to the track reconstruction algorithm
being "confused" by other nearby hits in the ID. Track reconstruction is covered in
section 4.1.

B.1 Identifying split vertices

The procedure for identifying a split vertex is performed per WP as it is possible
for a vertex to be classified as split for one WP and not for another. For example,
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consider the case where there is a single 12 track vertex in the event that splits into
a 9 track and a 3 track vertex when reconstructed. For nVtx3 this would be seen as a
split vertex as the vertex counting algorithm would count two vertices. On the other
hand the WP nVtx5 would not classify this as a split vertex as this WP does not "see"
the 3 track vertex.

After all the T-vertices have been matched to R-vertices a vertex is classified as
split if two or more1 R-vertices are mapped to the same T-vertex and the R-vertices
pass the selection criteria for the WP. In the rare case the vertex is split into three
vertices that pass the selection criteria two splits are counted.

B.2 Identifying fake vertices

Like for split vertices the procedure for identifying a fake vertex is performed per
WP as it is possible for a vertex to be classified as fake for one WP and not for another.
A R-vertex is classified as fake if less then N associated tracks are matched to the
same T-vertex, where N is the cut on the number of associated tracks.

B.3 Edge cases

There are two edge cases that can come up with the truth classification of vertices
due to the fact that the merging correction is data-driven, and so it does not have
access to the truth information available to the other two correction.

B.3.1 Fake and merged vertex pairs

Using the above classifications it is technically possible for two vertices to be clas-
sified as both fake and merged. Consider the case where we have an event with
two 4-track vertices A and B that during the reconstruction process "swap" a track.
Thereby vertex A has one R-track associated from vertex B and B has one R-track
associated from A. Additionally both of the vertices have 3 R-tracks correctly associ-
ated. For the WP nVtx4 both A and B would be classified as fake vertices as they only
have 3 correctly assigned tracks. Additionally these two vertices should be classi-
fied as merged as they lost a track to another vertex,and so they should fail the WP’s
criteria. As the vertex merging algorithm does not use truth information it does not
’see" this type of vertex merging as both of the vertices were still reconstructed and
so they enter into the ∆z distribution. Using equations 6.3 and 6.4 results in,

µvis = 2(reco)− 2(fake)− 0(split) + 0(merged) = 0, (B.1)

which is an incorrect result as µvis = 2 for the nVtx4 WP as there was two vertices
that could have been reconstructed. Thereby the fake algorithm should also not
count this type of merged and fake vertex due to the fact that the data-driven ver-
tex merging correction does not "see" it. Removing this case from the fake vertex
correction "balances" out the merged vertex correction,

µvis = 2(reco)− 0(fake)− 0(split) + 0(merged) = 2, (B.2)

which leads to the correct result.
1Vertex splitting into three verticies happens O(0.01%) of al vertex splits
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B.3.2 Split and merged vertex pairs

It is possible for a vertex pair to be both split an merged in an analogous manner to
the fake and merged pair described in the section above. Consider an event with two
vertices: vertex A is a 12 track vertex that has split during reconstruction into a 8 and
a 4 track vertex called A8 and A4, vertex B was a 3 track vertex that has merged with
vertex A4. The result of this are two reconstructed vertices where the first is simply
the 8-track vertex A8 and the second is the combination of A4 and vertex B which
results in a 7 track vertex being reconstructed. For the WP nVtx4 this is classified as
both a split and a merged vertex. Using the same logic as the previous section this
type of split vertex is not counted.
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Appendix C

Datasets

C.1 MC samples for the vertex counting algorithm
mc15_13TeV.159000.ParticleGenerator_nu_E50.recon.DAOD_IDTRKLUMI.e3711_s2576_s2132_r8204
mc15_13TeV.159000.ParticleGenerator_nu_E50.recon.DAOD_IDTRKLUMI.e3711_s2576_s2132_r8205
mc15_13TeV.159000.ParticleGenerator_nu_E50.recon.AOD.e3711_s2576_s2132_r8904
mc15_13TeV.159000.ParticleGenerator_nu_E50.recon.AOD.e3711_s2576_s2132_r7380

C.2 Data and MC samples for VBF analysis

C.2.1 Data
data15_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data15_13TeV.periodE.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data15_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data15_13TeV.periodG.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data15_13TeV.periodH.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data15_13TeV.periodJ.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402

data16_13TeV.periodA.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodB.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodC.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodE.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodG.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodI.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodK.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data16_13TeV.periodL.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402

data17_13TeV.periodB.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodC.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodE.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodH.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodI.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402
data17_13TeV.periodK.physics_Main.PhysCont.DAOD_STDM3.grp15_v11_p3372_p3388_p3402

data18_13TeV.periodB.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodC.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodI.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodK.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodL.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodM.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodO.physics_Main.PhysCont.DAOD_STDM3.grp18_v01
data18_13TeV.periodQ.physics_Main.PhysCont.DAOD_STDM3.grp18_v01

C.2.2 Powheg EW-Zjj
# TO BE REPLACED - SKIMMED BY MISTAKE

# MC16a (2016+2016 data conditions)
mc16_13TeV.344265.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZee.deriv.DAOD_STDM3.e5208_e5984_s3126_r9364_r9315_p3552
mc16_13TeV.344266.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZmumu.deriv.DAOD_STDM3.e5208_e5984_s3126_r9364_r9315_p3552

# MC16d (2017 data conditions)
mc16_13TeV.344265.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZee.deriv.DAOD_STDM3.e5208_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.344266.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZmumu.deriv.DAOD_STDM3.e5208_e5984_s3126_r10201_r10210_p3552

# MC16e (2018 data conditions)
mc16_13TeV.344265.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZee.deriv.DAOD_STDM4.e5208_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.344266.PhPy8EG_CT10nloME_AZNLOC6L1_VBFZmumu.deriv.DAOD_STDM4.e5208_e5984_s3126_r10724_r10726_p3598
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C.2.3 Sherpa EW-Zjj
# MC16a (2016+2016 data conditions)
mc16_13TeV.308092.Sherpa_221_NNPDF30NNLO_Zee2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r9364_r9315_p3552
mc16_13TeV.308093.Sherpa_221_NNPDF30NNLO_Zmm2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r9364_r9315_p3552

# MC16d (2017 data conditions)
mc16_13TeV.308092.Sherpa_221_NNPDF30NNLO_Zee2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.308093.Sherpa_221_NNPDF30NNLO_Zmm2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r10201_r10210_p3526

# MC16e (2018 data conditions)
mc16_13TeV.308092.Sherpa_221_NNPDF30NNLO_Zee2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.308093.Sherpa_221_NNPDF30NNLO_Zmm2jets_Min_N_TChannel.deriv.DAOD_STDM3.e5767_e5984_s3126_r10724_r10726_p3598

C.2.4 Sherpa Strong Z+jets
# MC16a (2016+2016 data conditions)
mc16_13TeV.364114.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364115.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364116.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364117.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364118.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364119.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364120.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364121.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364122.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364123.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364124.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364125.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364126.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364127.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5299_s3126_r9364_r9315_p3526
mc16_13TeV.364100.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364101.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364102.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364103.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364104.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364105.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364106.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364107.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364108.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364109.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364110.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364111.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364112.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526
mc16_13TeV.364113.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5271_s3126_r9364_r9315_p3526

# MC16d (2017 data conditions)
mc16_13TeV.364114.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5299_s3126_r10201_r10210_p3526
mc16_13TeV.364115.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364116.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364117.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364118.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364119.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364120.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364121.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364122.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364123.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364124.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364125.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364126.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364127.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5299_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.364100.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364101.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364102.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364103.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364104.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364105.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364106.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364107.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364108.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364109.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364110.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364111.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364112.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526
mc16_13TeV.364113.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5271_s3126_r10201_r10210_p3526

# MC16e (2017 data conditions)
mc16_13TeV.364114.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364115.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364116.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364117.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364118.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364119.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364120.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364121.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364122.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364123.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364124.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364125.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364126.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364127.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5299_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364100.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364101.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CFilterBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364102.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364103.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CVetoBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
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mc16_13TeV.364104.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CFilterBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364105.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV70_140_BFilter.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364106.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CVetoBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364107.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CFilterBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364108.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV140_280_BFilter.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364109.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CVetoBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364110.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CFilterBVeto.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364111.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV280_500_BFilter.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364112.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV500_1000.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.364113.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS.deriv.DAOD_STDM3.e5271_e5984_s3126_r10724_r10726_p3598

C.2.5 MadGraph Strong Z+jets
# MC16a (2016+2016 data conditions)
mc16_13TeV.363147.MGPy8EG_N30NLO_Zee_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363148.MGPy8EG_N30NLO_Zee_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363149.MGPy8EG_N30NLO_Zee_Ht0_70_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363150.MGPy8EG_N30NLO_Zee_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363151.MGPy8EG_N30NLO_Zee_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363152.MGPy8EG_N30NLO_Zee_Ht70_140_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363153.MGPy8EG_N30NLO_Zee_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363154.MGPy8EG_N30NLO_Zee_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363155.MGPy8EG_N30NLO_Zee_Ht140_280_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363156.MGPy8EG_N30NLO_Zee_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363157.MGPy8EG_N30NLO_Zee_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363158.MGPy8EG_N30NLO_Zee_Ht280_500_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363159.MGPy8EG_N30NLO_Zee_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363160.MGPy8EG_N30NLO_Zee_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363161.MGPy8EG_N30NLO_Zee_Ht500_700_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363162.MGPy8EG_N30NLO_Zee_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363163.MGPy8EG_N30NLO_Zee_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363164.MGPy8EG_N30NLO_Zee_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363165.MGPy8EG_N30NLO_Zee_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363166.MGPy8EG_N30NLO_Zee_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363167.MGPy8EG_N30NLO_Zee_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363168.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363169.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363170.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4866_s3126_r9364_r9315_p3526
mc16_13TeV.363123.MGPy8EG_N30NLO_Zmumu_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363124.MGPy8EG_N30NLO_Zmumu_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363125.MGPy8EG_N30NLO_Zmumu_Ht0_70_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363126.MGPy8EG_N30NLO_Zmumu_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363127.MGPy8EG_N30NLO_Zmumu_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363128.MGPy8EG_N30NLO_Zmumu_Ht70_140_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363129.MGPy8EG_N30NLO_Zmumu_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363130.MGPy8EG_N30NLO_Zmumu_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363131.MGPy8EG_N30NLO_Zmumu_Ht140_280_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363132.MGPy8EG_N30NLO_Zmumu_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363133.MGPy8EG_N30NLO_Zmumu_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363134.MGPy8EG_N30NLO_Zmumu_Ht280_500_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363135.MGPy8EG_N30NLO_Zmumu_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363136.MGPy8EG_N30NLO_Zmumu_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363137.MGPy8EG_N30NLO_Zmumu_Ht500_700_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363138.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363139.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363140.MGPy8EG_N30NLO_Zmumu_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363141.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363142.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363143.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363144.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363145.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526
mc16_13TeV.363146.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4649_s3126_r9364_r9315_p3526

# MC16d (2017 data conditions)
mc16_13TeV.363147.MGPy8EG_N30NLO_Zee_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363148.MGPy8EG_N30NLO_Zee_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363149.MGPy8EG_N30NLO_Zee_Ht0_70_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363150.MGPy8EG_N30NLO_Zee_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363151.MGPy8EG_N30NLO_Zee_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363152.MGPy8EG_N30NLO_Zee_Ht70_140_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363153.MGPy8EG_N30NLO_Zee_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363154.MGPy8EG_N30NLO_Zee_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363155.MGPy8EG_N30NLO_Zee_Ht140_280_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363156.MGPy8EG_N30NLO_Zee_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363157.MGPy8EG_N30NLO_Zee_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363158.MGPy8EG_N30NLO_Zee_Ht280_500_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363159.MGPy8EG_N30NLO_Zee_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363160.MGPy8EG_N30NLO_Zee_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363161.MGPy8EG_N30NLO_Zee_Ht500_700_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363162.MGPy8EG_N30NLO_Zee_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363163.MGPy8EG_N30NLO_Zee_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363164.MGPy8EG_N30NLO_Zee_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363165.MGPy8EG_N30NLO_Zee_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363166.MGPy8EG_N30NLO_Zee_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363167.MGPy8EG_N30NLO_Zee_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363168.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363169.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363170.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4866_s3126_r10201_r10210_p3526
mc16_13TeV.363123.MGPy8EG_N30NLO_Zmumu_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363124.MGPy8EG_N30NLO_Zmumu_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363125.MGPy8EG_N30NLO_Zmumu_Ht0_70_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363126.MGPy8EG_N30NLO_Zmumu_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363127.MGPy8EG_N30NLO_Zmumu_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363128.MGPy8EG_N30NLO_Zmumu_Ht70_140_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363129.MGPy8EG_N30NLO_Zmumu_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
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mc16_13TeV.363130.MGPy8EG_N30NLO_Zmumu_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363131.MGPy8EG_N30NLO_Zmumu_Ht140_280_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363132.MGPy8EG_N30NLO_Zmumu_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363133.MGPy8EG_N30NLO_Zmumu_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363134.MGPy8EG_N30NLO_Zmumu_Ht280_500_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363135.MGPy8EG_N30NLO_Zmumu_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363136.MGPy8EG_N30NLO_Zmumu_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363137.MGPy8EG_N30NLO_Zmumu_Ht500_700_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363138.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363139.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363140.MGPy8EG_N30NLO_Zmumu_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363141.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526
mc16_13TeV.363142.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.363143.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.363144.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.363145.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.363146.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4649_s3126_r10201_r10210_p3526

# MC16e (2018 data conditions)
mc16_13TeV.363147.MGPy8EG_N30NLO_Zee_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363148.MGPy8EG_N30NLO_Zee_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363149.MGPy8EG_N30NLO_Zee_Ht0_70_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363150.MGPy8EG_N30NLO_Zee_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363151.MGPy8EG_N30NLO_Zee_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363152.MGPy8EG_N30NLO_Zee_Ht70_140_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363153.MGPy8EG_N30NLO_Zee_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363154.MGPy8EG_N30NLO_Zee_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363155.MGPy8EG_N30NLO_Zee_Ht140_280_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363156.MGPy8EG_N30NLO_Zee_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363157.MGPy8EG_N30NLO_Zee_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363158.MGPy8EG_N30NLO_Zee_Ht280_500_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363159.MGPy8EG_N30NLO_Zee_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363160.MGPy8EG_N30NLO_Zee_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363161.MGPy8EG_N30NLO_Zee_Ht500_700_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363162.MGPy8EG_N30NLO_Zee_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363163.MGPy8EG_N30NLO_Zee_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363164.MGPy8EG_N30NLO_Zee_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363165.MGPy8EG_N30NLO_Zee_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363166.MGPy8EG_N30NLO_Zee_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363167.MGPy8EG_N30NLO_Zee_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363168.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363169.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363170.MGPy8EG_N30NLO_Zee_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4866_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363123.MGPy8EG_N30NLO_Zmumu_Ht0_70_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363124.MGPy8EG_N30NLO_Zmumu_Ht0_70_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363125.MGPy8EG_N30NLO_Zmumu_Ht0_70_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363126.MGPy8EG_N30NLO_Zmumu_Ht70_140_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363127.MGPy8EG_N30NLO_Zmumu_Ht70_140_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363128.MGPy8EG_N30NLO_Zmumu_Ht70_140_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363129.MGPy8EG_N30NLO_Zmumu_Ht140_280_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363130.MGPy8EG_N30NLO_Zmumu_Ht140_280_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363131.MGPy8EG_N30NLO_Zmumu_Ht140_280_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363132.MGPy8EG_N30NLO_Zmumu_Ht280_500_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363133.MGPy8EG_N30NLO_Zmumu_Ht280_500_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363134.MGPy8EG_N30NLO_Zmumu_Ht280_500_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363135.MGPy8EG_N30NLO_Zmumu_Ht500_700_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363136.MGPy8EG_N30NLO_Zmumu_Ht500_700_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363137.MGPy8EG_N30NLO_Zmumu_Ht500_700_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363138.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363139.MGPy8EG_N30NLO_Zmumu_Ht700_1000_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363140.MGPy8EG_N30NLO_Zmumu_Ht700_1000_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363141.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363142.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363143.MGPy8EG_N30NLO_Zmumu_Ht1000_2000_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363144.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CVetoBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363145.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_CFilterBVeto.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598
mc16_13TeV.363146.MGPy8EG_N30NLO_Zmumu_Ht2000_E_CMS_BFilter.deriv.DAOD_STDM3.e4649_e5984_s3126_r10724_r10726_p3598

C.2.6 tt̄
# MC16a (2016+2016 data conditions)
mc16_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.deriv.DAOD_STDM3.e6337_e5984_s3126_r9364_r9315_p3517

# MC16d (2017 data conditions)
mc16_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.deriv.DAOD_STDM3.e6337_e5984_s3126_r10201_r10210_p3517

# MC16e (2018 data conditions)
mc16_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.deriv.DAOD_STDM3.e6337_e5984_s3126_r10724_r10726_p3613

C.2.7 Diboson
# MC16a (2016+2016 data conditions)
mc16_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM3.e5894_s3126_r9364_r9315_p3517
mc16_13TeV.364253.Sherpa_222_NNPDF30NNLO_lllv.deriv.DAOD_STDM3.e5916_s3126_r9364_r9315_p3517
mc16_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.deriv.DAOD_STDM3.e5916_s3126_r9364_r9315_p3517
mc16_13TeV.364255.Sherpa_222_NNPDF30NNLO_lvvv.deriv.DAOD_STDM3.e5916_s3126_r9364_r9315_p3517
mc16_13TeV.363494.Sherpa_221_NNPDF30NNLO_vvvv.deriv.DAOD_STDM3.e5332_s3126_r9364_r9315_p3517
mc16_13TeV.363355.Sherpa_221_NNPDF30NNLO_ZqqZvv.deriv.DAOD_STDM3.e5525_s3126_r9364_r9315_p3517
mc16_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.deriv.DAOD_STDM3.e5525_s3126_r9364_r9315_p3517
mc16_13TeV.363357.Sherpa_221_NNPDF30NNLO_WqqZvv.deriv.DAOD_STDM3.e5525_s3126_r9364_r9315_p3517
mc16_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.deriv.DAOD_STDM3.e5525_s3126_r9364_r9315_p3517
mc16_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM3.e5583_s3126_r9364_r9315_p3517
mc16_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmqq.deriv.DAOD_STDM3.e5983_s3126_r9364_r9315_p3517
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mc16_13TeV.363489.Sherpa_221_NNPDF30NNLO_WlvZqq.deriv.DAOD_STDM3.e5525_s3126_r9364_r9315_p3517

# MC16d (2017 data conditions)
mc16_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM3.e5894_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.364253.Sherpa_222_NNPDF30NNLO_lllv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.364255.Sherpa_222_NNPDF30NNLO_lvvv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363494.Sherpa_221_NNPDF30NNLO_vvvv.deriv.DAOD_STDM3.e5332_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363355.Sherpa_221_NNPDF30NNLO_ZqqZvv.deriv.DAOD_STDM3.e5525_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.deriv.DAOD_STDM3.e5525_s3126_r10201_r10210_p3552
mc16_13TeV.363357.Sherpa_221_NNPDF30NNLO_WqqZvv.deriv.DAOD_STDM3.e5525_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.deriv.DAOD_STDM3.e5525_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM3.e5583_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmqq.deriv.DAOD_STDM3.e5983_e5984_s3126_r10201_r10210_p3552
mc16_13TeV.363489.Sherpa_221_NNPDF30NNLO_WlvZqq.deriv.DAOD_STDM3.e5525_e5984_s3126_r10201_r10210_p3552

# MC16e (2018 data conditions)
mc16_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM3.e5894_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.364253.Sherpa_222_NNPDF30NNLO_lllv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.364255.Sherpa_222_NNPDF30NNLO_lvvv.deriv.DAOD_STDM3.e5916_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363494.Sherpa_221_NNPDF30NNLO_vvvv.deriv.DAOD_STDM3.e5332_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363355.Sherpa_221_NNPDF30NNLO_ZqqZvv.deriv.DAOD_STDM3.e5525_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.deriv.DAOD_STDM3.e5525_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363357.Sherpa_221_NNPDF30NNLO_WqqZvv.deriv.DAOD_STDM3.e5525_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.deriv.DAOD_STDM3.e5525_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM3.e5583_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmqq.deriv.DAOD_STDM3.e5983_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.363489.Sherpa_221_NNPDF30NNLO_WlvZqq.deriv.DAOD_STDM3.e5525_e5984_s3126_r10724_r10726_p3596

C.2.8 Single top
# MC16a (2016+2016 data conditions)
mc16_13TeV.410642.PhPy8EG_A14_tchan_lept_top.deriv.DAOD_STDM3.e6536_e5984_a875_r9364_r9315_p3517
mc16_13TeV.410643.PhPy8EG_A14_tchan_lept_antitop.deriv.DAOD_STDM3.e6536_e5984_a875_r9364_r9315_p3517
mc16_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.deriv.DAOD_STDM3.e6527_e5984_s3126_r9364_r9315_p3517
mc16_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.deriv.DAOD_STDM3.e6527_e5984_s3126_r9364_r9315_p3517
mc16_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.deriv.DAOD_STDM3.e6552_e5984_s3126_r9364_r9315_p3517
mc16_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.deriv.DAOD_STDM3.e6552_e5984_s3126_r9364_r9315_p3517

# MC16d (2017 data conditions)
mc16_13TeV.410642.PhPy8EG_A14_tchan_lept_top.deriv.DAOD_STDM3.e6536_e5984_a875_r10201_r10210_p3517
mc16_13TeV.410643.PhPy8EG_A14_tchan_lept_antitop.deriv.DAOD_STDM3.e6536_e5984_a875_r10201_r10210_p3517
mc16_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.deriv.DAOD_STDM3.e6527_e5984_s3126_r10201_r10210_p3517
mc16_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.deriv.DAOD_STDM3.e6527_s3126_r10201_r10210_p3517
mc16_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.deriv.DAOD_STDM3.e6552_e5984_s3126_r10201_r10210_p3517
mc16_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.deriv.DAOD_STDM3.e6552_e5984_s3126_r10201_r10210_p3517

# MC16e (2018 data conditions)
mc16_13TeV.410658.PhPy8EG_A14_tchan_BW50_lept_top.deriv.DAOD_STDM3.e6671_e5984_s3126_s3136_r10724_r10726_p3596
mc16_13TeV.410659.PhPy8EG_A14_tchan_BW50_lept_antitop.deriv.DAOD_STDM3.e6671_e5984_s3126_s3136_r10724_r10726_p3596
mc16_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.deriv.DAOD_STDM3.e6527_e5984_a875_r10724_r10726_p3596
mc16_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.deriv.DAOD_STDM3.e6527_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.deriv.DAOD_STDM3.e6552_e5984_a875_r10724_r10726_p3596
mc16_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.deriv.DAOD_STDM3.e6552_e5984_a875_r10724_r10726_p3596

C.2.9 W+jets
# MC16a (2016+2016 data conditions)
mc16_13TeV.361100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusenu.deriv.DAOD_STDM3.e3601_s3126_r9364_r9315_p3517
mc16_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM3.e3601_s3126_r9364_r9315_p3517
mc16_13TeV.361103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusenu.deriv.DAOD_STDM3.e3601_s3126_r9364_r9315_p3517
mc16_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM3.e3601_s3126_r9364_r9315_p3517

mc16_13TeV.361100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusenu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.361103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusenu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10201_r10210_p3526

mc16_13TeV.361100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusenu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.361103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusenu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10724_r10726_p3596
mc16_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM3.e3601_e5984_s3126_r10724_r10726_p3596

C.2.10 Z → ττ
mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM3.e3601_s3126_r9364_r9315_p3517
mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM3.e3601_e5984_s3126_r10201_r10210_p3526
mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM3.e3601_e5984_s3126_r10724_r10726_p3596
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Appendix D

Histogram binning

Differential cross section measurements are performed for the following four ob-
servables:

• Dijet invariant mass: mjj

• Z boson transverse momentum defined as pT of the dilepton system: pZ
T

• Rapidity separation of the two leading jets: ∆yjj ≡ |yj1 − yj2|
• Signed azimuthal separation between the two highest pT jets: ∆φ

signed
jj ,

The binning used is presented in table D.1. The final bin in mjj and ∆yjj have
low statistics in some of the control regions described in section 7.6.2, so for some
purposes the two last bins are merged.

Observable Bin edges
mjj / GeV 750 1,000 1,500 2,250 3,000 4,500 7,500
∆yjj 2.0 2.6 3.1 3.6 3.9 4.2 4.6 5.0 6.0 8.0
pZ

T / GeV 20 30 45 70 100 140 200 275 400 550 1,050
∆φ

signed
jj −π −15π/16 −7π/8 −3π/4 −π/2 −π/4 0 π/4 π/2 3π/4 7π/8 15π/16 π

TABLE D.1: Binning used for the Zjj differential cross section mea-
surements. For ∆yjj pZ

T and ∆φ
signed
jj an additional criterion of mjj >

1000 GeV is applied. For the ∆φ
signed
jj binning, we use 4 digits preci-
sion.
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Appendix E

VBF systematics

List of lepton systematics:

• MUON_EFF_ISO_STAT__1up
• MUON_EFF_ISO_SYS__1up
• MUON_EFF_RECO_STAT__1up
• MUON_EFF_RECO_STAT_LOWPT__1up
• MUON_EFF_RECO_SYS__1up
• MUON_EFF_RECO_SYS_LOWPT__1up
• MUON_EFF_TTVA_STAT__1up
• MUON_EFF_TTVA_SYS__1up
• MUON_EFF_TrigStatUncertainty__1up
• MUON_EFF_TrigSystUncertainty__1up
• MUON_ID__1up
• MUON_MS__1up
• EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR__1up
• EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR__1up
• EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR__1up
• EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR__1up
• EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR__1up
• MUON_SAGITTA_RESBIAS__1up
• MUON_SAGITTA_RHO__1up
• MUON_SCALE__1up

List of important/large jet systematics:

• EtaIntercalibration_Modelling
• EtaIntercalibration_TotalStat
• Flavor_Composition
• Flavor_Response
• Pileup_OffsetMu
• Pileup_OffsetNPV
• Pileup_PtTerm
• Pileup_RhoTopology





147

Appendix F

Re-weighting function fits

FIGURE F.1: Data driven constraint on strong-Zjj production for the
variable mjjfor all control regions. The constraints are derived in ded-
icated control regions (as outlined in Section 7.6.4) and shown for the
Madgraph, and Sherpa event generators. These constrains are then

used to constrain the strong-Zjj in the search region.

FIGURE F.2: Data driven constraint on strong-Zjj production for the
variable ∆yjjfor all control regions. The constraints are derived in
dedicated control regions (as outlined in Section 7.6.4) and shown for
the Madgraph, and Sherpa event generators. These constrains are

then used to constrain the strong-Zjj in the search region.
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FIGURE F.3: Data driven constraint on strong-Zjj production for the
variable pZ

T for all control regions. The constraints are derived in ded-
icated control regions (as outlined in Section 7.6.4) and shown for the
Madgraph, and Sherpa event generators. These constrains are then

used to constrain the strong-Zjj in the search region.

FIGURE F.4: Data driven constraint on strong-Zjj production for the
variable ∆φ

signed
jj for all control regions. The constraints are derived

in dedicated control regions (as outlined in Section 7.6.4) and shown
for the Madgraph, and Sherpa event generators. These constrains are

then used to constrain the strong-Zjj in the search region.

FIGURE F.5: Data driven constraint on strong-Zjj production for the
variable mjjfor all control regions using the alternate paramaterisa-
tion given in table 7.6. The constraints are derived in dedicated con-
trol regions (as outlined in Section 7.6.4) and shown for the Mad-
graph, and Sherpa event generators. These constrains are then used

to constrain the strong-Zjj in the search region.
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FIGURE F.6: Data driven constraint on strong-Zjj production for the
variable ∆yjjfor all control regions using the alternate paramateri-
sation given in table 7.6. The constraints are derived in dedicated
control regions (as outlined in Section 7.6.4) and shown for the Mad-
graph, and Sherpa event generators. These constrains are then used

to constrain the strong-Zjj in the search region.

FIGURE F.7: Data driven constraint on strong-Zjj production for the
variable pZ

T for all control regions using the alternate paramaterisation
given in table 7.6. The constraints are derived in dedicated control re-
gions (as outlined in Section 7.6.4) and shown for the Madgraph, and
Sherpa event generators. These constrains are then used to constrain

the strong-Zjj in the search region.

FIGURE F.8: Data driven constraint on strong-Zjj production for the
variable ∆φ

signed
jj for all control regions using the alternate paramater-

isation given in table 7.6. The constraints are derived in dedicated
control regions (as outlined in Section 7.6.4) and shown for the Mad-
graph, and Sherpa event generators. These constrains are then used

to constrain the strong-Zjj in the search region.
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Appendix G

Predicted errors on EW and
Strong-Zjj using Asimov data

FIGURE G.1: Depicted here are the predicted systematic and statis-
tical errors for ∆Yjj using Asimov data for the strong-Zjj (left) and
the number of electroweak events (right) and for SHERPA(top) and

MADGRAPH (bottom).
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FIGURE G.2: Depicted here are the predicted systematic and statisti-
cal errors for pZ

T using Asimov data for the strong-Zjj (left) and the
number of electroweak events (right) and for SHERPA(top) and MAD-

GRAPH (bottom).
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FIGURE G.3: Depicted here are the predicted systematic and statisti-
cal errors for ∆φ

signed
jj using Asimov data for the strong-Zjj (left) and

the number of electroweak events (right) and for SHERPA(top) and
MADGRAPH (bottom).
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Appendix H

Errors on EW and Strong-Zjj

FIGURE H.1: Depicted here are the systematic and statistical errors
for mjj using real data for the strong-Zjj (left) and the number of elec-
troweak events (right) and for SHERPA(top) and MADGRAPH (bot-

tom).
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FIGURE H.2: Depicted here are the measured systematic and statis-
tical errors for ∆Yjj for the strong-Zjj (left) and the number of elec-
troweak events (right) and for SHERPA(top) and MADGRAPH (bot-

tom). The statistical error is calculated using 1000 bootstraps.



Appendix H. Errors on EW and Strong-Zjj 157

FIGURE H.3: Depicted here are the measured systematic and statis-
tical errors for pZ

T for the strong-Zjj (left) and the number of elec-
troweak events (right) and for SHERPA(top) and MADGRAPH (bot-

tom). The statistical error is calculated using 1000 bootstraps.
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FIGURE H.4: Depicted here are the measured systematic and statisti-
cal errors for ∆φ

signed
jj for the strong-Zjj (left) and the number of elec-

troweak events (right) and for SHERPA(top) and MADGRAPH (bot-
tom). The statistical error is calculated using 1000 bootstraps.
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