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Abstract

This thesis presents the first practical Boolean conjunctive query answering
and the first saturation-based Boolean conjunctive query rewriting procedures
for the guarded fragment and its extensions: the loosely guarded, the clique
guarded, the guarded negation and the clique guarded negation fragments.
All these fragments are robustly decidable, hence they are exceptionally qual-
ified candidates as logical formalisms. The problems of answering Boolean
conjunctive queries in all of these fragments are also decidable, nonetheless it
is open whether there exist practical decision procedures for these problems.
We close this gap by developing a theoretical framework for practical query
answering procedures for all of these fragments, presenting new techniques,
new inference systems and new procedures. In particular we devise a partial
selection-based resolution rule, based on which we establish new, elegant and
powerful saturation-based systems, named the top-variable inference systems.
We formally prove the system are sound and refutationally complete for first-
order clausal logic (with equality). Using these systems, we devise the first
resolution-based decision procedure for the clique guarded fragment, and the
tirst practical decision procedures for the unary negation, the guarded negation
and the clique guarded negation fragments.

Another significant contribution is the presentation of saturation-based
rewriting approaches, allowing a new perspective to the topic of query rewrit-
ing through the use of powerful automated deduction techniques. Our rewrit-
ing procedures guarantee successful back-translation from the clausal sets, de-
rived with our query answering procedures, to a first-order formula. In general
the back-translation problem is undecidable and often fails, nonetheless by our
rules, this problem is solvable for Boolean conjunctive queries for all the consid-
ered guarded fragments. For practicality we use a saturation-based approach
as the basis, so that all the procedures are well-primed for implementation in
state-of-the-art modern first-order theorem provers in the future.
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Chapter 1
Introduction

Developing automated querying procedures is an indispensable, yet challenging
task in modern information systems. On the abstract level in these systems,
rules and queries are commonly formalised as first-order formulas, hence the
querying problem is indeed a reasoning task in first-order logic. In particular
a querying procedure should be sound, complete and practical. Due to unde-
cidability of first-order logic [Chu36, Tur36], ideally one wants to use decidable
and computationally well-behaved fragments of first-order logic as a basis for
querying tasks. In this thesis, we devise the first practical decision procedures
for querying in arguably the most pioneering and robustly decidable frag-
ments of first-order logic, namely a family of the guarded first-order fragments;
see [ANVB98, Grda99a, Mar07, tCS13, BtCS15].

Why the guarded first-order fragments? In mathematical logic, a funda-
mental problem is checking whether an arbitrary first-order formula is satisfi-
able. In 1928 this problem was formalised as the Entscheidungsproblem [HAZ2S,
Page 77], literally meaning ‘decision problem’. The first groundbreaking re-
sult is Gddel's Incomplete Theorem [G6d30, G6d31], techniques of which inspired
Church and Turing to independently prove that first-order logic is undecid-
able [Chu36, Tur36]. Despite the negative effect of the Church-Turing thesis, the
decision problem retains its vitality, being revised as a classification problem pos-
ing the question: in first-order logic, which fragments are decidable and which
are not?

As early as 1915, first-order logic with unary predicate symbols was proved
decidable, but not with binary predicate symbols [Low15]. This result was then

11



CHAPTER 1. INTRODUCTION 12

strengthened to three binary predicate symbols [Her31] and subsequently one
binary predicate symbol [Kal37]. At the same period the prefix quantifier classes,
of which quantifiers only occur at the outermost of formulas, are progressively
discovered. Among others the Bernays-Schonfinkel class [BS28], the Ackermann
class [Ack28] and the Gddel class [God32, Kal33, Sch34] were found to be decid-
able as well as many undecidable classes were identified [Gur65, Gur68, Gol84,
GL75, Sur59]. By the early 1980s the classification task was by and large com-
plete; see [DG79, BGGY97, Lew?79] for a comprehensive treatment and [Gra03]
for a succinct discussion.

However from a practical perspective, the prefix quantifier classes are not
suitable for computational purposes for lack of good model-theoretic proper-
ties. In contrast to the prefix quantifier classes, propositional modal logic [Pop94,
BRVO01a], because of its well-behaved model-theoretic properties [BvB07] and ro-
bust decidability [Var96], has been applied to various areas of computer sci-
ence such as program verification [Pra80, CES86, Seg82], databases [dCCE82,
Mar88, Fit00], artificial intelligence [BLMS94, MH69] and multi-agents sys-
tems [Lia03, HF89]; see also [BvBWO07, Part 4]. Therefore, the possibility of
tirst-order generalisation of modal logic was spotlighted.

The two-variable fragment of first-order logic [vB91, Gab81] can be seen as a
tirst-order generalisation of modal logic, which has been proved to be decidable
by reducing the decision problem of it to that of the Gddel class; see [Sco62].
Though the Gddel class with equality is undecidable [Gol84], the two-variable
fragment with equality is decidable [Mor75]. Nevertheless, the decidability result
of two-variable fragment is not as robust as that of modal logic, since with
common properties such as transitivity the two-variable fragment becomes
highly undecidable; see [GO99, GKV97, GOR99].

Eventually attention shifted to the guarded fragment [vB97, ANvB98]. Un-
like all of the aforementioned decidable fragments, the guarded fragment is
decidable [ANvVB98], it has the tree model property and the finite model property
like modal logic, and is thus robustly decidable [Grda99b]. Due to these hoped-for
properties, the guarded fragment has been considered with numerous exten-
sions: the guarded fragment with either functionality, or with counting quanti-
fiers or with transitivity axioms is undecidable [Gra99b] but the guarded fragment
with transitive guards, viz. the transitive predicate symbols appear only in the

guard positions, is decidable [ST04]. The guarded fragment has also been
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merged with characterisations the two-variable fragment: the combination of
the guarded fragment and the two-variable fragment is decidable [Kaz06], the tri-
guarded fragment extending both the guarded and the two-variable fragments
is decidable [RS18], the two-variable guarded fragment with transitive relations is
undecidable [GMV99] and the guarded two-variable fragment with counting quan-
tifiers is decidable [Pra(07].

By relaxing the condition of the ‘guard’ literals, the guarded fragment ex-
tends to the loosely guarded fragment (the pairwise guarded fragment) [vB97] and the
cliqgue guarded fragment [Gra99a], which is also called the packed fragment [Mar(07].
These fragments are called the guarded quantification fragments since the distin-
guishing ‘guardedness’ pattern is in quantified formulas of these fragments. If
the ‘guardedness’ restriction is applied to the negated formulas, then one obtains
the guarded negation fragments, consisting of the unary negation fragment [tCS13]
and its extensions: the guarded negation and the clique guarded negation frag-
ments [BtCS15]. All these guarded fragments are robustly decidable and they
enjoy well-behaved computational properties; see also [Grd99b, BBtC18, HMO02,
BtCO12, BBtC13]. Further details on these guarded fragments are presented in
Section 2.1.

In real-world applications, multiple restricted forms of the aforementioned
guarded fragments have been used as logical formalism in several areas of
computer science. In knowledge representation and semantics web expressive
description logic ALCHOITI and its fragments [BHLS17, BN07, CG07], which
can be viewed as guarded fragments with unary and binary predicate symbols, are
successfully applied to diverse areas such as medical informatics and natu-
ral language processing; see [HPMW07, Part III] and [HPvHO3]. In the past
twelve years, Datalog*, an extension of Datalog [CGT89], has been developed
as an expressive ontological language for querying purposes; see [CGL09,
CGL*10, CGL12]. In Datalog™ rules, the linear, the guarded and the frontier
quarded Datalog™ rules are pinpointed for having nice computational properties
as these rules are Horn fragments of the guarded negation fragment; see [BLMS11,
BtCO12, GRS14]. Datalog™ is also investigated in connection with existential
rules and tuple-generating dependency.

These facts motivated us to develop practical decision procedures for satis-
fiability checking and querying for these guarded fragments.
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Why the saturation-based procedures? Given an arbitrary problem, can one
solve it by formalising the problem and then applying mechanical computa-
tions to the formalised axioms? This vision can be traced back to the calculus
ratiocinator by Leibniz. After about three centuries this vision is eventually
realised in the availability of automated theorem provers. Using mathemati-
cal logic as foundation, automated theorem provers productively build proofs
for a given problem. Unlike model-theoretic procedures, automated provers are
rooted in the proof-theoretic tradition, empowering machines to automatically or
interactively solve problems, given as sets of formulas.

An important landmark in the development of automated provers is Robin-
son [Rob65a], inventing the combined use of unification and the resolution
principle. In the same year many efficient and elegant techniques such as
the hyperresolution rule [Rob65b] and the set-of-support strategy [WRC65] were
created. Until now for many practical reasoning tasks the area has flourished
with diverse advanced methods such as the tableaux methods [Hah01], the in-
verse method [DVO01b], the resolution calculus [BGO1], the paramodulation calcu-
lus [GR69] the superposition calculus [BGI8] and the sequent calculus [DV01a]
being developed. Among these techniques resolution and superposition are
the core to saturation-based inference systems, on which state-of-the-art first-
order automated theorem provers such as E [Sch13], Vampire [RV01b] and
Spass [WDF*09] are built. The foundation to these saturation-based provers are
the powerful resolution and superposition-based frameworks of [BG01, BG98]. Cur-
rently automated theorem proving have been broadly applied to real-world ap-
plications such as problem solving [FN71, Gre69], software engineering [Sch01],
verification [Har08, CRS594, Moo10] and assisting mathematical proofs [NS56];
see also [Sut] and also [NML*19] for a survey of theorem provers.

In the seminal work of [Joy76] resolution is used as a basis for decision
procedures for several prefix quantifier classes. About 1990 the development
of resolution-based (and superposition-based) decision procedures outbursts
fruitful results for decidable classes of first-order clauses; see [HS99, FLTZ93,
FLHTO1] for comprehensive treatments and also [GHS02, SH00, dN00, BGW93].
Due to the many successful applications of modal logic and its close cousin de-
scription logic to computer science, practical resolution-based decision proce-
dures have been developed for these logics; see [Hus99, AARANO01, AANdR99,
FLHTO1] for both modal logics and description logics; see also [Mot06, KMO08,
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HMS08, Kaz06] for description logics and [HANS00, Sch96, GHMS98, Sch9s,
Sch99, SH13, ZHD09, NDH19] for modal logics.

After 2000 attention gradually turned to developing practical decision pro-
cedures for the first-order generalisations of modal logic. Resolution-based
procedures have been devised for the two-variable fragment with equality [dNPO1]
and a restricted form of the guarded fragment, viz. GF1~ and its extensions [GHS03].
As for the guarded fragments we are interested in this thesis, resolution-based de-
cision procedures have been devised for the guarded fragment [dNdR03, Kaz06],
the loosely guarded fragment [ANdARO03, ZS20a], the guarded fragment with equal-
ity [GAN99, Kaz06] and the loosely guarded fragment with equality [GAN99]; see
also [KdNO04] and [Kaz06] for investigation on deciding the guarded fragment
with transitive guards and transitive and compositional guards, respectively. The
tableau-based decision procedures were also developed for GF1~ [LST99], the
guarded fragment [H1a02] and the clique guarded fragment with equality [HTO1].
At that time the development of practical decision procedures kept up with
the hunt of new decidable first-order fragment. At present there exist however
no practical decision procedures for the newly discovered unary negation, the
guarded negation and the clique guarded negation fragments, not to mention the
absence of practical decision procedures for querying in the guarded, the loosely
guarded, the clique guarded, the unary negation, the guarded negation and the clique
guarded negation fragments. This thesis aims to close this gap. Our methods
are based on the resolution and superposition situated in the saturation-based
frameworks of [BG01, BG98].

Why the targeted querying problems? Conjunctive queries [AHV95, UlI89],
corresponding to select-project-join queries in relation algebras, enjoy prominent
presence in the areas of database and knowledge presentation. Boolean con-
junctive queries (BCQs), also known as positive existential queries, are conjunctive
queries without answer variables (free variables). The problem of answering con-
junctive queries is generally understood as that of answering BCQs, since by
instantiating the answer variables in conjunctive queries with constants in the
database, the problem of conjunctive query answering can be reduced to that of
BCQ answering in polynomial time. More importantly, vital problems such as
query evaluation [CM77], query containment [CM77], constraint-satisfaction
problems [KV00] and homomorphism problems [Var00], can be recast as BCQ
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answering problems.

Ontology-mediated querying, also called ontology-based data access (OBDA), is
widely regarded as a key component of next generation information systems;
see [PLC*08, CDGL*07, DFK*08, HMA™"08] for its origins. Given (possibly in-
complete) data D of multiple (possibly heterogeneous) databases and a query g,
an OBDA system defines a global conceptual schema (i.e. a knowledge base or
an ontology) X from the databases, so that with a new query ¥, compiled from
X and g, the problem of checking q over multi-schemas and cross-datatypes
databases is reduced to a model checking problem D |= X, which can be solved
by highly-efficient SQL, Datalog or other database engines. OBDA systems are
discussed in [CGL*11, PCS14, CCK*17, SM13, MGS*19]. Important works on
query rewriting techniques with the ontologies generally expressible in the
considered Quarded fragments are [GOP14, AOS18, BBGP21] for guarded Datalog*
and [CTS11, PHM09, CGL*07] for description logics. See [XCK"18, Kog12] for
surveys on OBDA techniques and systems; [KRZ13] gives a tutorial on OBDA.

Unfortunately with arbitrary formulas X in any of the guarded fragment and
its extensions, a union q of BCQs and datasets D, there may not exist a first-
order formula (or a Datalog rule) X, such that the entailment checking problem
YUD [ g canbe reduced to a model checking problem D |= X,. [BBGP21] gives
a counter-example (Example 2.2) for the case of guarded Datalog®. In this
case X and g are said to be not first-order (Datalog) rewritable [CDGL*07]. For
recent techniques and results on the first-order and the Datalog rewritings, the
papers [BKK*18, HLPW18, TW21, KNG16, FKL19, AOS20] may be consulted.

Due to the negative result of first-order rewritability for the guarded fragment
and its extensions, we propose novel settings of saturation-based BCQ answering
and rewriting for the considered guarded fragments. The following two sce-
narios show the benefit of using saturation-based approaches for solving BCQ
answering problems: deciding the entailment X UD |= g or equivalently check-
ing unsatisfiability of {—g} U X U D with X formulas in any of the considered

guarded fragments, g a union of BCQs and D databases.

1. Suppose X is fixed and Nj is computed as the saturation of . With
constantly updated g and D, N can be reused in saturating {—~g} UN; UD
to avoid repeated inference steps in saturating Ni, thus accelerating the

querying processes.

2. Suppose both X and g are fixed. Different to the case of Scenario 1., here
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it makes sense to pre-saturate {—q} U X. If N, is this pre-saturation, then
regardless as to whether adding, deleting or updating datasets D, N> can
be reused to prevent recomputing numerously inferences unnecessarily
in checking the satisfiability of N, U D.

Next we motivate the our saturation-based BCQ rewriting problem. Suppose
N3 is a clausal set produced by saturating {—g} U £. We propose an attempt
to back-translate (and then negate) N3 into a first-order formula F such that
YUD |=gifand onlyif D |= F. F is then a first-order formula or even a (cligue)
guarded formula that gives user an explicit view of the querying process. The
saturation-based rewritings have potential to be useful for query explanation.
Most importantly devising the back-translation procedures is interesting and
challenging in its own right, as in general it is an undecidable problem and
often fails.

The problem of BCQ answering for ontologies is traditionally handled by
database techniques such as the chase algorithm [ABU79, MMS79] (also known as
materialisation), and the forward and backward chaining techniques [RN20, Chap-
ter 7]. Versatile as automated theorem provers are, they have insufficiently
used as query engines. Hence, we are interested to see how automated reason-
ing techniques handle BCQ answering and rewriting problems, especially how
saturation-based decision procedures can be developed to solve conventional

querying problems.

Challenges
The focuses of the thesis are the following two problems.

i. BCQ answering: Given a set L of first-order formulas in any of the
considered guarded fragments, a dataset D and a union g of BCQs, we
determine whether X U D |= g, viz. test if {—g} U X U D is unsatisfiable.

ii. Saturation-based BCQ rewriting: As the saturation-based frameworks
are based on first-order clauses, saturations {—g} U X U D represented as
clausal sets. The second problem we are interested in is the saturation
of the set {—q} U L and its back-translation into a first-order formula X,
such that ZU D = g if and only if D |= X;.

Problems i. and ii. are formally defined in Section 2.2.
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To use saturation-based methods to address i. and ii. the first and foremost
task is devising saturation-based inference systems that are sound and refu-
tationally complete. The next main task is to develop refinements to ensure
termination on all input problems. As our procedures are in line with either
resolution [BGO1] or superposition-based framework of [BG98], for termination
the following properties must hold.

1. The depth, viz. the nesting number of compound terms, of any derived
clauses is finitely bounded.

2. The width, viz. the number of distinct variables, in any derived clause, is
finitely bounded.

3. In any derivation the number of symbols in the signature is finitely
bounded.

In a saturation-based derivation, Properties 1.-3. can be ensured if the conclu-
sions are no deeper and no wider than at least one of its premises and only
finitely many signature symbols are needed. Property 2. above assumes that
clauses are condensed [NWO01] and are identical modulo variable renaming.

For conciseness we use the notations BCQ and FOL to represent the Boolean
conjunctive query and first-order logic, respectively, and use BCQ. and FOL< to
denote BCQ with equality and FOL with equality, respectively. Further we use
the notations GF, LGF, CGF, UNF, GNF and CGNF to denote the guarded, the
loosely guarded, the clique guarded, the unary negation, the guarded negation and the
clique guarded negation fragments, respectively. In general when we say BCQ, we
mean BCQ when the querying fragments are one of the guarded quantification
fragments (as equality is not allowed), otherwise we mean BCQ~. Note that
UNF is a special case of GNF with only equality literals as the ‘guard’ literals,
therefore all results established for GNF immediately hold for UNF. Hence this
thesis does not particularly discuss the querying procedures for UNF. All the
aforementioned fragments are surveyed in Section 2.1.

To solve the two main problems i. and ii. of interest the following challenges
need to be tackled.

1) Devising saturation-based decision procedures for checking satisfiability
of GF, LGF, CGF, GNF and /or CGNF.

2) Handling BCQs with the presence of GF, LGF, CGF, GNF and/or CGNF.

3) Finely combining the procedures for 1) and 2) to solve BCQ answering for
GF, LGF, CGF, GNF and/or CGNF.
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4) Back-translating the clausal sets obtained by the procedures developed
in 3) to a first-order formula, thereby obtaining saturation-based BCQ
rewriting procedures for GF, LGF, CGF, GNF and/or CGNF.

We separately discuss how Challenges 1)—4) have been tackled in this thesis.

Deciding the guarded first-order fragments The first challenge is developing
saturation-based decision procedures for the considered guarded fragments.
For each fragment it requires us to address three tasks, namely devising a clausi-
fication process, developing a saturation-based inference system and proving
a termination result.

We first develop the clausification processes for BCQs and the considered
guarded fragments. For GF and LGF we devise the clausification process
Trans®F, transforming formulas into guarded and loosely guarded clauses (LG
clauses), respectively. By rigorously investigating the guardedness patterns
in CGF, GNF and CGNF, we devise three innovative clausification processes,

namely the Trans®CF, the Trans®NF and the Trans®GNF

processes, so that CGF,
GNF and CGNF are transformed to LG clauses, guarded clauses with equality and
query clauses with equality (GQ~ clauses) and loosely guarded clauses with equality
and query clauses with equality (LGQ~ clauses), respectively. Our clausification
transforms a union of BCQs to query clauses and query clauses with equality (Q~
clauses). The class of LGQ~ clauses can be seen as the combination of loosely
guarded clauses with equality (LG~ clauses) and Q~ clauses. Figure 1.1 summaries
the way that the formulas from different guarded fragments and BCQs are
transformed into their respective types of clauses.

Next, we devise the saturation-based inference systems in accordance with
either the resolution-based framework of [BG97, BG01] or the superposition-
based framework of [BG98]. Our inference systems aim to decide satisfiability
of the classes of guarded, LG, GQ~ and LGQx clauses associated with the targeted
fragments. Unlike conventional saturation-based systems (such as the Satu
and Satu. systems presented in Section 3.4), our inference systems make use
of two innovative techniques: the partial selection-based resolution rule (the P-Res
rule) and the top-variable resolution refinement.

1. The P-Res rule is critical to our systems. Whenever the standard selection-
based ordered resolution rule (the Res rule) is applicable to a clause C (as

the main premise) and clauses Cy,...,C;, (as the side premises), one
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Figure 1.1: The relationship of the targeted fragments, the customised clausifi-
cation processes and the obtained clausal classes

can apply the P-Res rule to C (as the main premise) and a subset of
C1,...,Cy (as the side premises) instead. With the same main premise
as the Res rule, a P-Res inference step allows any subset of the Res side
premises to be its side premises, thus gives us the flexibility to derive only
the desirable P-Res resolvents from all the possible P-Res resolvents.

Given any sound and refutationally complete saturation-based resolution
inference system, its resolution rule can be safely replaced by the P-Res
rule. In this thesis we develop the P-Res inference systems Inf and Inf,

for first-order clausal logic without and with equality, respectively.

. For the P-Res rule, we devise the top-variable resolution refinement so thatin
an P-Res inference step the chosen Res side premises contain the poten-
tially deepest terms. For the considered clausal classes, this refinement
effectively avoids term depth increase in the P-Res resolvents, ideally

satisfying Property 1. crucial for having termination.

Based on the top-variable refinement, we define the T-Ref®Q, the T-
RefGQ and the T-RefkGle refinements. These refinements and the P-Res
inference systems provide the basis for the top-variable resolution systems

LGQ~

T-Inf®®, T-Inf'®® and the top-variable superposition system T-Inf: ™"~ we

devise. All are proved sound and refutationally complete for first-order
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Figure 1.2: The relationship of the newly devised inference systems and the
related clausal classes

clausal logic (with equality). Figure 1.2 describes the relationship of the P-
Res systems, the top-variable-based refinements (and the sections when
they are presented), the top-variable inference systems and the relevant

clausal classes.

The P-Res rule and the top-variable technique are presented in Sections 4.2
and 4.3, respectively. The inference systems presented in this thesis are exhib-
ited in Figure 1.3 with the sections where they can be found.

The last task is proving that for the aforementioned guarded clausal classes,
the top-variable inference systems are guaranteed to terminate. With termination
established, these systems provide decision procedures for our guarded clausal
classes due to the fact that these systems are sound and refutationally complete
for first-order clausal logic (with equality). We formally prove application
of the T-Inf%®, T-Inf'%Q and the T-Inf-%® systems, respectively, to classes
of guarded, LG and LG~ clauses derive only guarded, LG and LG~ clauses
with bounded width. Hence the T-Inf&@, T-Inf'6@ and the T-Inf-%% systems
decide satisfiability of the guarded, LG and LG~ clauses classes, respectively.

resolution-based superposition-based
(for FOL) (for FOLy)

. basic Satu (Section 3.4) Satu.. (Section 3.4)
inference systems

. the P-Res Inf (Section 4.2) Inf. (Section 7.2)
inference systems

the top-variable T-Inf®Q (Section 4.3) LGQ. )
inference systems | T-Inf'®@ (Section 6.2) T-Inf™ (Section 7.2)

Figure 1.3: A classification of the provided inference systems
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Roughly speaking in our top-variable refinements, we adopt the principle that
the eligible literals in a clause are the deepest and the widest literals, one of which is
the key to ensure termination. Sections 4.4, 6.3 and 7.3 present how satisfiability
of the guarded, LG and LG« clausal classes are can be decided.

Handling BCQs The second main challenge is the handling of the given
union of BCQs. In the previously discussed clausification processes, a union
of BCQs is transformed to query clauses and Q~ clauses (i.e., query clauses with
equality). In the conclusions of query and Q- clauses, one needs to ensure that
no unbounded depth or width increase occurs. For this goal we introduce new
techniques, concisely discussed as follows.

I. For Q- clauses with inequality literals occurring we use the equality resolution
rule (the E-Res rule). By the carefully devised superposition refinement, it is
ensured that in our inference systems only the E-Res rule is applicable to
Q- clauses, so that applying rules in the top-variable systems to Q~ clauses

solely derives Qx clauses and query clauses.

II. In query clauses occurrences of variables are unrestricted, thus analysing
the conclusions of these clauses is difficult. To dissect variables in query
clauses, we create two novel separation rules and a goal-oriented query
separation procedure (the Q-Sep procedure). The Q-Sep procedure is crucial
to control the computations of inferences on query clauses. By this pro-
cedure, a query clause Q is replaced by an equisatisfiable set N of less

wide inseparable query clauses and Horn guarded clauses (HG clauses).

By our definitions the inseparable query clauses are formally defined as
indecomposable chained-only query clauses (indecomposable CO clauses), which
enjoy a key property: in these query clause each variable ‘chains’ at least
two distinct literals.

III. We use the top-variable resolution rule to compute the conclusions of inde-
composable CO clauses with in the presence of guarded, LG and LG~ clauses.
In this resolution computation, an indecomposable CO clause is the main
premise and guarded clauses (respectively LG and LG~ clauses) are the side
premises. By the top-variable technique, the derived top-variable resolvent
is guaranteed to be no deeper than at least one of its premises. However,
the resolvent can be wider than all of its premises.
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Figure 1.4: Handling query clauses in the presence of studied clausal classes

IV. For the top-variable resolvents R of indecomposable CO clauses in the pres-
ence of guarded, LG and LG~ clauses, we devise a sophisticated form of
structural transformation (the T-Trans rule) so that R is transformed into
an equisatisfiable set N of query clauses and guarded, LG and LG~ clauses,
respectively. In particular in N each clause is no wider than at least one
of its top-variable premises. The derived query clauses are coped with
by the Q-Sep procedure, and the derived guarded, LG and LG~ clauses

are handled by their respective top-variable inference systems.

The results of I.-II. are presented in Sections 7.3 and 4.5, respectively. For
guarded, LG and LG~ clauses, the rest of results are discussed in Sections 4.5, 6.3
and 7.3, respectively. Figure 1.4 is a flow chart of the query handling procedure
presented in II.-IV.

Devising BCQ answering procedures With the query handling procedures and
the decision procedures for the targeted guarded fragments created, the next main
challenge is to properly amalgamate these procedures, give us the sought deci-
sion procedures for answering BCQs in the targeted guarded fragments.

Integrating the query handling processes into saturation-based systems
poses new challenges. Once two procedures are combined, new predicate
symbols (introduced in handling queries) occur in the saturation, hence for the
termination results we need to ensure only finitely many of these symbols are
introduced. We formally prove that if we reuse the existing introduced predicate
symbols to define clauses that are identical modulo variable renaming, in the
saturation only finitely many new predicate symbols are required. This result
is based on the facts that newly introduced clauses have a bounded number
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Figure 1.5: The saturation-based query answering procedure

of variables, and these clauses are composed of the signature symbols before
saturation processes.

The next task considers the inference steps in the saturation for query clauses
and Qx clauses. As said above, for Q. clauses we devise superposition refinement
so that only the E-Res rule is applicable to these clauses. In query clauses only
the indecomposable CO clauses derives conclusions, therefore for these clauses
we devise an appropriate resolution refinement, so that it is guaranteed that only
the top-variable resolution rule is applicable to the indecomposable CO clause
with itself being the main premise and guarded clauses (LG and LG~ clauses
thereof) being the side premises.

The final task requires us to formally present the query answering proce-
dures in the saturation-based framework. Though our procedures do not rely
on a particular form of saturation processes, we devise the query answering
procedures in accordance with the given-clause algorithm in [Wei01l, MW97],
since this algorithm has been implemented as a basis for modern first-order
theorem provers such as Spass [WDF*(09], Vampire [RV01b] and E [Sch13].
This choice ensures the implementation of our procedures is practical and
approachable.

Suppose L are formulas in one of our guarded fragments, g is a union
of BCQs and D is a set of ground atoms. To check whether XU D = g, we
transform {—g} UX UD to a clausal set N. If N is unsatisfiable, then it is the
case that X U D |= g, otherwise 2 U D |£ g. Figure 1.5 illustrates our decision
procedures for answering g in X and D. The decision procedures for answering
BCQs for GF (the Q-Ans®F procedure), LGF/CGF (the Q-Ans®®F procedure) and
GNF/CGNF (the Q-Ans®CNF procedure) are presented in Sections 4.6, 6.4 and 7.4,

respectively.
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Devising saturation-based BCQ rewriting procedures Finally we address
Challenge 4): back-translating the clausal set, produced by the previous BCQ
answering procedures, to a first-order formula. The target of Challenge 4) is
stronger than that of main problem ii. since this challenge aims to back-translate
a derivation, not necessarily a saturation.

For the considered guarded clausal classes the back-translation task is not
straightforward. For example it is impossible to back-translate the guarded
clause =G(x,y) vV A1(f(x,y)) V A1(f(y, x)) to a first-order formula, due to the
co-occurrences of the compound terms f(x, y) and f (v, x). Infacta clausal set N
can be successfully back-translated to a first-order formula if N is normal, unique,
globally consistent and globally linear [Eng96]. Based on the these prerequisites we
devise our back-translation procedures. To avoid ambiguity the word compatible
is used to replace the word consistent.

By investigating the applications of our clausification processes to GF, LGF,
CGF, GNF and CGNF, we realise from these fragments the clausal classes have
a nice property, viz. the strong compatibility property, which requires that the
argument lists of all compound terms on one clause are identical. These clauses
are the aligned clauses. To be specific the problem of answering BCQs for GF,
for LGF/CGF and for GNF/CGNF is reduced to deciding satisfiability of the
class of query clauses and aligned guarded clauses (GQ™ clauses, consisting of query
clauses and G~ clauses), of query clauses and aligned loosely guarded clauses (LGQ™
clauses, consisting of query clauses and LG~ clauses) and of query clauses with
equality and aligned loosely guarded clauses with equality (LGQZ clauses, consisting
of Q« clauses and LG clauses), respectively.

Next, we formally prove that our query answering procedures as well de-
cide satisfiability of the classes of GQ™, LGQ™ and LGQ clauses. Notably these

GQ__ clauses \—— normal, unique and
LGQ™ clauses —»  Q-Abs > strongly compatible Q-Rena
LGQy, clauses > ‘ ’

clausal sets

A (cliq.ue) guarded A first-order formula
negation formula normal, unigue

T | <&—— clobally linear and
i Q-Unsko lobally compatible
D-Trans [««——A first-order formula-<¢—— < & Y comp.

clausal sets

Figure 1.6: The back-translation procedure
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clausal classes are each closed under the application of these query answer-
ing procedures. To back-translate GQ~, LGQ™ and/or LGQ clausal sets to a
tirst-order formula, one first needs to transform these clausal sets into logically
equivalent normal, unique, globally compatible and globally linear clausal sets.
Based on the term abstraction and variable renaming rules in [Eng96, GSS08a],
we devise customised rules (the constant and variable abstraction procedure (the
Q-Abs procedure) and the variable renaming procedure (the Q-Rena procedure)),
so that GQ~, LGQ™ and/or LGQZ clausal sets are ensured to be transformed
into a clausal set N satisfying the mentioned pre-requisites for successful back-
translation. By our customised unskolemisation procedure (the Q-Unsko pro-
cedure), N is ensured to be unskolemised into a first-order formula. Unlike
the classes of GQ™ and LGQ™ clauses, the LGQZ clausal class is defined with
the protect property, so that by a special transformation (the D-Trans procedure),
the first-order formula F (back-translated from an LGQZ clausal set) is reformu-
lated as a clique guarded negation formula. The back-translation of GQ™ and LGQ™
clauses is not ensured to be reformed as formulas in GF, LGF and/or CGF, due
to the fact that our back-translation procedures may introduce equality, which
isnot allowed in GF, LGF and/or CGF. Figure 1.6 describes the back-translation
procedures for the targeted aligned clausal classes.

The decision procedures for the saturation-based BCQ rewriting for GF (the Q-
RewCF procedure), LGF/CGF (the Q-Rew®SF procedure) and GNF/CGNF (the

g Y

. e
Query answering Saturation processes — L
procedures

( Query handling procedures

N\ ,.query clauses atl_lrations
74 Clausification Qx~ clauses G~ clauses GQ _Clauses
2 - — LGQ™ clauses

processes » LG clauses LGa-
- LG clauses o GRIEES
A (clique) guarded negation formula-<& Q-RewCCNF
* Q-RewCCF | @¢——
A first-order formula Q-Rew®F ¢

Figure 1.7: The saturation-based query rewriting procedure
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Q-Rew®ENF procedure) are presented in Chapter 5, Sections 6.4 and 7.4, respec-
tively. Figure 1.7 gives a complete view of the saturation-based query rewriting
procedures with g a union of BCQs and X formulas in the fragments considered
in this thesis.

Figure 1.8 on the next page summarises the relationships between the stud-
ied guarded fragments, queries, and clausal classes, in which an upper node is

strictly more expressive than the adjacent one below it.

Contributions

The main contributions of thesis are:

1. We give the first resolution-based decision procedure for CGF, and the first
practical decision procedures for UNF, GNF and/or CGNF.

2. We devise the first practical decision procedures for answering BCQs for GF,
LGF, CGF, UNF, GNF and/or CGNF. These procedures provide practical
solutions to arguably the most difficult decision problems currently open in
first-order logic (with equality).

3. We develop the first practical decision procedures for saturation-based BCQ
rewriting in GF, LGF, CGF, UNF, GNF and/or CGNF. In general back-
translating a clausal set to a first-order formula is an undecidable problem
and often fails, however by our clausification processes, saturation procedures
and back-translation techniques, for the clausal classes we define it is en-
sures that the clausal sets can be back-translated to a first-order formula. The
clausal sets of GNF and CGNF are even ensured to be back-translated to a

(clique) guarded negation formula. These are interesting results.

4. We devise innovative and elegant P-Res inference systems and top-variable
inference systems. These systems are robust as they are formally proved to
be sound and refutationally complete for general first-order clausal logic (with
equality), not just our clausal classes. These systems are well-prepared
to provide good foundations of practical decision procedures for checking sat-
isfiability for function-free fragments of first-order logic (with equality).
With suitable clausification processes, the top-variable technique guaran-

tees to avoid term depth increase in the conclusions (although in general this
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technique does not guarantee that the conclusions is no wider than its

premises).

5. We devise original automated reasoning techniques that may advance the de-
velopment of saturation-based theorem proving. The techniques include
but are not limited to the customised separation rules and goal-oriented query
handling procedures, the novel clausification processes, and the back-translation
rules and procedures.

6. Our inference systems are modular. For any of our inference systems,
by either removing some refinement or adding a new refinement (satisfying
the minimal requirements of admissible orderings and selection functions), the
system remains sound and refutationally complete for first-order clausal
logic (with equality). In addition simplification rules and redundant elim-
ination techniques (compatible with the saturation framework of [BGO01])
are freely allowed in any of our systems.

More broadly the contributions of this thesis are:

1. We take a step forwards bridging the gap between automated reasoning and
databases. In the area of databases saturation-based procedures are not
typically applied as querying methods, as there are more well-developed
techniques (such as the chase algorithm [ABU79, MMS79] and its varia-
tions) for database querying problems. Nevertheless due to the successful
applications of highly-tuned automated theorem provers to real-world
problems, it would be interesting to see how automated reasoners can
be developed as query engines for solving real-world database query-
ing problems. This direction of research has also been suggested in the
database community [BKM*17].

2. Our saturation-based query answering and rewriting procedures are
well-equipped to provide the foundation for other querying applications
such as query explanation. Our query rewriting procedures produce a
Skolem-symbol-free formula representing a derivation, thus allows users to
abstract explicit information during proof search of the given queries and

formulas.

3. Our procedures are primed for querying in real-world ontological languages
such as guarded Datalog* and frontier quarded Datalog™ [CGK13, BLMS11]
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and the expressive description logic ALCHOT [BHLS17] since these lan-
guages can be embedded in the considered guarded fragments.

Organisation

This thesis is organised as follows.

e Chapter 2 formally defines all of the considered guarded fragments, the
saturation-based BCQ answering and rewriting problems and summarises the
known results for these fragments.

e Chapter 3 gives both basic and customised notions of first-order logic, and

the fundamentals of saturation-based theorem proving.

e Chapter 4 first presents the P-Res and the top-variable resolution inference
systems, and then devises a saturation-based decision procedure for answering
a union of BCQs for GF, which is the first main contribution of this thesis.
A part of the result in this chapter is published in
[Z2520b] Sen Zheng and Renate A. Schmidt. Querying the guarded frag-
ment via resolution (extended abstract). In Proc. PAAR’20, volume 2752
of CEUR Workshop Proceedings, pages 167-177. CEUR-WS.org, 2020.

o Chapter 5 devises the decision procedure for saturation-based BCQ rewriting
in GF. Notably we define a refined clausal form of GF, namely the aligned
guarded clauses, which by our customised rules, is guaranteed to be back-
translatable to a first-order formula.

e In Chapter 6, we develop the decision procedures for BCQ answering and
saturation-based BCQ rewriting in LGF and/or CGF. Unlike the procedures
in Chapters 4 and 5, in this chapter our procedures particularly cope with
the loose and the clique guards in LGF and CGF, respectively. The result of
answering BCQs for the Horn fragment of LGF is published in
[2520a] Sen Zheng and Renate A. Schmidt. Deciding the Loosely Guarded
Fragment and Querying Its Horn Fragment Using Resolution. In Proc.
AAAI'20, pages 3080-3087. AAAI, 2020.

e Chapter 7 is dedicated to devising the BCQ answering and saturation-based
BCQ rewriting procedures for GNF and/or CGNF. Due to the occurrence of
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equality and inequality literals in GNF and CGNF, a novel superposition-
based top-variable inference system is devised. Furthermore we identify
a more sophisticated clausal form, viz. aligned (loosely) guarded clauses with
equality, which comes with the assurance of being back-translatable to a
(cligue) guarded negation formula.

e Chapter 8 discusses related work in three respects: existing resolution-
based or superposition-based decision procedures for GF and LGF, cur-
rent advancement for answering query in the fragments of the considered

fragments and known query rewriting techniques.

e The last chapter concludes the thesis and suggests directions for future

work.



Chapter 2

The guarded fragments and the

querying problems

2.1 The guarded first-order fragments

The guarded fragment (GF) and the loosely guarded fragment (LGF) are introduced
in [vB97, ANvB98], characterised as modal fragments of first-order logic (FOL). By
the standard translation [BRV01b], modal formulas are translated into guarded
formulas, where all quantified variables are ‘guarded” by an atom. LGF, occa-
sionally referred to as the pairwise guarded fragment [vB97, AMdNdR99], prop-
erly extends GF such that temporal operators [RU12] until and since can be
expressed. Roughly speaking, in a loosely guarded formula all quantified vari-
ables are pairwise ‘guarded’ by a conjunction of atoms, namely a loose guard,
in which the quantified variables form a ‘clique’. Further LGF is extended to
the clique guarded fragment (CGF) [Gra99a] such that existential quantifications
are allowed in the loose guard, converting the ‘clique’ for the quantified vari-
ables to a branched ‘clique” with branches made of the existential quantified
variables in the loose guard. In [Hod02, Mar07] CGF is called the packed frag-
ment. The findings of GF, LGF and CGF are based on the observation that all
quantified formulas are relativised to (a conjunction of existentially quantified)
atoms, hence the aforementioned guarded fragments are also called the guarded
quantification fragments.

In the recent proposals, the guardedness pattern is associated with the
negated formulas, leading to the unary negation fragment (UNF) [tCS13], the

32
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the packed fragment

the pairwise guarded fragment

Figure 2.1: The relationship of the considered guarded fragments and FOL

guarded negation fragment (GNF) [BtCS15] and the clique guarded negation frag-
ment (CGNF) [BtCS15], all of which are called the guarded negation fragments
thereof. Unlike GF, UNF orthogonally generalises modal logic such that the
negated formulas only have one free variable, thus UNF and GF are incompa-
rable in terms of expressive power. GNF on the other hand, is more expressive
than GF, since every guarded sentence can be represented as a guarded nega-
tion sentence [BtCS15]. In GNF all free variables of negated formula must be
‘guarded” by an atom, and if that atom is an inequality literal x # x, GNF
reduces to UNF. CGNF adopts the notion of ‘clique” from CGF, extending GNF
by allowing all free variables of the negated formulas to be pairwise ‘guarded’
by a conjunction of existentially quantified atoms. An informative introduction
for the guarded negation fragments can be found in [Seg17]. Figure 2.1 presents
the relationship between the aforementioned guarded fragments and FOL.

Both the guarded quantification and the guarded negation fragments are robustly
decidable [Var96], meaning that these fragments have the finite model property,
viz. every satisfiable formula has a finite model, and the tree-like model prop-
erty, viz. if a formula has a model, then it has one of bounded tree width;
see references in Figure 2.2. Satisfiability checking for any of guarded quantifi-
cation fragments is 2ExpTimMe-complete, and is reduced to ExpTiMe-complete if
a fragment has a fixed signature [Grda99b], however regardless of fixed signa-
tures, checking satisfiability for any of guarded negation fragments is 2ExpTime-
complete [tCS13, BtCS15].
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Guarded quantification Guarded negation
fragments fragments
GF LGF CGF UNF GNF | CGNF
v v
i v v v
Decidability [vB97] [Gra99b]
[ANVBS] [vB97] [Mar07] [tCS13] [BtCS15]
e s EXP
Satisfiability EXP EXP [Gri99b] 2EXP 2EXP
checking [Gra99b] | [Gra99b] [Mar07] [tCS13] [BtCS15]
Tree-like model v v v v v
property [Gra99b] | [Gra99a] | [Grd99a] | [tCS13] [BtCS15]
Finite model v v [M:rO7] v v
property [Gra99b] | [Hod02] [Hod02] [tCS13] [BtCS15]
Craig X v 4
interpolation [HMO02] [tCS13] [BtCS15]
Uniform X
interpolation [HMO02] open

Figure 2.2: Interesting properties of the considered guarded fragments

We briefly discuss the uniform interpolation problem for these guarded
fragments. A logical fragment S is said to have the Craig interpolation prop-
erty [Cra57a, Cra57b] if F1 and F; are two formulas in S such that F; |= F», then
in S there exists a formula F expressed using only the common symbols of F;
and F; such that F; |= F and F |= F». A fragment S has the uniform interpola-
tion property [Hen63] if for any S-formula F and a set of predicate symbols A,
there is an S-formula F’ with its symbols occurring in A such that F |= F” and
F is the strongest such entailment. Uniform interpolation entails Craig inter-
polation, but not vice-versa. The guarded quantification fragments do not have
the Craig interpolation property, and hence also not the uniform interpolation
property [HMO2]. The guarded negation fragments have the Craig interpolation
property [tCS13, BtCS15], yet it is unknown whether any the guarded negation
fragments have the uniform interpolation property. For a restricted form of
uniform interpolation (the uniform modal interpolation) for GF, see [DL15].

Figure 2.2 lists important properties of all these guarded fragments, using v/
and X to denote positive and negative answers, respectively. In the satisfiability
checking row in Figure 2.2, all guarded fragments are assumed to have a fixed
signature, so that they satisfy the assumptions of the thesis.
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As UNF is a trivial special case of GNF with x ~ x as guards, this thesis
does not independently discuss UNF. The decision procedures established for
querying in GNF instantly are the practical decision procedures for querying
in UNF.

The first-order guarded fragments

Guarded quantification fragments We now formally define the guarded, the
loosely guarded and the clique guarded fragments. In guarded quantification frag-
ments constants are freely allowed, but not equality.

Definition 1. The guarded fragment (GF) is a fragment of FOL without function
symbols, inductively defined as follows:

T and L belong to GF.

If A is an atom, then A belongs to GF.

GF is closed under Boolean connectives.

Let F be a guarded formula and G an atom. Then 3x(G A F) and Vx(G — F)
belong to GF if all free variables of F occur in G.

=

Definition 2. The loosely guarded fragment (LGF) is a fragment of FOL without
function symbols, inductively defined as follows:

T and L belong to LGF.
If A is an atom, then A belongs to LGF.
LGF is closed under Boolean connectives.

o=

Let F be a loosely guarded formula and G a conjunction of atoms. Then Vx(G —
F) and 3x(G A F) belong to LGF if

(a) all free variables of F occur in G, and
(b) for each variable x in x and each variable y occurring in G that is distinct
from x, x and y co-occur in an atom of G.

Definition 3. The clique guarded fragment (CGF) is a fragment of FOL without
function symbols, inductively defined as follows:

1. T and L belong to CGF.
2. If Ais an atom, then A belongs to CGF.
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3. CGF is closed under Boolean connectives.
4. Let F be a clique guarded formula and G(x,y) a conjunction of atoms. Then
Vz(IxG(x,y) — F) and Fz(IxG(x, y) A F) belong to CGF, if

(a) all free variables of F occur in 'y, and
(b) each variable in X occurs in only one atom of G(x,y), and
(c) for each variable z in z and each variable y occurring in G(x,y) that is

distinct from z, z and y co-occur in an atom of IxG(x, ).

In 4. of Definitions 1-3, the atom G, the conjunction of atoms G and the
formula IxG(x, y) are called the guard, the loose guard and the clique guard for
the formula F, respectively.

In guarded formulas all quantified formulas contain at least one guard.
Consider the following formulas.

F1 = A(x) Fp =Vx[A(x)]  F3=Vx[A(x,y) — B(x, y)]
Fy = Vx[A(x,y) = Jy(B(y, 2))] F5 = Vx[A(x,y) — L]

F¢ = 3x[A(x,y) AVz(B(x, z) = Ju(R(z, u)))]

F7 = Vx[P(x) = Jy(R(x,y) AVz(R(y, z) = P(2))))]

The formulas F1, F3, F5, F¢ and F7 are guarded formulas, but the rest are not.
The formulas F; and F4 are not guarded as they do not contain a ‘guard” atom.
The formula F7 is the standard translation [BRV01b] of the description logic
ALCHOT axiom P C IR.VR.P and the modal formula P — ¢ O P.

By the standard translation, description logic A LCHOT axioms and modal
formulas can be translated into non-guarded formulas. For example applying

the standard translation to VR.P C L produces
F =Vx(Vy(R(x,y) = P(y)) — L)

with x not guarded. Nonetheless as these translated formulas contain only
one ‘unguarded’ variable x, this variable can be regarded as being implicitly
guarded by x = x. In this example F can be reformulated as a logical equivalent
formula F/ = Vx(x = x — Vy(R(x,y) — P(y)) — 1)). The formula F’ is a
guarded formula with equality, handled by the decision procedure for querying
in GNF as GNF subsumes GF with equality.

LGF strictly extends GF by allowing a conjunction of atoms to pairwise
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guard quantified variables. For example Vz((R(x,z) A R(z,y)) — P(z)) is
loosely guarded, not guarded. The standard translation the temporal formula
P until Q, namely

Fy(R(x, y) A Q(y) AVz((R(x,2) A R(z, y)) = P(2)))),
belongs to LGF, but not GF. The transitivity formula
Vxyz((R(x,y) AR(y, z)) = R(x, z))

is neither guarded nor loosely guarded.
CGF further extends LGF by allowing existential quantification to atoms in
loose guards. For example,

F =Vx1x2(G(x1, x2) = Vx3(A1(x1, x3) A B1(x2, x3) = TxeD(x1, x6))),

is a loosely guarded formula, in which A1(x1, x3) A B1(x2, x3) and G(x1, x2) are,
respectively, the loose guards for Vx3(A1(x1, x3) A B1(x2, x3) — IxeD(x1, X))
and F. By adding existential quantifications the loose guards of Vx3(A1(x1, x3) A
Bi(x2,x3) — JxcD(x1, x¢)), one obtains the clique guarded formula

Vx1x2(G(x1, x2) = Vxz(Ixaxs(A(x1, x3, x4) A B(x2, x3, x5)) = IxeD(x1, X¢))),
where Jx4x5(A(x1, x3, x4) A B(x2, X3, x5)) is the clique guard for
Vx3(3xaxs(A(x1, x3, x4) A B(xz, X3, x5)) — dxsD(x1, X6))),

and G(x1, x7) is the guard for the entire formula.

Although equality is prohibited in the guarded quantification fragments, it
is allowed in the guarded negation fragments, which in general subsume the
guarded quantification fragments.

Guarded negation fragments Next, we formally define the unary negation,
the guarded negation and the clique guarded negation fragments. Compared to
the guarded quantification fragments, both constants and equality are freely
allowed in guarded negation fragments.
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Definition 4. The unary negation fragment (UNF) is a fragment of FOL~ without

functional symbols, inductively defined as follows:

Gk L=

T and L belong to UNF.

If A is an atom, then A belongs to UNF.

If A and B are atoms, then AV B and A A B belong to UNF.

If F belongs to UNF, then 3xF belongs to UNF.

Let F be a unary negation formula. Then —F belongs to UNF if F contains only
one free variable.

Definition 5. The guarded negation fragment (GNF) is a fragment of FOL ~ without

functional symbols, inductively defined as follows:

G L=

T and L belong to GNF.

If A is an atom, then A belongs to GNF.

If A and B are atoms, then AV B and A A B belong to GNF.

If F belongs to GNF, then 3xF belongs to GNF.

Let F be a guarded negation formula and G an atom. Then G A —F belongs to
GNF if all free variables of F belong to the variables of G.

Definition 6. The clique guarded negation fragment (CGNF) is a fragment of

FOL . without functional symbols, inductively defined as follows:

G L=

T and L belong to CGNF.

If A is an atom, then A belongs to CGNF.

If A and B are atoms, then AV B and A A B belong to CGNF.

If F belongs to CGNF, then 3xF belongs to CGNF.

Let F be a clique guarded negation formula and G(x, y) a conjunction of atoms.
Let z denote the free variables of F. Then 3xG(x,y) A —F belongs to CGNF if

(a) z is a subset of y, and
(b) each variable in x occurs in only one atom of G(x,y), and
(c) each pair of distinct variables in Y co-occurs in an atom of IxG(X, ).

In 5. of Definitions 5-6, the atom G and the formula IxG(x, i) are called
the guard and the clique guard for the formula F, respectively.

GNF subsumes GF since every guarded sentence is expressible in GNF, but

not vice-versa [BtCS15, Proposition 2.2]. However not all guarded formulas can
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be transformed to a guarded negation formula; consider —A(x, y, z). By limiting
the guard of a guarded negation formula to be an equality literal, one obtains a
unary negation formula.

Comparing 5c. in the definitions of GCNF and CGF, an important distinction
is that the pairwise guarded condition is changed from the quantified variables
to the variables occurring in the negated formulas. In the clique guarded
formula 3z(3IxG(x, y) A F) the pairwise guardedness is required for the variables
in z and the variables in i, whereas in the clique guarded negation formula
JxG(x,y) A —F the pairwise guardedness is imposed on the variables in y. A

sample clique guarded negation formula is:

—3x1x0x3( Fy1y2(A1(x1, x2, y1) A A1(x2, X3, 2) A X1 = x3)A
=3x4(B(x1, x2, x4) A B(x2, x3, x4)) )

F =

Using the notion of generalised guard for GNF in [BtCO12], we obtain gener-
alised guards, generalised loose guards and generalised clique guards, by the following
method. Suppose F is a formula in any of guarded first-order fragments and F;
is a disjunction of existentially quantified atoms such that the free variables of F
occur in each atom of F;. Then if one adds a guard, a loose guard or a clique guard
to F, any atom A in these guards can be replaced by F1, forming a generalised
guard, a generalised loose guard or a generalised clique guard for F, respectively. By
replacing A with F; in F, one obtains the generalised formula F’. The formula F’
extends the expressive power of F if F belongs to GF, LGF or CGF, otherwise
F and F’ are of the same expressivity. For example by replacing A(x, y) by
Jx1A1(x,y,x1) V Ix2As(x, y, x2) for the guarded formula

F =Vx(A(x, y) — 3JyB(y)),
one obtains the generalised guarded formula
F' =Vx((3x1A1(x, y, x1) V Ao As(x, y, x2)) — 3zB(y, 2)).

The formula F’ is not in GF or LGF due to the occurrence of the existential
quantifiers and the disjunction in its guard, and it is not in CGF as the generalised

guard Ax1A1(x, y, x1) V Ix2A2(x, y, x2) is a disjunction, not conjunction.
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2.2 The BCQ answering and rewriting problems

The queries considered in this thesis are unions of Boolean conjunctive queries.
A conjunctive query (CQ) is a first-order formula (with equality) of the form
JxF(x,y), where F(x,y) is a conjunction of atoms, with only variables and
constants occurring as arguments. A Boolean conjunctive query (BCQ) is a first-
order sentence (with equality) of the form IxF(x) where F(x) is a conjunction
of atoms with only variables and constants occurring as arguments. A Boolean
conjunctive query with equality (BCQx) is a BCQ with equality literals allowed. A
union of Boolean conjunctive queries (union of BCQs) is a disjunction of BCQs (and
a union of BCQ.s).

Recall that equality is allowed in the guarded negation fragments, but not in
the guarded quantification fragments. Consequently in querying for the guarded
negation fragments, we consider BCQxs as the query language, and for the
rest of the query tasks we consider BCQs. For readability BCQ and BCQx are

mostly not distinguished in the rest of the thesis.

BCQ answering problems

Now we give the formal definition of the BCQ answering problem we investi-
gate.

Problem 1. Given a set L of first-order formulas (with equality), a set D of ground
atoms and a union q of BCQs, can a saturation-based procedure decide L. U D |= q?

Since ground atoms belong to any of the considered guarded fragments,

Problem 1 can be refined as follows.

Problem 2. Given a set X of first-order formulas (with equality) and a union q of
BCQs, can a saturation-based procedure decide L. |= q?

In the formal definition of the BCQ answering problem for the guarded
tirst-order fragments, the formulation of Problem 2 is used for its simplicity.

In Problem 2 one negates the given union of BCQs, obtaining the negated
BCQ, so that Problem 2 is reduced to deciding whether the combination of the
given formulas and the negated BCQs is satisfiable. BCQs (a union of BCQs)
and their negations are expressible in the guarded negation fragments, but not in
the guarded quantification fragments. Figure 2.3 summaries the relationship of

the aforementioned guarded fragments, the negated BCQ and FOL.
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the packed fragment

(negated) BCQ '

the pairwise guarded fragment

Figure 2.3: The relationship between the considered fragments, negated BCQ
and FOL

The computational complexity of the BCQ answering problem for GF is
2ExpTmve-complete [BGO14]. By the fact that formulas in CGF and the negated
BCQs are expressible in CGNF, the problem of answering BCQs for LGF and /or
CGF is a subproblem of deciding satisfiability of CGNF. Therefore, answering
BCQs for LGF and/or CGF is 2ExpTivMe-complete [BtCS15]. Due to the fact
that the negated BCQs are expressible in GNF or CGNF, the problems of BCQ
answering for GNF and /or CGNF have the same complexity as the satisfiability
checking problem for GNF and CGNF, which is 2ExpTiMe-complete [BtCS15].
These complexity results mean that the problems of answering BCQs for GF,
LGF, CGF, GNF and/or CGNF are all decidable.

Saturation-based BCQ rewriting and back-translation problems

The saturation-based rewriting problem is motivated by the first-order rewritabil-
ity, introduced for the lightweight description logic DL-Lite family, tackling
the ontology-mediated querying tasks [CGL*07]. For a union of BCQs, first-order
rewritability is formally defined as follows.

Definition 7. Given a set X of first-order formulas (with equality), a set D of ground
atoms and a union q of BCQs, q and ¥ are said to be first-order rewritable if g
and ¥. can be complied into a (function-free) first-order formula ¥.; such that for any D,
LUD [ qifandonly if D |= L.

As given in Definition 7, the first-order rewritability is devised such that the
entailment checking problem X U D |= g is reduced to the model checking
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GF LGF | CGF UNF GNF CGNF

BCQ 2ExpTIME 2ExpTIME 2ExpTIME 2ExpTIME
answering [BGO14] [BtCS15] [tCS13] [BtCS15]
First-order X X

open

[BBLP18, BBGP21]

rewritability [BBLP18, BBGP21]

Figure 2.4: Known properties of querying in the studied fragments

problem D |= X;. The latter is in the AC? complexity class [Var95]. Though
desirable as the first-order rewritability is, BCQs (and their extensions thereof)
and GF (and its extensions thereof) do not have this property; see [BBGP21,
Example 2.2] and [BBLP18, Example 1]. Figure 2.4 summarises the known
results for the complexity of BCQ answering and first-order rewritability of all
the targeted guarded fragments (with respect to BCQs). In the figure, the X
mark means a negative answer.

Proposing a new perspective to the rewriting problem, we consider it as a
back-translation problem, formally stated as follows.

Problem 3. Given a set L of first-order formulas (with equality), a set D of ground
atoms and a union q of BCQs, can we compute a (function-free) first-order formula (with
equality) X, that is the negated back-translation of the saturated clausal set of U {—q}
such that LU D |= g if and only if D | L,?

Problem 3 is formalised in a way so that it is established on the solutions to
Problem 1. In Problem 1 the problem of X U D |= g is generally considered as
that of checking unsatisfiability of {—~g} UXUD. Without D, from {—g} UX one
can either derive L or a saturated clausal set N. Suppose L is derived. This
case is trivial when X | g and hence X, in Problem 3 is T. Otherwise N is
derived, and Problem 3 then aims to back-translate N to a first-order formula,
which is then negated and used as =, in deciding D |= Z,.

The technical challenge in Problem 3 is the back-translation of a clausal
set to a first-order formula, which is a form of second-order quantifier elimina-
tion [GSS08a]. In Problem 3 it is the existentially quantified Skolem function
symbols and constants are intended to be eliminated.



Chapter 3

Saturation-based theorem proving

for first-order logic

This chapter is organised as follows. Section 3.1 introduces basic notions of
tirst-order logic and first-order clausal logic. Section 3.2 and Section 3.3 give
the clausification and the back-translation techniques, respectively. Section 3.4

presents fundamentals for saturation-based inference systems.

3.1 First-order logic

Basic notions in first-order logic

This section formally defines the syntax of first-order logic (FOL). Let C, F, P
and V be four countably infinite sets that are pair-wise disjoint. The elements
in C, F and P are the constant symbols (constants), the function symbols and the
predicate symbols. We say a tuple (C, F, P) is a signature. The elements in V
are variables. A function symbol or a predicate symbol is considered with a
unique integer, denoting the arity of that symbol. A predicate symbol of arity
zero is a propositional variable. Note that in this thesis the function symbols are
considered as non-constant function symbols.

A term is either a constant, or a variable, or f(t1,...,t,)if i) f is a function
symbol of arity n and ii) t1, . .., t, are terms. A term s is a subterm of a term ¢ if
s isidentical to t, ort = f(t1, ..., t,) and s is a subterm of one of terms f1, ..., f,.
A term s is a strict subterm of a term t if s is a subterm of ¢, and s is not identical

tot. A compound term is a term that is neither a constant nor a variable.

43
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We use the following logical connectives: T (verum), L (falsum), - (nega-
tion), v (disjunction), A (conjunction), — (implication) and < (double impli-
cation). A Boolean connective is one of the following symbols: A, V, — and <.
The symbol V is the universal quantifier and is read “for all’. The symbol Jis the
existential quantifier and is read ‘there exists’.

If P isa predicate symbol of arity n, and t1, . . . , t, are terms, then P(ty, ... , t,)
is an atomic formula (atom). We regard T and L as atoms. A literal is either an
atom (denoted as a positive literal), or a negated atom (denoted as a negative
literal). The literal L denotes either an atom A or a negated atom —A. A [it-
eral in propositional logic is either a propositional variable or its negation. Two
literals A and —A are called a complementary literals. For a literal L(ty, ..., t,)
and a compound term f(t1,...,t,), 1) a terminty,...,t, is called an arqument
of L and ¢, respectively, and ii) t1,...,t, is called the arqument list of L and t,
respectively.

A set of first-order formulas (formulas) over a signature (C, F, P) is inductively
defined as follows.

1. If A is an atom, then A and —A are first-order formulas.
2. First-order formulas are closed under Boolean connectives.
3. If F is a first-order formula and x is a variable, then VxF and 3xF are

first-order formulas.
The proper subformula of a first-order formula F is inductively defined as follows.

1. Atomic formulas have no proper subformulas.

2. F = =Fy: The proper subformulas of F are F; and all proper subformulas
of Fq.

3. F = FioF; where o denotes a Boolean connective: The proper subformulas
of F are Fy, F», and all proper subformulas of F; and F».

4. F = QxF; where Q denotes a quantifier: The proper subformulas of F are

F; and all proper subformulas of Fj.

The subformula of F are F and the proper subformulas of F. The immediate

subformula of a first-order formula F is inductively defined as follows.

1. Atomic formulas have no immediate subformulas.

2. F = =Fy: The immediate subformula of F is F.

3. F = F; o F, where o denotes a Boolean connective: The immediate sub-
formulas of F are F; and F».
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4. F = QxF; where Q denotes a quantifier: The immediate subformula of F
is Fl.

In a quantified formula VxF, x is the quantified variable and F is the scope of the
quantified variable x. An occurrence of a variable x in a first-order formula F is
a free variable of F if and only if x is not within the scope of quantified variables.
A variable is a bound variable of F if it is not a free variable of F. A sentence (closed
formula) is a first-order formula without free variables.

If a signature (C, F, P) allows special predicate symbols ~ and #, then we
consider first-order logic with equality, an extension of FOL. We use the infix
notation for equational atoms, denoted as s = t. We use the notation s # t to
denote the negation of s = t. The literals s ~ t and s # t are called an equality

literal and an inequality literal, respectively.

First-order clauses

A first-order clause (clause) is a multiset of literals, denoting a finite disjunction
of literals. A first-order clause with equality (clause with equality) is a first-order
clause that may contain the predicate symbols ~ and #. A subclause D of a
clause C, is a sub-multiset D of C. A set S of clause (clausal set S) is a conjunction
of all clauses in S, where every variable in S is considered to be universally
quantified.

An expression E is either a term, or an atom, or a literal or a clause. An
expression E is a subexpression of an expression E; if E occurs in E;. An
expression E is a proper subexpression of an expression E if E is a subexpression
of E; and E is not identical to E;. The expressions E1 and E, are variable-
disjoint if they share no common variables. A ground expression is a variable-free
expression. A clause C is Horn if C contains at most one positive literal. A
clause C is negative if C contains only negative literals. A clause C is positive if C
contains only positive literals. A clause C is decomposable if C can be partitioned

into two variable-disjoint subclauses, or else C is indecomposable.

Customised definitions

Now we give definitions particularly devised for this thesis.
The set of variables that occurs in an expression E is denoted as var(E). We

use notations C(t) and F(t) to, respectively, denote a clause with equality C and
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a formula with equality F, in which the term ¢ occurs.

To describe argument positions in a pair of terms, in [dNdRO3] the no-
tion pair is introduced. Given two expressions E; = A(...,t,...) and E; =
B(...,s,...),wesay t pairs s (with respect to t of E1 and s of E) if the argument
position of t in A is the same as that of u in B. For example in A(x1, f(x1, x2), X2)
and B(g(y1), v1, y2), x1 pairs g(y1), f(x1, x2) pairs y1, and x; pairs y».

The depth of a term t is denoted as dep(t), defined as follows:

1. If t is a variable or a constant, then dep(t) = 0, and
2. if t isa compound term f(t1,...,t,) thendep(t) = 1+ max({dep(t;) | 1 <
i < n}).

The depth of an expression E is the deepest term depth in E, denoted as dep(E). If
no terms occur in an expression E, then dep(E) = 0. The width of the expression
E is the number of distinct variables in E. For example, given the clause
C = =A1(f(x1), x1) V Aa(x1, x2) V A3(x2, g(x2, x3)), the depth of C is one since
the deepest term in C is f(x1), and g(x2, x3) and the width of C is three since C
contains three distinct variables x1, x» and x3.

In [FLTZ93] the notion covering for terms is introduced. In this thesis, we
generalise this notion so that it is applicable to clauses. A term t is covering if
for every compound subterm s of ¢, the variables sets of s and ¢ are identical,
namely var(s) = var(t). A literal L is covering if each argument of L is either
a constant, or a variable or a covering term f satisfying var(f) = var(L). A
clause C is covering if for each literal L in C, each argument of L is either a
constant, or a variable, or a covering term ¢t satisfying var(t) = var(C). For
instance, C1 = A1(f(x1, x2,4),x1) V Az(x1, x2) is a covering clause since the only
compound term f(x1,x2,a) in C; satisfies that var(f(x1, x2,4)) = var(Cy). The
clause Cp = A1(f(x1), x1) V A2(g(x2)) is not covering since var(C) # var(g(x2)),
however A1(f(x1), x1) is a covering literal since var(f(x1)) = var(Ai(f(x1), x1)).

The notions of flatness and simpleness are introduced in [GAN99]. We use
flat and simple to define an expression that is of depth zero and of depth zero or
one, respectively. A compound term f(t1,...,t,)isflatifeachterminty,..., ¢,
is either a variable or a constant. A literal L is flat if each argument in L is either
a constant or a variable. A clause C is flat if all literals in C are flat. A literal L is
simple if each argument of L is either a variable, or a constant or a flat compound
term. A clause C is simple if all literals in C are simple. A literal (clause) is a
compound-term literal (compound-term clause) if the depth of this literal (clause)
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Figure 3.1: The hypergraphs associated with C; and C;

is one. The definitions of the compound-term literal (clause) are restricted to
non-nested compound terms since this thesis only focuses on simple clauses.
For example A;(x1), ~A1(x1, a1) V Aa(x2, x3) and Ai(a1) V Az(az, az) are flat and
simple clauses, however the clauses —A1(f(x1),a1) V Az(x2, x3) and A1(a1) Vv
As(f(a2), a3) are simple but not flat as they contain flat compound terms. In
fact they are compound-term clauses. The clause =A1(x1, a1) V A2(x2, f(f(x3)))
is neither flat nor simple as it contains a non-flat compound term f(f(x3)).

An expression is flat if each of its argument is either a variable or a constant.
Given a flat expression E and a term t occurring in E, we use Occ(t, E) to denote
the number of occurrences of t in E. For example, Occ(x, f(x,y,x)) = 2 as x
occurs twice in f(x, y,x) and Occ(a, =A1(x, y) V Az(z,a)) = 1 as a occurs once
in A1(x,y) V Aa(z, a).

Suppose Cisa flat clauseand H(V, E) is a hypergraph consisting of a set V of
vertices and a set E of hyperedges. Then we associate the hypergraph H(V , E) with
C as follows: The set V of vertices consists of all variables in C, and the set E of
hyperedges contains, for each literal L in C, the set of variables that appear in L.
To represent a flat clause by a hypergraph, we use rectangles and variable sym-
bols to represent hyperedges and vertices, respectively. Dotted-line and solid-
line rectangles represent positive and negative literals, respectively, and nega-
tion symbols are omitted. Figure 3.1 presents the hypergraphs associated with
C1 = Ai(x1,x2) V ~A(x2, x3) and Co = =A1(x1, x2) V 2 Ax(x2, x3) V A3(x3, Xx4).

In the rest of the thesis, we use the following notational conventions:

®Xx,y,z,U,v,x1,...for variables ea,b,c,ay,...for constant symbols

e f,g,h,... for function symbols e A,B,G,P,...for predicate symbols
®p,p1,... for propositional variables e F, Fy, ... for formulas
e(C,D,Q,Cq,...for clauses es,t,u,... for terms

e[, [q,...forliterals
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3.2 Clausification techniques

This section gives the techniques that transform a formula to a clausal set. This
transformation is called the clausal normal form transformation or clausification.

Negation normal form

A formula F is in negation normal form if every negation symbol in F occurs
directly in front of an atom. Exhaustively applying the following rules to a

formula transforms it to negation normal form.

The NNF rules

Fio F, = (Ff—> F)A(F, > F)
-(F1VF) = =F1A-F -(F1ANF;) = =F1V-F
-VxF = dx-F -dxF = Vx-F
FiL—-F, = —-F1VEk -—-F = F
-T = 1 -1 = T

Miniscoping and prenex normal form

A formula F is in prenex normal form if F = Qix1...Qux,F1 where Qy,...,Qp
are quantifiers and F; is a quantifier-free first-order formula. In contrast to
prenex normal form, a formula F is anti-prenex normal form if the quantifiers
of F are moved to its quantified variables as much as possible.

Quantifiers are moved to its quantified variables using

The Miniscoping rules

dx(F1VF) = 3xFiVE if x does not occur in F.
Ax(F1 AFy) = 3dxFi1AF; if x does not occur in F».
Vx(F1 VF;) = VxF1VF; if x does not occur in Fj.
Vx(F1 AFy) = VxFiAF; if x does not occur in F.
Vx(F1 AFy) = VxFi AVxF,  if x occurs in both F; and F.
Ax(F1 V F;) = dxFyVv 3xF, if x occurs in both F; and F,.
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Structural transformation

Let F1 be a subformula of a formula F. Then F; has positive polarity (with respect
to F) if and only if F1 occurs in the scope of an even number of implicit or explicit
negation symbols. Fq has negation polarity (with respect to F) if and only if Fq
occurs in the scope of an odd number of implicit or explicit negation symbols.

A formula is renamed using

The Trans rules

F[F1(x)] = F[P(x)] A Vx(P(x) — Fi(x))
if F1 has the positive polarity and P is a predicate symbol
that does not occur in F.

F[Fi(x)] = F[P(x)] AVx(F1(x) — P(x))
if F1 has the negative polarity and P is a predicate symbol
that does not occur in F.

The Trans rules is also referred to as the formula renaming technique. The
formula renaming technique is also applicable to clauses, which can be seen as
a sentence with all variables universally quantified. Such application can be
implemented in a more general approach so that the polarity of the introduced
literals is not restricted. Consider a clause C = C; V C,. By introducing a fresh
predicate symbol P with var(P) = var(C) for C,, C can be renamed as either
{C1 VP,-PV Cz} or {C1 V-aP,PV Cz}.

Skolemisation

Skolemisation aims to eliminate existential quantifications and existentially quan-
tified variables from a formula.

A formula is skolemised using

The Skolem rule

Vxi... Vanin(y)
Vxy...Vx,F(f(x1,...,%n))

if f is a Skolem function symbol that does not occur in Vx1 ... Vx,3yF(y).
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In the Skolem rule, we say f is a Skolem function symbol, and it is a Skolem
constant symbol (Skolem constant) if n = 1. The term f(x1,...,x,) is a Skolem
compound term. A Skolem term is either a Skolem compound term or a Skolem
constant. For more advanced and comprehensive Skolemisation techniques
such as Strong Skolemisation and Optimised Skolemisation, see [NWO01, Section 5].
In the thesis the Skolem rule is sufficient for the hope-for results.

Conjunctive normal form

Aformula F = F1 V...V F, is adisjunction or disjunctive formula and each F; is a
disjunct of F. A formula F = F1 A ... A F;, is a conjunction or conjunctive formula
and each F; is a conjunct of F. A formula F is in conjunctive normal form if and
only if F is a conjunction of disjunctions of literals, and F is in disjunctive normal
form if and only if F is a disjunction of conjunctions of literals.

A formula is transformed to conjunctive normal form using

VxF1 V Fp = Vx(F,V EF) if x does not occur in F».
VxFi1 A Fy = Vx(F1 A Fp) if x does not occur in F».
FV(F1ANF;) = (FVF))A(FVF)

By the CNF rules, transforming a formula to conjunctive normal form can

cause exponential blow-up due to the following distribution of disjunctions.
F=(F{AFyA...AFQ)V(FFAFSA...AF2)V ...V (FI ANFY A ... AFL).

A commonly used method to reduce the above blow-up to a polynomial-time
problem is applying the Trans rule to F, that is, introducing a fresh predicate
symbols for each conjunction that is under a disjunction in F. We introduce
fresh predicate symbols P; for (Fi A Fé A...AFi)foralliwith1 <i < n. ThenF

is transformed into

Py >F AFA...AF}, ..., Py > F'AF}A...NFJ,
PlV...VPn,

which can be transformed to conjunctive normal form in polynomial time.
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The above rules are standard clausification techniques in [NWO01], trans-

forming a first-order formula to clausal normal forms.

Lemma 3.1 ([NWO1]). The NNF, the Miniscoping and the CNF rules preserve

logical equivalence. The Trans rules and the Skolem rule preserve satisfiability.

3.3 Back-translation techniques

Pre-conditions for a successful back-translation

In [Eng96, Chapter 5], it is shown that a clausal set N can be unskolemised if N
is normal, unique, globally linear and globally consistent. To avoid ambiguity we
use the word compatible to replace the word consistent.

Now we formally introduce these definitions.

Definition 8. A compound term t is compatible with another distinct compound
term s if the arqument lists of t and s are identical. A clause C is compatible if in C,
compound terms that are under the same function symbol are compatible.

A clausal set N is locally compatible if all clauses in N are compatible. A clausal
set N is globally compatible if in N, compound terms that are under the same function

symbol are compatible.

Definition 9. Compound terms t and s are linear if the set of arquments of t is a
subset of that of s or vice-versa. A clause C is linear if each pair of compound terms in
C is linear.

A clausal set N is locally linear if every clause in N is linear. A clausal set N is
globally linear if each pair of compound terms in N is linear.

Definition 10. A compound term f(t1,...,t,) isnormal if t1, ..., t, are variables.
A clause is normal if every compound term in C is normal. A clausal set N is normal
if every clause in N is normal.

Definition 11. A compound term f(t1,...,t,) is unique if each pair of terms in
t1,...,ty is a pair of distinct variables. A clause C is unique if every compound term
in C is unique. A clausal set N is unique if every compound term in N is unique.

In this thesis a new notion strong compatibility is introduced.
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Definition 12. A clause C is strongly compatible if all compound terms in C are
compatible, and a clausal set N is strongly compatible is each clause in N is strong
compatible.

A strongly compatible clause is both linear and compatible. By generalising

this claim to clausal sets, we have the following statement.

Lemma 3.2. Let N be a strongly compatible clausal set. Then, N is locally compatible
and locally linear.

O

Proof. By Definitions 8,9 and 12.
For a successful back-translation the pre-conditions are stated as follows.

Theorem 3.1 ([Eng96, Chapter 5]). Let N be a first-order clausal set. Then, N can be
unskolemised into a first-order formula (with equality) if N is normal, unique, globally
linear and globally compatible.

Back-translation rules

Rules that help the back-translation steps are the variable renaming rule Rename,
the term abstraction rule Abstract and the unskolemisation rule Unsko.
A term t is abstracted from a clause C using

The Abstract rule

N U {C(t)}
NU{C(y)Vt#y}

if y does not occur in C(f).

A variable x of a clause C is rename to a distinct variable using

The Rename rule

N U {C(x)}
N U {C(y)}

if each occurrences of x in C(x) is replaced by y, and y does not occur in C(x).

A clausal set N is back-translated into a first-order formula using
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The Unsko rule

N
Jx1Vxo3x3VxsF

if the following conditions are satisfied.

1. N is a normal, unique, globally linear and globally compatible
clausal set.

2. x1 and X3 represent the restored Skolem constants and Skolem func-
tions, respectively.

3. x71 and x3 do not occur in N, and X, and x4 are variables in N.

4. F is a first-order formula without Skolem symbols.

The challenge of applying the Unsko rule to a clausal set N is not simply
about computing a correction conclusion, but it is more about ensuring that N
satisfies 1. in the Unsko rule, so that N can be unskolemised into a first-order
formula. Givena clausalset N thatis obtained by transforming a set of formulas
to a clausal set N’ and then saturating N’, the Unsko rule restores first-order
quantifications for N by eliminating Skolem symbols introduced during the
Skolemisation step. We refer readers to [Eng96, Chapter 5] and [GSS08b] for

more details of unskolemisation techniques.

Lemma 3.3 ([GSS08b]). The Abstract, Rename and Unsko rules preserve logical

equivalence.

3.4 Saturation-based theorem proving

Substitution and unification

A substitution of terms for variables is a set {x1 — t1,...,x, +— t,} where
each x; is a distinct variable and each ¢; is a term, which is not identical to the
corresponding variable x;. We use lower-case Greek letters o, 0 and 1 to denote
substitutions. By Eo, we denote the result of the application of a substitution o to
an expression E. Eo is said to be an instance of E.

A variable renaming is a substitution o such thato = {x1 = y1,...,x, — yn}
where x1,...,x, and y1, ..., y, are variables. An expression E; is a variant of

an expression E if there exists a variable renaming ¢ such that E; = Eoc. We
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consider two clauses C; and C, beidentical if Cq is a variant of C,. A substitution
is called grounding if it substitutes all variables of an expression with ground
terms. Given substitutions ¢ and 0, the composition 06 denotes that for each
variable x, xa6 = (x0)6.

A substitution o is a unifier of a set {Eq, ..., E, } of expressions if and only if
Eio =...=E,o0. Theset{Eq,..., E,}issaid to be unifiable if there is a unifier for
it. A unifier o of aset {Eq,...,E,} of expressions is a most general unifier (mgu)
if and only if for each unifier O for the set, there exists a substitution 1 such
that 0 = on. A unifier o is a simultaneous mgu of two sequence Ey,...,E,
and E7, ..., E} of expressions (where n > 1), if 0 is an mgu for each pair E;
and E/. By 0 = mgu(E = E’), we denote that ¢ is an mgu of expressions E
and E’. By 0 = mgu(Ey = E}, ..., E,; = E}) (Where n > 1), we denote that o is a
simultaneous mgu of two sequences Ey, ..., E, and Ef, ..., E], of expressions.

Orderings

Let S be a set. A binary relation R on S is a subset of S X S. A partial ordering >
on a set S is a reflexive, antisymmetric and transitive binary relation. A strict
partial ordering > on a set S is an asymmetric and transitive binary relation. A
strict ordering > is total on a set S if for any two distinct elements x and y in S,
either x > y or y > z. A strict ordering > is well-founded on a set S if there is no
infinite chain x1; > xp > ... of elements in S.

We use M(x) to denote the number of occurrences of variable x in a mul-
tiset M. A strict partial ordering > on a set S can be extended to a multiset
ordering >" on (finite) multisets over S as follows. Let M; and M; be two
multisets. Then My >™ M, if i) M1 # My, and ii) if My(x) > Mi(x) then
M;(y) > Ma(y) for some y > x.

A binary relation > on expressions is stable under contexts if E1 >~ E; implies
E[Eq] » E[E;] for all expressions E, E; and E;. A binary relation > is stable
under substitutions (liftable) if E1 > E; implies E1o > Eyo for all expressions
E; and E5, and any substitution 0. A binary relation > is a rewrite relation if >
is stable under contexts and stable under substitutions.

An ordering > has the subterm propertyif E[E1] > E;, for all for all expressions
E and proper subexpressions Eq of E. A subterm ordering is an ordering of a
rewrite relation. An ordering > is a reduction ordering if > is a well-founded

rewrite ordering. An ordering > is a simplification ordering if > is a reduction
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ordering with the subterm property.

An ordering > on literals is admissible if

> is well-founded and total on ground literals,

> is stable under substitutions,

—A > A for all ground atoms A,

if B > A, then B > —A for all ground atoms A and B.

=L =

An ordering > on literals can be extended to clauses by extending > to clauses.
Let > be an ordering, called a precedence, on the given set of function symbols,
predicate symbols and logical symbols. Then based on this precedence, a

lexicographic path ordering >y, is defined as follows: s >, t if and only if

1. t evar(s)and s # ¢, or
2.5=f(s1,.--,8m), t = g(t,..., ty), and

(@) si Zypo t for some i with1 <i < m, or

(b) f >ipo gand s >y, tj forall jwith1l <j <n,or

(c) i) f = g, and ii) for some j, we have (s1,...,5j-1) = (t1,...,tj-1),
Sj >1po tj, and iii) s >y, tg, for all k with j < k < n.

If the precedence > of a lexicographic path ordering is well-founded, then >
is a simplification ordering. A lexicographic path ordering >;,, over a total
precedence is admissible if predicate symbols have higher precedence than
logical connectives, which have higher precedence than T and L.

The ordered resolution calculus

In this section, we give fundamentals of a saturation-based inference system, based
on the ordered resolution framework of [BG01, BG97]. The resolution calculus
in the framework of [BG01, BG97] employs admissible orderings and selection
functions as its refinement.

Let > be an admissible ordering. Then we define maximality of a literal in a

clause as follows.

e A ground literal L is called maximal with respect to a ground clause C if and
onlyif forall ’inC, L > L".

e A ground literal L is called strictly maximal with respect to a ground clause C
ifand only if forall L"in C, L > L.
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e A non-ground literal L is (strictly) maximal with respect to a clause C if
and only if there is some ground substitution o such that Lo is (strictly)
maximal respect to Co, thatis forall L’in C,L > L' (L > L).

Let C be a clause. Then the selection function Select(C) is a mapping of
a multiset of negative literals in C, and literals returned by Select(C) are the
selected literals. There is no restriction imposed on selection functions. An
eligible literal is either a (strictly) maximal literal or a selected literal. In this
thesis, we annotate the (strictly) maximal literal L with ‘stars” as in L* and ‘box’
the selected literal L as in .

We use the notation Satu to denote a resolution-based inference system that
is parameterised by admissible orderings and selection functions. The Satu
system consists of the deduction rule Deduce, the positive factoring rule Fact, the
selection-based ordered resolution rule Res and the deletion rule Delete. In the Fact
and Res rules, the conclusion are called a factor and a resolvent of its premises,
respectively.

A saturation is deduced by

The Deduce rule (for clauses without equality)

N
N U{C}

if C is a conclusion of either the Fact or Res rule of clauses in N.

Factors are derived using

The Fact rule

C VA; V Aj
(CV Ao

if the following conditions are satisfied.

1. Nothing is selected in C V A; V Aj.
2. Ajo is >-maximal with respect to Co.
3. 0= mgu(A1 = A)

Resolvents are computed using
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The Res rule

BivDy, ..., ByVDy |=A1V...V-A,|VD
(D1Vv...vD, VD)o

if the following conditions are satisfied.

1. No literal is selected in Dy,...,D,, and Byo,...,B,o are strictly
>-maximal with respect to D10, ..., D,0, respectively.
2a. If n = 1, then i) either —A; is selected, or nothing is selected in
—A;1 V D and —A10 is >-maximal with respect to Do, and ii) 0 =
mgu(A; = By), or
2b. if n > 1, then -Ay,...,-A, are selected and ¢ = mgu(A; =
Bi,..., A, = By).
3. All premises are variable disjoint.

For decidability, we minimally need the following deletion rule.

The Delete rule

N U{C}
N

if C is a tautology, or N contains a variant of C.

In the Res rule, the premises B1 V Dy,...,B,; vV D, are called the positive
premises (side premises), and the premise —=A; V ...V =A, V D is called the
negative premise (main premise). If there is only one positive premise and one
negative premise in the Res rule, we say it is a binary resolution rule.

The ordering refinement in inference rules can be applied by either a prior
checking or a posterior checking. Let C be a premise in an inference rule, o be
the mgu in the rule and > be the ordering refinement. Then if the maximal
literal is determined in Co, we say that > is applied by a posteriori checking. 1f
the maximal literal is determined in C, then > is applied using a prior checking.
In the Fact and Res rules, orderings are applied by a posterior checking.

The performance of a resolution-based inference system replies on sophisti-
cated yet powerful standard redundancy elimination techniques. The Satu system
only employs the Deduce rule, as it is sufficient for the results of this thesis.

Let N be a ground clausal set. A ground clause C is redundant with respect
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to N if there exists Cq,...,C, in N such thatCy,...,C, |F Cand C > C; for each
iwith1l <i < n. Let N beaclausal set. Then a ground clause C is redundant with
respect to N if there exists ground instances Cy0, ..., C,0 of clauses Cy, ..., Cy
in N such that Cy0,...,C,o0 E Cand C > Cjo foreachi with1 <i <n. A
non-ground clause C is redundant with respect to N if every ground instance of
C is redundant with respect to N. Let C be a distinguished premise, Cy, ..., Cy,
be other premises and D a conclusion in an inference I. Then the I inference is
redundant with respect to N if there exist clauses Dy, ..., D in N that are smaller
than C such that Cy,...,Cy, D1, ..., Dx E D. A clausal set N is saturated up to
redundancy with respect to an inference system R if all inferences in the R inference
system with non-redundant premises are redundant with respect to N.

A derivation relation > is a binary relation defined on sets of clauses. Let Ny
and N; be two clausal set. By N1 > N on an inference system R, we mean that
by using the rules in the R system to add conclusions or eliminate redundancy
in clauses of N1, we obtain N». A theorem proving derivation (derivation) on an
inference system R is a sequence N1 > Ny &> ... of derivation.

The refutational completeness of the Satu system is given as follows.

Theorem 3.2 ([BG01, Theorem 5.5]). If a set N of first-order clauses is saturated up
to standard redundancy under the Satu system, then N is unsatisfiable if and only if it
contains a contradiction.

The soundness of the Satu system is obvious as it consists of sound rules.
Theorem 3.3. The Satu system is a sound system for general first-order clausal logic.

For the decidability results of this thesis the separation rule Sep rule is used.
A clause can be separated by

The Sep rule

NuU{CvV D}
NU{CV P(x),-P(x) Vv D}

if the following conditions are satisfied.

C and D are non-empty subclauses.

var(C) ¢ var(D) and var(D) ¢ var(C).

var(C) Nvar(D) = x.

Predicate symbol P does not occur in N U {C Vv D}.

Ll .
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The Sep rule is introduced in [SHO00] to decide satisfiability of fluted logic.
This ruleis also referred to as ‘splitting through new predicate symbol”in [Kaz06,
Section 3.5.6].

The split rule Split is very similar to the Sep rule. A derivation sequence is
branched to a derivation tree by

The Split rule

NuU{CvVD}
NU{C}|NuU{D}

if the following conditions are satisfied.

1. C and D are non-empty subclauses.

2. C and D are variable-disjoint.

. J

In the above Split rule, the symbol ‘|” in the Split conclusions means that
the sequence of derivation on N U {C V D} is split into two branches N U {C}
and N U {D}.

One can regard the Sep rule as a generalisation of the Split rule. Suppose
that in the Sep premise N U {C V D}, the subclauses C and D are variable
disjoint. Then using a fresh predicate symbol p, the Sep rule derives N U {C V
p,—p V D} from N U {C Vv D}. This implies that the Sep rule can be regarded
as a generalisation of the Split rule by using a new predicate symbol [RV01a].
Compared to the Sep rule, the Split rule splits N U {C V D} to two branches
N U {C} and N U {D}. This requires backtracking when an empty clause
is found in one branch. Hence, using the Split rule makes the saturation
procedure non-deterministic. However, the Split rule has an advantage that
one can use the subsumption elimination rule [BG01] to remove clauses in the
forms of CV C’and D vV D’ in N U {C} and N U {D}, respectively. The Sep
conclusion N U {C V p,—=p V D} does not have this advantage because of the
occurrences of the propositional symbol p.

The Sep rule is a sound rule. This is formally stated as:

Lemma 3.4 ([SHOO, Theorem 3]). The Sep premises N U {C V D} are satisfiable if
and only if the Sep conclusions N U {C V P(x), ~P(x) V D} are satisfiable.

Proof. <: By respectively making P(x) and —=P(x) in C V P(x) and —P(x) V D
eligible, applying resolution to C V P(x) and =P (x) vV D derives C V D. Hence,
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for any interpretation I such that I |= N U {C Vv P(x), =P(x) V D}, it is the case
thatI E N U{CV D}.

=: Suppose [ isamodel of NU{CV D}. We aim to prove that an extension I’
of I satisfies that I’ = N U {C Vv P(x),—P(x) V D}. As I’ is an extension of I,
I'’ ENU{CV D}. Wenext prove that I’ = C vV P(x) and I’ = =P(x) v D.

Suppose x is a sequence of variables x1, ..., x;,, 5 is a sequence of ground
terms s1,...,s,. Further suppose ¢ is a ground substitution that substitutes
X1,..., Xy through {x1 — s1,...,x, — s,}. Let Lbeaset of all possible ground
substitutions of 0. Then we interpret P(s1, ..., s,) as follows. An interpretation
I’ is amodel of P(sy,...,s,)ifand only if I |= Do for all ¢ in L.

Let 0 be an arbitrary ground substitution. We aim to prove that

I' = CO V P(%0), (3.1)
I' = =P(X0) v D6. (3.2)

We distinguish two cases:

i: Assume I’ |= P(x0). By the interpretation of P(x0), I’ = D6, hence
(3.1)=(3.2) hold.

ii: Suppose I’ [£ P(x0). Immediately (3.2) holds. We prove (3.1) by con-
tradiction. Suppose there exists a ground substitution 6" such that i) 6" and
O coincide on substituting x and ii) I’ | C6’. By our interpretation of P(x0),
there exists a ground substitution 6” such that i) 6” and 0 coincide on substi-
tuting x and ii) I’ [ DO”. Since I’ [ CO" and I’ [ DO” and 6’ and 0" coincide
on substituting common variables x of C and D, I’ [ C0’0” v DO’0”. This
contradicts that I’ = N U {C Vv D}.

W.l.o.g. the proof can be generalised to the cases when C or D isnegative. O

The ordered superposition calculus

Now we introduce superposition calculus to reason equality literals. As for
the purpose of this thesis, a weaker form of superposition calculus, namely the
paramodulation calculus, is sufficient. The paramodulation calculus are also
in the framework of [BG98].

For the ordering purpose for equality, non-equational literals P(ty, ..., t,)

with P a non-equational predicate symbol, are treated as P(t, .. ., t,) = tt with
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tt a distinguished constant. In any admissible ordering >, tt is always the min-
imal constant. Admissible orderings > are extended to multiset orderings >"
by comparing literals in a way such that equality literals s ~ t are regarded as
{s, t} and inequality literals s # t are regarded as {s, ¢, tt}, respectively.

We use the notation Satu. to denote the Satu system with the equality factor-
ing rule E-Fact, the equality resolution rule E-Res and the ordered paramodulation
rule Para and a revised Deduce rule. We assume that equality literals are
oriented: whenever we write s ~ t and s # ¢, it is the case that s > .

A derivation is computed using

The Deduce rule (for clauses with equality)
N

N U {C}

if C is a conclusion of either the Fact, or Res, or E-Fact, or E-Res or the
Para rule of clauses in N.

Conclusions of the ordered paramodulation rule is computed using

The Para rule

t1 =~ uV Dy L[t] vV Dy
(L[u] v Dy Vv Dy)o

if the following conditions are satisfied.

1. Nothing is selected in Dio and (t; = u)o is strictly >"-maximal
with respect to Dio.

2. If L[to]is positive, L[tz ]o is strictly >"-maximal with respect to Do,

or else L[t;]o is either selected or >"-maximal with respect to D,0o.

t, is not a variable.

uo ¥ tio.

o = mgu(t; = tp).

SRS LI

Premises are variable disjoint.

In the Para rule, the premises t; = u V D1 and L[t;] V D; are called the left
premise and the right premise, respectively.

Conclusions of the equality factoring rule is computed using
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The E-Fact rule

titxuVty~ovVvD
(ustoVti=ovVD)o

if the following conditions are satisfied.

1. Nothing is selected in D and (¢t; =~ u)o is >"-maximal with respect
to(t vV D)o.

2. uo * tio.

3. 0 =mgu(t; = t).

Conclusions of the equality resolution rule is computed using

The E-Res rule

ti % tr VD
Do

if the following conditions are satisfied.

1. Either (t; # ty)o is selected or it is >"-maximal with respect to Do.

2. 0 =mgu(t; = tp).

. J

Theorem 3.4. The Satu. system is sound and refutationally complete for general
first-order clausal logic with equality.

Proof. It can easily be checked that the E-Fact, E-Res and Para rules preserve
satisfiability, as they are standard rules in [BG90]. By [BG90, Theorem 1],
the Satu. system is refutationally complete for first-order clausal logic with
equality. m]



Chapter 4

The decision procedure for

answering BCQs in GF

In this chapter, we tackle the problem of answering BCQs for guarded formulas.

This is formally stated as:

Problem 4. Given a set L. of formulas in GF and a union q of BCQs, can a saturation-
based procedure decide whether L |= q?

This chapter is constructed as follows. Section 4.1 describes the clausifica-
tion process that transforms guarded formulas and BCQ into a suitable clausal
form, namely guarded clauses and query clauses, respectively. Section 4.2
then gives a P-Res resolution inference system Inf. Based on the Inf system,
Section 4.3 then devises the top-variable inference system T-Inf®®, particu-
larly for the guarded clauses and query clauses. Section 4.4 then formally

proves that the T-Inf %@

system decides satisfiability of the guarded clauses,
and Section 4.5 presents the procedure of handling the query clauses. Finally
combining the results of Sections 4.1-4.5, Section 4.6 gives a saturation-based

decision procedure for answering BCQs for GF.

4.1 Clausifying GF and BCQs

In this section, we aim to reduce the BCQ answering problem for GF to a satis-
tiability checking problem for a specific clausal class, and we use a customised

form of clausal normal form transformation to achieve this goal.

63
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We use the notation Trans®F to denote our clausal normal form transformation
for guarded formulas and BCQs. In the first step, a union of BCQs is simply
negated to obtain query clauses. The second step transforms guarded formulas
to a set of guarded clauses. Recall the definition of GF from Section 2.1.

Definition 1. The guarded fragment (GF) is a fragment of FOL without function
symbols, inductively defined as follows:

T and L belong to GF.

If A is an atom, then A belongs to GF.

GF is closed under Boolean connectives.

Let F be a guarded formula and G an atom. Then 3x(G A F) and Vx(G — F)
belong to GF if all free variables of F occur in G.

=

Note that we assume that all free variables in guarded formulas are existen-
tially quantified as we are focusing on checking satisfiability.

Using sample guarded formulas
F = [3x(A(x,y) AVz(B(x,z) = JuR(z,u)))],
the second step of the Trans®F process is detailed next.

1. Add existential quantifiers to all free variables of F, and by the NNF rules,

transforming F to negation normal form, obtaining

Fi =

Jyx( A(x,y) AVz(
-B(x,z)VAuR(z,u)) ) |

2. By introducing predicate symbols P (and respective literals P(---)), ap-
plying the Trans rules for each universally quantified subformula of F;.
Then we obtain

Jyx( Alx,y) A P(x) A
Vx( =P(x)VVz(=B(x,z)V JuR(z,u)) )

We say that
e Jyx(A(x,y) A P(x)) is the replacing formula of F1, and
o Vx(—P(x) Vv Vz(=B(x,z)V 3uR(z, u))) is the definition formula of P.
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3. Transform each immediate subformula of F; to prenex normal form, and
then applying the Skolem rule to the resulting formula. By introducing
Skolem constants 4, b and a Skolem function f(x, z), we obtain

Ala,b) A
Fg = P(a) A
Vxz( —P(x)V -B(x,z)VR(z, f(x,z)) )

4. Drop universal quantifiers of F3, and then by the CNF rules, Fj3 is trans-
formed to a set of guarded clauses

{A(a,b), P(a), =P(x) vV =B(x,z) V R(z, f(x,z))}

The guarded, Horn guarded and query clauses are formally defined as follows.

Definition 13. A guarded clause C is a simple and covering clause satisfying the
following conditions:

1. C is either a ground clause, or
2. C contains a negative flat literal =G such that var(C) = var(G).

A Horn guarded clause (HG clause) is a guarded clause containing at most one
positive literal.

We call the literal -G in 2. of Definition 13 the guard of the guarded clause C.

A clause is guarded if it contains a guard.
Definition 14. A query clause is a flat and negative clause.

In 2. of Definition 13, the literal -G is called the guard of the clause C. A
query clause is not necessarily a guarded clause, and vice-versa. For example,
—-A(x, y)VB(f(x,y))is guarded but not a query clause, and = A1(x, y)V-A1(y, z)
is a query clause, but not guarded. The class of guarded clauses is more
expressive than GF, since compound terms are allowed in the clausal class, but
not in GF.

As the Trans®F process only provides essential steps, one can use more
exhaustive structural transformations to transform guarded formulas to a sim-
pler form of guarded clauses and obtain guarded clauses in a more efficiently

way. For example, guarded formulas are transformed to guarded clauses with
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at most three literals in [Kaz06, Pages 103-104]. Moreover by applying the
Trans®F rules to conjunctive formulas that are disjunctively connected, one
can avoid the exponential-time blow-up caused by distributing disjunctions to
conjunctions. For example, it takes exponential steps for Trans®" process to

transform the guarded formula

F=Vxy(Gx, y) = (A(x) A B(y)) V (A(y) A B(x)))),
to the guarded clauses

=G(x,y) vV A(x) VvV A(y), =G(x,y) VvV B(y) vV A(y),
=G(x,y) vV A(x) Vv B(x), =G(x,y) VvV B(y) vV B(x).

However in F, using new predicate symbols P1(x, y) and P(x, y) for A(x) AB(y)
and A(y) A B(x), respectively, the distribution of disjunctions to conjunctions

can be avoided. Then F is transformed into the guarded clauses

=G(x, y) Vv Pi(x, y) V Pa(x, y),
=Pi(x,y) vV A(x) V B(y),
=Pa(x,y) vV A(y) V B(x).

Note that by i) renaming universal quantified subformulas, ii) transforming
formulas to prenex normal form and then applying Skolemisation to the result-
ing formulas, the Trans®F process intentionally introduces Skolem functions
of a higher arity. To be specific i)-ii) ensure that a guarded clause C has the
covering property, i.e., any compound term in C contains exactly the same set
of variables as C. This property is essential to guarantee termination of our
BCQ answering procedures for GF. Also i)-ii) ensure compound terms in the
guarded clause C are aligned (see Section 5.1), i.e., all compound terms in C
share the same sequence of variables (i.e. the strong compatibility property). This
property makes our back-translation procedure possible.

Lemma 4.1. Applying the Trans®F process to a guarded formula transforms it into a

set of guarded clauses.

Proof. Suppose F is a guarded formula. In the Trans®F process, 1.-2. use

new predicate symbols (and literals) to rename universally quantified formulas
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in F. W.lo.g. suppose P is the newly introduced predicate symbol, F; is the
definition formula of P, and F’ is the replacing formula of F. Now we show that
3.—4. transform F; and F’ into guarded clause. Because F’ is an existentially
quantified sentence, skolemising F’ transforms it into (a set of) flat ground
clauses (if conjunctions occur in F’), which are guarded clauses. F; can be
represented as

V(P(x) = Vy(G(x,y) = ¢(y)))

where ¢(y) is a formula of literals and existentially quantified guarded formulas
that are connected by Boolean connectives. Note that ¢(i/) contains no universal
quantifications. By 4. in the Trans®F process, F; is simplified as

F} =Vxy(=P(x) vV ~G(x, ) V ¢(¥)).

Suppose C is a clause obtained from F]. 1) The literal ~G(x, y) is a guard of C
as var(G) = var(F). 2) For any existential quantified variable z in ¢(y), z is
Skolemised into a flat compound term only containing x and y. 3) Since Fj is
free of function symbols, C contains no nested compound terms. By 1)-3), C is
simple, covering and contains the guard =G, thus C is a guarded clause. O

We use GQ to denote the class of guarded clauses and query clauses.

Theorem 4.1. The Trans®F process reduces the problem of BCQ answering for GF to
that of deciding satisfiability of the GQ clausal class.

Proof. Supposeq = q1V...Vq,isaunionof BCQs, Lisasetof guarded formulas,
and D is a set of ground atoms. Since ground atoms D are in GF, the problem
of checking whether ZUD [= g is reduced to that of = |= 4. This problem is the
same as the problem of checking unsatisfiability of X U {—q1,...,7q,}. By the
definition of the union of BCQs, {—q1,...,7q,} is a set of query clauses. By

Lemma 4.1, X is transformed to a set of guarded clauses. m|

4.2 The resolution-based P-Res inference system

In this section, we presents the first P-Res inference system Inf, which provides
a basis for the decision procedures in this thesis. The Inf system is built on
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the Satu system from Section 3.4, however unlike the Satu system, the Inf
system generalises the Res rule to a novel partial selection-based ordered resolution
rule P-Res. Therefore we call this system a P-Res system. The P-Res rule allows
us to choose a desirable resolvent from a set of the potential partial resolvents.
In this section, we extensively discuss the P-Res rule and formally prove the
soundness and refutational completeness of the Inf system.

The Inf system contains the following rules: the deduction rule Deduce, the
positive factoring rule Fact, the partial selection-based resolution rule P-Res and the
deletion rule Delete.

A saturation is deduced using

The Deduce rule (for clauses without equality)

_ N
N U{C}

if C is a conclusion of the P-Res or Fact rule of clauses in N.

Factors are computed using

The Fact rule

C VA; V Aj
(CV Ao

if the following conditions are satisfied.
1. Nothing is selected in C V A1 V Aj.
2. Ajo is >-maximal with respect to Co.
3. 0 =mgu(A; = Aj)

For decidability, we use the following deletion rule.

The Delete rule

N U{C}
N

if C is a tautology, or N contains a variant of C.

A partial selection-based resolution P-Res computes resolvents using
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The P-Res rule

ByVvDy,...,B,VDy,...,B, VD, —A1V...V2A,V...V-A,VD
(D1V...VDyV=Au1V...V=A, VD)o

if the following conditions are satisfied.

1. No literal is selected in Dj,...,D, and Bjo,...,B,0 are strictly

>-maximal with respect to Dy, ..., D, 0, respectively.

2a. If n = 1, i) either —A; is selected, or nothing is selected in —=A; vV D
and —Aj0 is maximal with respect to Do, and ii) 0 = mgu(A; =
B1) or

2b. if n > 1 and there exists an mgu ¢’ such that ¢’ = mgu(A; =
Bi,..., Ay = By), then 0 = mgu(A; = By,..., An
m < n.

By,) where

3. All premises are variable disjoint.

Only essential rules are presented in the Inf system. The Inf system is
devised in line with the resolution framework of [BG01], therefore more so-
phisticated simplification rule (such as the condensation rule) and redundant elim-
ination techniques (such as forward and backward subsumption elimination) [BGO1,
Section 4.3], can be immediately added to the Inf system.

In the P-Res rule, the distinguished premise

-A1V...V-A,V...V=A,VvD
is called the main premise (negative premise) and the other premises
BlVDl,...,BmVDm,...,BnVDn

are called the side premises (positive premises). The P-Res rule generalises the
hyper-resolution rule in [BGO1, Section 6.2], since in the P-Res rule, side premises
and the subclause D in the main premise are not necessarily positive. This re-
laxed condition implicitly ensures that the P-Res rule is a natural generalisation
of the binary resolution rule (the ordered resolution rule with selection) in [BGO01],

if there exists exactly one eligible literal in the main premise. By the binary
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resolution rule, we mean a resolution rule with only one positive premise and
one negative premise.

The P-Res rule is a form of “partial” selection-based resolution rule. In the
conditions of the P-Res rule, 2b. requires the existence of an mgu between
A1, ..., Ay and By, ..., B,. This implies that one can perform a selection-based

resolution inference on
BlVDl, ceey BnVDn, ﬁAlV...VﬁAmV...VﬁAnVD

with —Aq,...,2A, selected. However, instead of performing this selection-
based resolution inference, we perform a partial selection-based resolution

inference on
BivDy, ..., ByVD,, "A1V...V=-A,,V...V—-A, VD.

This “partial” inference on C and a subset of Cy, . .., C;, makes a selection-based
resolution inference on C and Cjy, ..., C, redundant. This claim is formally

proved in Lemmas 4.2-4.3, starting with considering ground first-order clauses.

Lemma 4.2 ([BG01, Pages 53-54] and [BGY97, Page 28]). Let the following rule
present the Res rule of the Satu system for ground clauses.

AivDq, ..., A, VD, -A1V...V-A, VD
Div...vD,VvD

Res (for ground clauses):

if the following conditions are satisfied.

1. Noliterals areselectedin D1, ...,Dyand Ay, . .., A, are strictly >-maximal
with respect to D1, . .., D, respectively.
2a. If n = 1, then either = A is selected, or nothing is selected in A1 vV D and
Ay is >-maximal with respect to D, or
2b. ifn > 1, then =A1, ..., A, are selected.
3. All premises are variable disjoint.

Let {1,...,n} be partitioned into two subsets {i1, ..., ix} and {j1,...,in}, and
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N be a clausal set. Then an Res inference is redundant in N if the ‘partial conclusion’
—|A]'1 V...V—lA]'hVDilv...VDikVD

is implied by A1V Dy, ..., A, V D, and finitely many clauses A in N that are smaller
than =A1V ...V =A, VD.

Proof. W.lo.g., let the main premise of an Res inference be of the form
—=A1V...V=A,V-Au1V...V=aA, VD
and the ‘partial conclusion’ be of the form
-Ap1V...VN=A,VDiV...VD,, VD

where m < n. When m = n, the statement trivially holds.

By the definition of redundant inference, this claim requires to prove that
AiVvDq,..., Ay VD, AEDyV...VD,VD.
Firstly, in (4.1)-(4.7), we aim to prove that
A, ..., A, AivVDy,...,AyvVD,,AEDyVvV...vVD,VD.
By the assumption on “partial conclusion’,

A]_ VDl,...,An VDn,A |: (4.1)
-Ays1V...VaA,VDiVv...vD, VD. (4.2)

Suppose [ is an interpretation of (4.1) and suppose I |= Ay, ..., A,. Then
I|=A1,...,An,A1VDl,...,An\/Dn,A. (4.3)
Sincel = Ays1,...,A, and I |= (4.2), we obtain that

IEDiV...vDy,VD. (4.4)
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This implies that

Aq,...,A,,AiVvDq,..., A, VD, A (45)
FDyVv...vDy,VD. (4.6)

Since m < n, clause in (4.6) is a subclause of D1 V...V D, V D. Hence:

Al,..., A, A1V Dy,..., A, VD, A

4.7)
FDyv...vD,VD.
Next, in (4.9)—(4.12), we aim to prove that
AivDy,...,AyvD,,A=EDiV...vD,VD. (4.8)

We prove (4.8) by contradiction. Let I be an arbitrary model satisfying that

IEAVDy,...,Au VD, A, (4.9)
butl #DiVv...vD,VD. (4.10)

(4.10) implies I |£ Dy, ...,I | Dy, therefore, considering (4.9) we get that
[ EA, ..., Ay A (4.11)
By (4.9) and (4.11), we obtain
I=A,..., Ay, A1V Dy,..., A,V Dy, A (4.12)

By (4.7), (4.12) implies I |= D1 V...V D, vV D, which refutes (4.10). O

Using Lemma 4.2, we prove that an P-Res inference makes its respective
Res inference redundant, formally stated:

Lemma4.3. Let N aclausal set. Suppose the Res rule (for ground clauses) is applicable
in N to the premises C1 = A1VDy,...,Cy, = A, VDyand C = =A1V...V-A, VD.
Suppose the ‘partial conclusion’ R = D;, V...V D; V D’ is obtained by performing the
following inference on the main premise C and a subset of the side premises Cq, . .., Cy.
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Ai1VDi1,...,AikVDik —-A,-lv...vﬂAika’
Dy V...vD; vD’

P-Res:

if the following conditions are satisfied.

1. {Ai, vV Di,...,Ai, VD, }isasubset of {C1,...,Cp}.
2. =A;, V...V =A; VvV D’ is the same as the main premise C.

Then the application of the Res rule (for ground clauses) to Cq,...,C, and C is
redundant with respect to N U R.

Proof. By maximality refinement, A;; > D;; for all j such that i < j < k. Hence,
Ris smaller than —A; V...V =A; VD’, thus R is smaller than C. By Lemma 4.2
and the factthat Cy, ..., Cy, R [= R, the specified application of the Res rule (for
ground clauses) is redundant in N U R. O

In Lemmas 4.2-4.3, the Res and P-Res rules use admissible orderings and se-
lection function as resolution refinements, therefore by the Lifting Lemma [BGO1,
Lemma 4.12], the result of Lemma 4.3 can be immediately lifted to general first-
order clauses.

Suppose the Res rule is applicable to C1 = A; vV Dy,...,C, = Ay V Dy
and C = =A; V...V =A, V D. Then one derives a ‘partial conclusion” by
applying the P-Res rule to a subset of {Cy,...,C,} and C, where a subset of
{—A1,...,7A,} are resolved. We say this subset of {-Aj,...,—A,} are the
P-Res eligible literal (with respect to a Res inference to Cq,...,C, and C). In
this paper, we consider applications of the P-Res rule by focusing on finding
appropriate P-Res eligible literals.

Now we give the main result of this section.

Theorem 4.2. The Inf system is sound and refutationally complete for general first-
order clausal logic.

Proof. Compared to the Satu resolution system in Section 3.4, in the Inf system,
the novel rule is the P-Res rule. The P-Res rule is sound as it is a resolution
rule. Hence, the Inf system is sound. We know that the Res rule is a standard
rule in the Satu system. By Lemma 4.3, a P-Res inference can be regarded as a
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form of redundancy elimination for its respective Res inference. Then the Inf
system is refutationally complete for first-order clauses as the Satu system is
refutationally complete for first-order clauses. m|

4.3 The top-variable refinement

In this section, we give the top-variable refinement T-Ref®@, so that the Inf
system, equipped with the T-Ref %@ refinement, decides satisfiability of the GQ
clausal class. We use the notation T-Inf®@ to denote the Inf system endowed
with the T-Ref®® refinement.

As admissible orderings we use any lexicographic path ordering >, with
a precedence in which function symbols are larger than constant, which are
larger than predicate symbols. This requirement holds however for any admis-
sible ordering (e.g., Knuth-Bendix ordering [KB83]) with the same precedence
restriction.

Algorithm 1: Determining the (P-Res) eligible literals for GQ clauses

Input: A GQ clausal set N and a clause C in N
Output: The eligible literals or the P-Res eligible literals (with
respect to a Res inference) in C
1 if C is a ground clause then
2 return Max(C)

3

)

Ise if C has negatively occurring compound-term literals then
4 return SelectNC(C)

5

[¢)

Ise if C has positively occurring compound-term literals then
6 return Max(C)

7

[¢)

Ise if C is a flat guarded clause then
8 return SelectG(C)

9 else return PResT(N, C)

Algorithm 1 specifies conditions for applying the T-Ref®@ refinement to
GQ clauses. The T-Ref %@ refinement consists of the following functions.

e Max(C) returns the (strictly) >;,,-maximal literal with respect to clause C.
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e SelectNC(C) selects one of the negative compound-term literals in clause C.
o SelectG(C) selects one of the guards in clause C.
e PResT(N, C)

1. either returns (selects) all negative literals of clause C, in the case
that the Res rule is not applicable to C, in which all negative literals
are selected (as the main premise), and clauses in N (as the side
premises), or

2. returns the top-variable literals (with respect to a Res inference) of
clause C, in the case that the Res rule is applicable to C, in which
all negative literals are selected (as the main premise), and clauses
in N (as the side premises).

Algorithm 2 details the PResT function. By Algorithm 1, the PResT(N, C)
takes a GQ clausal set N and a query clause C as inputs. Lines 2—4 aim to
check whether the Res rule is applicable to Cy,...,C;, (occurring in N) and
C with all negative literals selected. If the Res rule is applicable to Cy,...,Cy
and C, then Line 5 uses the CompT(Cjy, ..., Cy, C) function to compute the
P-Res eligible literals in C (with respect to an Res inference to Cy, ..., C, and
C). In particular these P-Res eligible literals are called the top-variable literals,
since they are computed by the so-called the top-variable technique. However if
the Res rule is not applicable to Cy, ..., C, and C, all selected negative literals
of C are returned, as shown in Line 6.

Algorithm 2: The PResT function

Input: A clausal set N and a clause C in N
Output: The eligible literals or the P-Res eligible literals (with
respect to a Res inference) in C
1 Function PResT (N, C):
2 | Select all negative literals in C
3 Find the side premises of C occurring in N, namely Cy, ..., Cy,
4 if Cq,...,C, exist then
5 L return CompT(Cy,...,C,, C)

6 | else return all negative literals in C
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Now we formally introduce the top-variable technique, given by the CompT
function. Suppose in a Res inference, C; = By vV Dy, ...,C, = B, V D, are the
side premises and C = =A; V...V =A,; V D is the main premise, in which
—A1V...V-A, areselected. Then the CompT(Cy, ..., C,, C) function computes
the top variables and the top-variable literals of C as follows.

1. Without producing or adding the resolvent, compute an mgu o’ for
C1,...,Cy and C such that ¢’ = mgu(A; = By, ..., Ay = By).

2. Compute the variable ordering >, and =, over the variables of =A; V...V
—A,. By definition x >, y and x =, y with respect to an mgu o', if

dep(xo’) > dep(yo’) and dep(xo”’) = dep(yo’), respectively.

3. Based on >, and =, the maximal variables in =A; V ...V =A,, are called
the top variables. The subset —A1,...,—=A;; of =A4,...,—A, (m < n) are
the top-variable literals if each literal in A, ..., —A,;, contains at least one

of the top variables, and —=A; V...V =A,, is the top-variable subclause of C.

The definitions of the top variable, the top-variable literal and the top-
variable subclause are only in effect with respect to applications of the Res
rule, to locate suitable P-Res eligible literals, therefore a top-variable resolution
inference step can be seen as a special application of the P-Res rule. In general
the top-variable technique does not requires one to select all the negative literals
in the main premise C in an Res inference. In the PResT function, all the
negative literals in C are selected, specifically for deciding satisfiability of the
GQ clausal class.

The top-variable technique is devised to avoid term depth increase in the
resolvents of GQ clauses. By Algorithm 2, CompT(Cy, ..., C,, C) function takes
aqueryclause C = =A1V...V—-A, VD as the main premise (in which all negative
literals =A1 V ...V =A, are selected), and GQ clauses C; = B; vV D1q,...,C, =
B, VD, as the side premises. In the CompT(Cjy, ..., C,, C) function, 1. computes
an mgu o’ such that ¢’ = mgu(A; = By,..., A, = By). In 2.-3., if a variable
x in C is unified to be the deepest term xo’ in Co’, then x is the top variable.
If xo’ is a nested compound term, it may become a deeper term in the Res
resolvent. To avoid this potential term depth increase, we compute a partial
resolvent, by only resolving the top-variable literals of C with Cy,...,C, in

an P-Res inference. Lemma 6.6 (in Section 4.4) formally states that in the
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application of the P-Res rule (endowed with the T-Ref %@ refinement) to the GQ
clauses, there is no term depth increase in the partial conclusions. Examples of
applying the top-variable technique to GQ clauses (to avoid term depth increase
in the resolvents) is given in Section 4.5 and Section 6.3. For readability, we
sometimes call a P-Res inference endowed with the T-Ref @ refinement as the
top-variable resolution inference.

The top-variable technique ensures to compute at least one top-variable
literal with respect to a Res inference, formally stated as:

Lemma 4.4. Suppose there is an application of the Res rule to Cy,...,Cy as the
side premises and C as the main premise. Then the CompT(Cy, ..., C,, C) function
computes at least one top-variable literal in C.

Proof. Since the Res rule is applicable to Cy, ..., C; and C, there exists an mgu
o’ for Cy,...,C, and C, therefore there exists at least one negative literal —Ao’
in Co’ that is deeper than any other negative literals in Co’. Hence, —A is a
top-variable literal (with respect to an Res inference to Cy,...,C,and C). O

A similar claim to Lemma 4.4, for the ‘"MAXVAR’ technique to decide sat-
isfiability of the guarded clausal class with no term depth restrictions, can be
found in [dNdRO03, Page 45].

Although the T-Ref®? refinement is specially devised for deciding satisfi-
ability of the GQ class, this refinement is also applicable to general first-order

clauses, as the T-Ref @

refinement only uses admissible orderings with selec-
tion functions and a special application of the P-Res rule. By Theorem 4.2, we

give the first main result of this paper.

Theorem 4.3. The T-Inf%9 system is sound and refutationally complete for general
first-order clausal logic.

In the resolution framework of [BG01], particularly in resolution-based de-
cision procedures [FLHTO1], the resolution and positive factoring rules are
preferred to be applied with a posteriori checking. This checking means that in a
resolution or factoring inference I, one first computes instantiations Co of the
premise C (where ¢ is an mgu in I), and then determines the (strictly) maxi-
mal literal with respect to Co as the eligible literal. Opposite to a posteriori
checking, a prior checking determines the (strictly) maximal literal with respect

to the non-instantiated premise C as an eligible literal. Generally speaking, a
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posteriori checking is stronger than a priori checking, nonetheless, a posteri-
ori checking requires one to pre-compute an mgu before finding the (strictly)
maximal literals, which is not required when using a priori checking.

In the Inf system, we use a-posteriori checking, as shown in 2. in the Fact
rule, and 1. and 2a. in the P-Res rule. However, thanks to the covering property
of GQ clausal class, we can use a priori checking to avoid overheads pre-
computing of unifications, caused by a posteriori checking. This property is
briefly discussed in [GAN99] for guarded clauses, without providing proofs.
We now formally prove this claim.

First we give a property of >;,, on covering clauses.

Lemma 4.5. Let a covering clause C contain a compound-term literal L1 and a non-
compound-term literal L. Then Ly >0 Lo.

Proof. We distinguish two cases:

i) Suppose L; contains a ground compound term. By the covering property,
Cis ground. Then Ly >, L2 as L1 contains at least one function symbol but L,
does not.

ii) Suppose L; contains a non-ground compound term t. By the covering
property, var(t) = var(L;) = var(C). Since var(Lp) € var(L;) and L; contain at
least one function symbol but L, does not, L1 >y, Lo. O

By the T-Ref ®? refinement and the covering property, if the (strictly) >j,0-
maximal literal with respect to a GQ clause C is literal L, then Lo is the (strictly)
>1po-maximal literal with respect to Co, for any substitution . This means
that the result of an application of a priori checking coincides with that of a

fGQ

posteriori checking with respect to the T-Ref** refinement and GQ clauses.

This is formally stated as:

Lemma 4.6. Under the restrictions of the T-Ref®9 refinement, in a GQ clause C, if
an eligible literal L is (strictly) >pyo-maximal with respect to C, then Lo is (strictly)
>1po-maximal with respect to Co, for any substitution o.

Proof. In Algorithm 1, the Max(C) function is used in either Lines 1-2 or 5-6.
The case in Lines 1-2 make the claim trivially holds, since C is ground.

Lines 5-6 mean that C contains compound-term literals. By Lemma 4.5, the

(strictly) >jpo-maximal literal L in C is a compound-term literal. Since C is

covering and L is compound-term literal, var(L) = var(C). In C, suppose there
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is a literal L’ that is distinct from L. By the facts that var(L’) € var(L) and

L >1po L' (L >1po L'), Lo >1po L0 (Lo >1p, L'0) under any substitution 0. Then
Lo is (strictly) >;,,-maximal with respect to Co. m|

The property of Lemma 4.6 can be easily generalised to any covering clause
endowed with the idea of T-Ref @ refinement, since it is the covering property
that makes the application of a priori checking possible.

By Lemma 4.6, from now on, we assume to use a priori checking to deter-
mine the (strictly) maximal literals in Fact and P-Res inferences. This also has
the advantage in clearing the discussions and simplifying proofs related to the
applications of these inference rules to guarded clauses.

4.4 Deciding the guarded clausal class

In this section, we show that the T-Inf%Q

system decides satisfiability of the
guarded clausal class. Our goal is to show: given a finite signature (C, F,P),
applying the conclusion-deriving rules in the T-Inf %@ system, namely the Fact
and P-Res rules, to guarded clauses only derives guarded clauses that are of
bounded depth and width using symbols in (C, F, P).

By Lines 1-8 in Algorithm 1, no top-variable resolution inference is needed
when premises are guarded clauses, therefore only a binary form of the P-
Res rule is used in performing inference for guarded clauses. However in
Lemma 4.13 of this section, we investigate the case when performing the top-
variable resolution inference on a flat clause and a set of guarded clauses,
preparing us for understanding the inference between query clauses and guarded
clauses. Note that although a guard is a negative flat literal, for readability we
sometimes omit the negation symbol in front of guards.

In the T-Inf%® system, the T-Ref®? refinement ensures that any derived
guarded clause is of bounded depth and width, which is achieved by restricting
that in a guarded clause C, any eligible literal

i) shares the same variables set as C, and
ii) is the deepest literal in C.

The T-Ref % refinement ensures the fact that given a guarded clause C, the
eligible literal in C shares the same variable set as C, formally stated as:
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Lemma 4.7. Under the restrictions of the T-Ref®€ refinement, the eligible literal in a
guarded clause C share the same variable set as C.

Proof. By Algorithm 1, we distinguish three cases:

Lines 1-2: When C is ground the statement trivially holds.

Lines 3-6: Suppose C is a compound-term guarded clause and L is the
eligible literal in C. By Lemma 4.5 (if L is positive) and the definition of the
SelectNC function (if L is negative), L is a compound-term literal. By the
covering property, var(L) = var(C).

Lines 7: Suppose C is a flat guarded clause and —G is a guard in C. By 2. of
Definition 13, var(G) = var(C). O

The T-Ref %€ refinement also ensures that in a guarded clause, the deepest
literal is eligible. In specific Lines 3-6 in Algorithm 1 ensure that in a non-
ground compound-term guarded clause, at least one of compound-term literals
is eligible.

Next we look at how the restrictions of eligible literals ensure that applying
the T-Inf %@ system to guarded clauses derives only clauses of bounded depth
and width. We look into the unification for eligible literals in guarded clauses,
starting with investigating the pairing property of compound-term eligible

literals.

Lemma 4.8. Let Ay and Ay be two simple and covering compound-term literals, and
suppose Ay and Ay are unifiable using an mgu o. Then compound terms in Ay pair

only compound terms in Ay, and vice-versa.

Proof. We distinguish three cases:

i) The statement trivially holds when both A; and A; are ground.

ii) Suppose one of A1 and A; is ground and the other one is non-ground.
By the covering property, if a literal L contains a ground compound term,
then L is ground. Hence, a non-ground compound term pairs either a ground
compound term, or a constant. As it is impossible to unify a non-ground
compound term and a constant, a non-ground compound term must pair a
ground compound term.

iii) Suppose both A; and A; are non-ground. W.Lo.g. we represent A; and
Azas Aq(t,t,...)and Ax(u,u’, .. .), respectively. By the covering property and

the assumption that A; and A; are non-ground, ¢, t/, u and u’ are non-ground
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compound terms, since the presence of ground compound terms means that a
covering clause is ground.

Suppose t is a compound term. We prove that u is a compound term by
contradiction. Assume that u is either a constant or a variable. Immediately u
being a constant prevents the unification tc = uo. Now suppose u is a variable.
As Aj is a compound-term literal, w.l.o.g. we assume that u’ is a compound
term in A;. Then t’ is not a constant as it prevents the unification of u” and ¢,
therefore t’ is a variable or a compound term. We distinguish these two cases
of t:

1. Suppose t’ is a variable. By the covering property, w.l.o.g. we use
f(..,x,...), x,yand g(...,y,...) to represent ¢, t’, u and u’, respectively.
Then Ai(t,t’,...) and Ax(u,u’,...) are represented as Ai(f(...,x,...),x,...)
and Ax(y, g(...,y,...),...), respectively. The unification between A; and A, is
impossible.

2. Suppose t’ is a compound term. By the covering property, w.l.o.g. we
use f(x), g(x), y and g(...,y,...) to represent f, t’, u and u’, respectively.
Then Aq(t,t/,...) and Ax(u,u’,...) are represented as A;(f(x), g(x),...) and
Ax(y,g(...,y,...),...), respectively. Then there exists no unifier for A1 and Aj.

Hence, u is a compound term. O

Let a guarded clause C be a premise in Fact or P-Res inferences. Then if
guards =G in C is not eligible literals, then the —G literals will become the
guard in the conclusion (after unification). This is formally stated as:

Lemma 4.9. Let Ay and A; be simple and covering atoms and suppose A1 and A; are
unifiable by an mgu o. Further suppose G is a flat literals satisfying var(A;) = var(G).
Then, if Ay is a compound-term atom, var(Ai0) = var(Go) and Go is a flat literal.

Proof. Since var(A;) = var(G), it is immediate that var(A;0) = var(Go).

We prove that Go is flat by distinguish two cases of Aj:

i) Assume that A; is flat. This implies that o substitutes variables in A; with
either variables or constants. By the facts that G is flat and var(A4;) = var(G),
Go is flat.

ii) Assume that A; is a compound-term literal. By Lemma 4.8, compound
terms in A; only pair compound terms in A;. Then the mgu o substitutes
variables in A with either variables or constants. By the facts that G is flat and
var(A1) = var(G), Go is flat. O
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Next, Lemmas 4.10-4.11 consider non-guard literals occurring in conclu-
sions. Lemma 4.6 in [GAN99] gives a similar result to Lemma 4.10, but a key
‘covering’ condition is missed.

First we look at the depth of eligible literals in conclusions.

Lemma4.10 ([(GAN99, Lemma 4.6]). Suppose A1 and A are two simple and covering

literals, and they are unifiable using an mgu o. Then, A0 is simple.

Proof. 1If either of A; and A; is ground, or either of A; and A, is non-ground
and flat, then immediately Ao is simple.

Let both A; and A, be compound-term literals. By Lemma 4.8, the mgu o
substitutes variables in A or A, with either constants or variables. By the fact
that A, is simple, A10 is simple. ]

Next we look at the depth and width of non-eligible literals in conclusions.

Lemma 4.11. Let Ay and Aj be two simple atoms satisfying var(A;) C var(Aj).

Then given an arbitrary substitution o, these properties hold:

1. If Ao is simple, then Ao is simple.
2. var(Ayo) C var(Ajo).

Further suppose that t and u are, respectively, compound terms occurring in Ay and
Ay, satisfying var(t) = var(u) = var(A1). Then var(to) = var(uo) = var(A;0).

Proof. By the assumptions that A1 and Ao are simple, 0 does not cause term
depth increase in Aj0. Since var(A;) C var(A1) and A; is simple, A0 is simple.

By the facts that var(A,) C var(A;) and var(t) = var(u) = var(4;), immedi-
ately var(Ao) C var(Aj0) and var(to) = var(uo) = var(A;0), respectively. O

Given a compound-term guarded clause C, one obtains a guarded clause

by removing a compound-term literal from C, formally stated as:

Lemma 4.12. Let C = D V B be a guarded clause with B a compound-term literal.
Let o be a substitution that substitutes all variables in C with constants and variables.
Then Do is a guarded clause.

Proof. If 0 is a ground substitution, then the lemma trivially holds. Let o be a
non-ground substitution. We prove that Do is simple, covering and contains a
guard. Suppose G is a guard and t is a compound term in C. Since o substitutes
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variables with either constants or variables, Do is simple, and Go is flat. Since
var(G) = var(C) = var(D), var(Go) = var(Do). Then Go is a guard in Do.
Since var(t) = var(C) = var(D), var(to) = var(Do). Hence, Do is covering.
Then Do is a guarded clause. |

Next we give the properties of applying the top-variable resolution rule to
a flat clause and guarded clauses.

Lemma 4.13. In an application of the P-Res rule, endowed with the T-Ref%? re-
finement, to a flat clause satisfying Line 9 of Algorithm 1 (as the main premise) and
guarded clauses (as the side premises), the following conditions hold.

1. In the main premise, top variables pair either constants or compound terms, and
non-top variables pair constants and variables.

2. In the eligible literals of side premises, compound terms pair top variables, and
either variables or constants pair non-top variables.

3. In the main premise, top variables x are unified with either constants or the
compound term pairing x (modulo variables substituted with either variables or
constants), and non-top variables are unified with constants and variables.

4. In the side premises, variables are unified with constants and variables.

5. Suppose a top variable x pairs a constant. Then in the main premise, all negative
literals are the top-variable literals and all variables are unified with constants.

Proof. It is assured that maximality is determined before the mgu is computed,
as justified in Lemma 4.6. Thus, the P-Res rule (endowed with the T-Ref%@

refinement) is performed in the following form.

BivDy ..., ByvDy, ..., BuvVD, -A1V...V-A,V...VoA, VD
(D1V...VDy V=Au1V...V=A, VD)o

if the following conditions are satisfied.

1. No literal is selected in D1,...,D; and By, ..., B, are strictly >p,-
maximal with respect to Dy, ..., D, respectively.
2a. If n = 1,1) either —A; is selected, or nothing is selected in =A; V D and
- A1 is >p,-maximal with respect to D, and ii) 0 = mgu(A; = By) or
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2b. if n > 1 and there exists an mgu ¢’ such that ¢’ = mgu(4; =
By,...,Ay = By), theno = mgu(A1 = By, ..., An = By)wherem < n.

3. All premises are variable disjoint.

Assume that the PResT function returns —=A; Vv ...V =A,, as top-variable
literals. W.l.o.g. assume that —=A(...,x,...,y,...)isaliteralin—A;V...V=A,,
and x is a top variable and y is a non-top variable (if it exists). Suppose
Ct =B¢(...,t1,...,t2,...) V Dy is a side premise, in which f; and ¢, pair x and
y, respectively.

1.: We show that ¢; is either a constant or a compound term and £, is either
a constant or a variable. We distinguish two cases of C;:

1.-1: Suppose C; is ground. Then immediately #; is either a constant or
a ground compound term. We prove that ¢, is a constant by contradiction.
Assume that t, is not a constant, thus ¢, is a ground compound term. Hence,
dep(t2) > dep(t1). Since t; and t, are ground, dep(t20’) > dep(t10’) with
respect to the mgu ¢’. Then dep(yo’) > dep(xo’), which contradicts that y is
non-top variable.

1.-2: Suppose C; is not ground. By Algorithm 1 and the covering property,
C; contains non-ground compound-term literals, otherwise at least one literal
in C; would be selected. By Lemma 4.5, the >lpo-maximal literal B; (with
respect to Dy) is a compound-term literal. We prove that ¢; is a compound term
and t; is a variable or a constant by contradiction. Assume t1 is not a compound
term. As B; is a compound-term literal, suppose t is a compound term in B;.
W.Lo.g. suppose t pairs a variable z in A;. By the facts that var(t;) C var(t) (due
to the covering property) and dep(t1) < dep(t), dep(t10”) < dep(to’). Hence,
dep(xo’) < dep(zo’). This contradicts that x is a top variable. Thus t; must be a
compound term. Now assume ¢; is neither a constant nor a variable, i.e., t; is a
compound term. The facts that var(t1) = var(t,) (by the covering property) and
dep(t1) = dep(t2) imply dep(ti0’) = dep(t20’). Hence dep(xo’) = dep(yo’).
This contradicts that y is not a top variable.

2.: Immediately follow 1..

3.: Because of the pairing property established in 1., the mgu ¢ substitutes
top variables x with either constants or compound terms that x pairs (modulo

variables substituted with either variables or constants), and substitutes any
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non-top variable y with either a constant or variable that y pairs.

4.: By 3..

5.: Suppose a top variable x pairs a constant. By the definition of the CompT
function, for any non-top variable y, it is the case that dep(xo’) > dep(yo’).
The fact that x pairing a constant indicates that xo’ is a constant, therefore
dep(xo’) = 0. Then dep(yo’) = 0 and hence all variables in =A; V...V =A, are

top variables and are substituted with constants. m|

Lemma 4.14. In an application of the P-Res rule, endowed with the T-Ref®? refine-
ment, to a flat clause as the main premise and guarded clauses as the side premises, the

P-Res resolvent is no deeper than its premises.

Proof. By 3.—4. in Lemma 4.13 and the fact that the top-variable literals are

resolved in a top-variable resolution inference. |

Now we investigate the applications of the Fact and P-Res rules to guarded
clauses, starting with the application of the Fact rule.

Lemma 4.15. In the application of the Fact rule (endowed with the T-Ref®9 refine-

ment) to guarded clauses, the factors are guarded clauses.

Proof. Consider a priori maximality checking revisit of the Fact rule (endowed
with the T-Ref @ refinement).

CVAi VA

Fact:
ac (CV Ao

if the following conditions are satisfied.

1. Nothing is selected in C V A1 V Aj.
2. Aj is >jpo-maximal with respect to C.
3. 0 =mgu(A; = Ap).

Let the premise C' = C V A1 V A be a guarded clause. By Algorithm 1, we
distinguish two cases of C”:

Lines 1-2: By the fact that C’ is simple and ground, the factor (C Vv A1)o is
also simple and ground, which is a guarded clause.

Lines 5-6: The premise C’ is non-ground and contains positive compound-
term literals. By Lemma 4.5, A1 is a compound-term literal. By the covering
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property, var(A;) € var(A;). Hence, A, must be a compound-term literal,
otherwise A1 and A; are not unifiable. Then by the covering property, var(A,) =
var(A1). By Lemma 4.8, compound terms in A; pair only compound terms in
Aj, and vice-versa. Hence, the mgu o substitutes variables with either variables
or constants. By Lemma 4.12, the factor (C V A7)0 is a guarded clause. O

Next, we discuss the resolvents of applying the P-Res rule to guarded
clauses.

Lemma 4.16. In the application of the P-Res rule (endowed with the T-Ref®9 refine-
ment) to guarded clauses, the resolvents are guarded clauses.

Proof. By Algorithm 1, we distinguish all possible cases of applying the P-Res
rule to guarded clauses. In particular we consider the P-Res inferences when
the top-variable technique is not used, since Line 9 in Algorithm 1 requires a
query clause as a premise. Let guarded clauses C; = BjVDiand C = =A1VD be
the positive and negative premises in an P-Res inference, deriving the resolvent
C’ = (D1 V D)o, where ¢ is the mgu of B and A;. By Algorithm 1, C is either
ground, or contains a negative non-ground compound term literal or is a flat
guarded clause (Lines 1-2, or 3—4 or 7-8, respectively), and C; satisfies either
Lines 1-2 or 5-6. We distinguish three cases of C:

Lines 1-2: The negative premise C is ground. By the definition of guarded
clauses, A; is either a ground flat literal or a ground compound-term literal.
First suppose Aj is a ground flat literal. Then the eligible literal B1 of C; must
be flat otherwise A1 and B; are unifiable. By Algorithm 1, C; is a flat ground
clause. Hence, it is immediate that the resolvent C’ is a flat ground clause, that
is, a guarded clause. Next assume that A; is a ground compound-term literal.
Then Bj is a compound-term literal, otherwise A1 and B; are not unifiable.
By Lemma 4.8, compound terms in A; pair only compound terms in B; and
vice-versa. Then the mgu o substitutes variables in By with constants. By
Lemma 4.7, all variables in Cq are substituted with constants. Hence, C’ is a
ground and simple clause, that is, a guarded clause.

Lines 3—4: The negative premise C contains atleast one negative non-ground
compound-term literal. By Algorithm 1, A; is a negative compound-term
literal, and Cj is either i) a ground clause, or ii) contains positive non-ground
compound-terms, but no negative non-ground compound-terms. By the facts

that A1 and B; are unifiable and Lemma 4.5, B; is a positive compound-term
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literal. Assume that G is a guard in Cy, L is a literal and ¢ is a compound term
in either C or C;. As A; and B; satisfy conditions of Lemma 4.9, Go is flat
and var(Aj0) = var(Go). We know var(A;c) = var(B;0). Then by Lemma 4.7,
var(Ai0) = var(Co) and var(By0) = var(Cy0), therefore var(Go) = var(Ci0) =
var(Cp0) = var(C’). Hence Go is a guard of the resolvent C’. By Lemma 4.7,
var(L) € var(A;) (or var(L) € var(By)). By Lemma 4.10, Ajo (or Byo) are
simple. Then by 1. in Lemma 4.11, Lo is simple. Hence, C’ is simple. By
Lemma 4.7, var(t) = var(A;) = var(Cy) (or var(t) = var(B;) = var(Cy)). By
Lemma 4.11, var(fo) = var(Ai0) (or var(to) = var(Bjo)). By the facts that
var(Aio) = var(Cy0) = var(C’) (or var(B1o) = var(Cyo) = var(C’)), var(to) =
var(C’) and hence C’ is covering. Then C is a guarded clause.

Line 7-8: The negative premise C is a flat guarded clause. By Algorithm 1,
Aj is a guard of C, and Cj is either i) a ground clause, or ii) contains positive
non-ground compound-terms, but no negative non-ground compound-terms.
Suppose C; is ground. Then Bj is either a ground flat literal, or a ground
compound-term literal. In these cases, o substitutes variables in A; with either
constants or ground compound-terms of depth one. By Definition 13, var(C) =
var(A1). Then o substitutes variables in C with ground terms of depth less one.
Hence, the resolvent C’ is a simple and ground clause, namely a guarded
clause. Next suppose C; contains positive non-ground compound-terms, but
no negative non-ground compound-terms. Assume that G is a guard in Cq, L
is a literal and t is a compound term in either C or C;. As A; and B; satisfy
conditions of Lemma 4.9, Go is flat and var(A;0) = var(Go). By the fact
that var(A10) = var(B10) and Lemma 4.7, var(A10) = var(Co) and var(B10) =
var(Cy0), hence var(Go) = var(Ci0) = var(C,0) = var(C’). Then Go is a guard
of the resolvent C’. By Lemma 4.7, var(L) C var(A;) (or var(L) € var(By)).
By Lemma 4.10, Ao (or Bjo) are simple. Then by 1. in Lemma 4.11, Lo is
simple. Hence C’ is simple. By Lemma 4.7, var(t) = var(A;) = var(Cy) (or
var(t) = var(B;) = var(Cy)). By Lemma 4.11, var(tc) = var(A;0) (or var(to) =
var(B10)). By the facts that var(A;0) = var(Ci0) = var(C’) (or var(Bio) =
var(Cp0) = var(C’)), var(to) = var(C’) and hence C’ is covering. Then C is a

guarded clause. m|

Lemmas 4.15-4.16 prove that applying the Fact and P-Res rules (endowed
with the T-Ref @@ refinement) to guarded clauses derive only guarded clauses.
As guarded clauses are simple, these derived guarded clauses are of bounded
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depth. Let us now investigate the width of derived guarded clauses. Recall
that by the width of a clause, we mean the number of distinct variables in that

clause.

Lemma 4.17. In applications of the T-Inf®9 system to quarded clauses, the derived

guarded clause is no wider than at least one of its premises.

Proof. By Lemmas 4.15-4.16, the conclusion of applying the Fact and P-Res
rules to guarded clauses is a guarded clause. Then the guard in the conclusion
contains all variables of this conclusion. In the conclusion of applying the Fact
rule to guarded clauses, variables of the guard are inherited from that of a guard
in the premise (modulo variable renaming and ground instantiation). In the
conclusion of applying the P-Res rule to guarded clauses, variables of the guard
are inherited from that of a guard in one of the positive premises (modulo vari-

fGQ

able renaming and ground instantiation). Hence in applying T-Inf** system

to guarded clauses, the conclusion is no wider than its (positive) premise. O

Now we give the first main result of this section.
Theorem 4.4. The T-Inf@9 system decides satisfiability of the guarded clausal class.

Proof. Suppose (C, F,P) is a finite set of signature for the given guarded clauses.
By Lemmas 4.15-4.16, applying the T-Inf %@ system to guarded clauses derives
the guarded clauses with bounded depth. By Lemma 4.17, the derived guarded
clauses are of bounded width. These derived guarded clauses only use symbols
in (C,F,P), as no symbols are introduced in this derivation. O

4.5 Handling query clauses

In this section, we give our techniques to handle query clauses.

Suppose a GQ clausal set contains a query clause Q and a set N of guarded
clauses. Tohandle Q, we first recursively apply two customised separation rules
toreplace Q by Horn guarded clauses (HG clauses). Suppose Q canbe separated
into HG clauses. Then by Theorem 6.4, the T-Inf %@ system decides satisfiability
of QUN. If Q cannot be expressed in HG clauses, we the apply the top-variable
resolution rule to Q (as a main premise) and clauses in N (as side premises),
deriving the top-variable resolvent R. This top-variable resolvent R is not
necessarily a GQ clause, hence in the last step a form of structural transformation
is applied to R to replace it by an equisatisfiable set of GQ clauses.
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Figure 4.1: The hypergraphs associated with Q; and Q>

Basic notions of query clauses

To analyse query clauses, we introduce the notions surface literal, chained variables

and isolated variables with respect to query clauses.

Definition 15. Let Q be a query clause. Then in Q, a literal L is a surface literal (with
respect to Q) if there exists no literal L’ such that var(L) C var(L’).

Suppose in Q, Ly and Ly are two surface literals such that var(L1) # var(Lp). Then
x is a chained variable (with respect to Q) if x occurs in var(L1) N var(Ly). The
other non-chained variables in Q, are isolated variables (with respect to Q).

For example, in
Q1 = ~A1(x1, x2) V mAz(x2, x3) V A3(x3, X4, X5) V 7 A4(X5, X6) V 1 As5(X3, X4),

—A1(x1,x2), 7Ax(x2, x3), 7 A3z(x3, x4, x5) and —A4(x5, xg) are surface literals, but
—As(x3, x4) is not as var(As) C var(Az). Then, with respect to Q1, x2, x3, x5 are
chained variables and x1, x4, x¢ are isolated variables. In

Q2 = —=A1(x1,x2,x3) V 2 A2(x3, X4, X5) V = A3(X5, X6, X7)V

—A4(x1, x7,x8) V 1 A5(x3, X4, X9),

all literals are surface literals, therefore with respect to Q», x1, x3, x4, x5, X7 are
chained variables and x, x4, X3, X9 are isolated variables. Figure 4.1 shows the
associated hypergraphs with Qq and Q5.

Using Definition 15, we define two special forms of query clauses.

Definition 16. A chained-only query clause (CO) and an isolated-only query
clause (lO) are query clauses containing only chained variables, and only isolated
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Figure 4.2: The hypergraphs associated with Q3 and Q4

variables, respectively.

Forexample, Q3 = = A(x1, x2)V-Az(x2, X3, x4)V-Az(x1, X3, x4) isa CO clause
and Q4 = —~A1(x1) V = A2(x1, x2) V mA3(x1, X2, x3) is an 10 clause. Figure 4.2
shows the associated hypergraphs with Q3 and Qj.

The customised separation rules

In this section, by our customised notions of query clauses, we present two
novel separations rules. These rules are variations of the Sep rule, and they
provide goal-oriented approaches to separate query clauses. We then formally
prove that these variations can be used as simplification rules in the T-Inf®
system.

Recall that a clause is decomposable if this clause consists of variable-disjoint
subclauses, otherwise this clause is indecomposable.

A decomposable query clause is separated by

The QuerySepOne rule

NU{CvVD}
NU{CV =p1,=p2V D,p1V pa}

if the following conditions are satisfied.

1. C Vv D is a decomposable query clause.

2. C and D are not empty.

3. var(C) Nnvar(D) = 0.

4. Propositional variables p; and p» do not occurin N U {C Vv D}.

An indecomposable query clause is separated using
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The QuerySepTwo rule

Nu{CvVL(x,y)Vv D}
NuU{CVL(x,vy)VP(x),-Px)Vv D}

if the following conditions are satisfied.

C Vv L(x,y) vV D is an indecomposable query clause.

L(x,y) is a surface literal and var(C) C var(L).

X are chained variables and x C var(D).

vy are isolated variables and y N var(D) = 0.

Predicate symbol P does not occurin N U {C V L(x,y) V D}.

Ol WD =

Next we prove that the QuerySepOne and QuerySepTwo rules are varia-
tions of the Sep rule. The QuerySepOne rule is immediately a variation the
Sep rule. The fact that the QuerySepTwo rule is a variation of the Sep rule is

formally stated as:
Lemma 4.18. Given a clausal set N, the following conditions are satisfied.

1. If the QuerySepTwo rule is applicable to N, then, the Sep rule is applicable
to N.

2. Applying the QuerySepTwo and Sep rules to N, respectively, derive the same
conclusions.

Proof. Suppose N = N'U{C V L(x,y) V D} is the QuerySepTwo premises. We
aim to prove that the Sep rule is applicable to N, and applying the Query-
SepTwo and Sep rules to N, respectively, derive exactly the same conclusions.

1.: We aim to prove that CVL(X, y)V D has the following property: 1) var(CV
L(x,y)) € var(D), 2) var(D) ¢ var(C V L(x,y)) and 3) C vV L(x,¥y)) and D are not
empty. By 3. in the QuerySepTwo rule, 3) trivial holds. Now we prove 1)-2).
By 4. in the QuerySepTwo rule, y Nvar(D) = (. This implies var(C V L(x, y)) €
var(D). We prove var(D) ¢ var(CVL(X, y)) by contradiction. Suppose var(D) C
var(C Vv L(x,y)). By 2. of the QuerySepTwo rule, var(C) € var(A). Then
var(C VL(x,y) v D) = {x,y}. This contradicts 3. in the QuerySepTwo rule that
x are chained variables.

2.: By 3.-5. in the QuerySepTwo rule, x = var(C V L(x, y)) Nvar(D). Hence,
the Sep rule can separate C V L(x,y) vV D into C V L(x,y) V P(x) and =P (x) V D
where x = var(C V L(x,y)) N var(D). O
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Figure 4.3: The application of the Sep rule to Q

Indeed the Sep rule is more powerful than the QuerySepOne and Query-

SepTwo rules. Given a query clause
Q = -A(x1,x) V 2A(x1, x2) V ~A(x2, x) V =B(y1, x) V =B(y1, y2) V =B(y2, X),
the Sep rule separates it into an HG clause
—A(x1,x) V =A(x1, x2) V =A(x2, x) V P(x)

and a query clause =B(y1, x) V =B(y1, y2) V = B(y2, x) V =P(x) where P is a new
predicate symbol. Yet neither QuerySepOne nor QuerySepTwo is applicable
to Q, since Q is an indecomposable CO clause. Figure 4.3 on the next page
shows the process of applying the Sep rule to Q and the derived clauses are in
the coloured box.

The QuerySepOne and QuerySepTwo rules are specially devised for sep-
arating query clauses. Unlike the Sep rule, the QuerySepOne and Query-
SepTwo rules specifically use our notions for query clauses. This is due to the
fact that identifying the conclusions of applying the Sep rule to query clauses
is difficult. Moreover in the QuerySepOne and QuerySepTwo conclusions,
the polarity of newly introduced symbols are assigned in a way such that these
conclusions are in our desire form, namely the GQ clauses. For example in
conclusions of the QuerySepOne rule, we use not one, but two propositional
variables, so that by our assigning of polarity to fresh propositional variables
p1 and p», applying the QuerySepOne rule to a decomposable query clause
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derives two query clauses C V =p; and —p> V D and a guarded clause p1 V p».
The QuerySepOne and QuerySepTwo rules are sound, formally stated as:

Lemma 4.19. QuerySepOne and QuerySepTwo preserve logical equivalence.

Proof. By Lemmas 3.4-4.18, the QuerySepTwo rule preserves logical equiva-
lence. Immediately, the statement holds for the QuerySepOne rule. |

Note that in the applications of the QuerySepOne and QuerySepTwo rules,
the newly introduced predicate symbols are smaller than those in QuerySe-
pOne and QuerySepTwo premises, respectively. Hence, as long as the ap-
plications of these separation rules do not introduce infinitely many predicate
symbols, one can regard the QuerySepOne and QuerySepTwo rules as simpli-
fication rules in the resolution framework of [BG01]. Lemma 4.27 (in Section
4.6) formally proves that in our procedures, these separation rules only intro-
duce finitely many predicate symbols when separating query clauses. Thus we
consider the QuerySepOne and QuerySepTwo rules as simplification rules

for extending the T-Inf %@ system.

Separating query clauses

In this section, we investigate the applications of the QuerySepOne and Query-
SepTwo rules to query clauses. We start with the QuerySepOne rule.

Lemma 4.20. Suppose Q is a decomposable query clause. Then recursively applying
the QuerySepOne rule to Q separate it into less wide indecomposable query clauses

and HG clauses.
Proof. By the definitions of indecomposable query clauses and HG clauses. O

By 2.—4. in the QuerySepTwo rule, one can apply the QuerySepTwo rule to
indecomposable query clause Q only if there exists a surface literal in Q where
both chained and isolated variables occur. Based on this fact, we look at how

the QuerySepTwo rule is applied to indecomposable query clauses.

Lemma 4.21. Suppose Q is an indecomposable query clause, in which a surface literal
that contains both chained and isolated variables occurs. Then the QuerySepTwo rule

separates Q into less wide query clauses and HG clauses.
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Figure 4.4: Separating Q1 into HG clauses

Proof. Suppose C V L(x,y) V D is an indecomposable query clause as the main
premise of the QuerySepTwo rule. Further suppose applying the Query-
SepTwo rule to C vV L(x,y) V D derives =P(x) VD and C V L(x,y) V P(x).
First consider —=P(x) V D. As D is a query clause, =P(X) V D is a query
clause. By the facts that all variables in =P(x) V D occurin C V L(x, y) V D, but
=P(x) V D does not contain i, =P(x) V D is less wide than C V L(x,y) V D.
Next consider C V L(x,y) V P(x). By 2. in the QuerySepTwo rule, the
variables in L(X,y) are the same as the variables in C V L(x,y) V P(x). Then
CV L(x,y)V P(x) is flat with a guard L(x, y). It is an HG clause. We prove that
CV L(x,y)V P(x) is less wide than C V L(x, y) V D by contradiction. Suppose
var(D) € x Uy. By 2. in the QuerySepTwo rule, var(D Vv C) C var(L). This
contradicts that X are chained variables. Hence, D contains more types of
variables than x U v. O

By Lemmas 4.20-4.21, applying the QuerySepOne and QuerySepTwo rules
to a query clause derives a new query clause, therefore one can recursively
apply these separation rules to a query clause. We use Q-Sep to denote this
procedure. For example, applying the Q-Sep procedure to

Q1 = —A1(x1,x2) V 2 Ax(x2, x3) V ~A3(x3, X4, X5) V = A4(x5, x6) V 2 A5(X3, Xa),
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Figure 4.5: Separates Q> into HG clauses and an indecomposable CO clause

derives HG clauses:

—A1(x1, x2) V Pa(x2), =A3(x3, x4) V —A5(x3, X1, x5) V =Pa(x3) V P3(x5),
—A4(x5, x6) V Ps(x5),  —Ax(x2,x3) V 2Pa(x2) V P3(x3).

The Q-Sep procedure separates

Q2 = =A1(x1,x2,x3) V 2 A2(x3, X4, X5) V = A3(x5, X6, X7)V

—As(x1, x7, x8) V 1 A5(x3, X4, X9),
into HG clauses:

=A(x1, x2,x3) V P5(x1, X3), D(x1, x7,x8) V Ps(x1, x7),
C(xs, x6, x7) V P7(x5, x7), —E(x3, x4, X9) V Pg(x3, X4),

—B(x3, x4, x5) V =Pg(x3, x4) V Po(x3, x5)

and a CO clause —P5(x1, x3) V =Py(x3, x5) V =P7(x5, x7) V =Pg(x1, X7).

Figures 4.4 and 4.5 show how the Q-Sep procedure separates Q; into HG
clauses, and separates Q; into a CO clause and HG clauses, respectively. The
produced clauses are framed in the coloured box.

The application of Q-Sep to a query clause terminates if the derived (or

given) query clause Q is indecomposable and contains either only chained
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variables or only isolated variables, namely an indecomposable CO clause or
an indecomposable 10 clause, respectively.

Analysis of indecomposable |10 clauses and HG clauses reveals the following
property:
Lemma 4.22. An indecomposable 10 clause is an HG clause.

Proof. Suppose Q is an |O clause. Recall that if Q contains two surface literals
L1 and L, such that var(L1) # var(Ly) and x € var(L;) N var(Lp), then x is a
chained variable with respect to Q. Since Q contains no chained variables, it
is the case that either i) Q contains only one surface literal, or ii) Q contains
multiple surface literal and each pair L; and L, of surface literals satisfies either
var(L;) = var(Lp) or var(L;) N var(Ly) = 0. We distinguish these two cases:

i): An indecomposable IO clause Q is flat, negative and contains only one
surface literal L. By the definition of surface literal, var(L) = var(Q). Hence, Q
is an HG clause with a guard L.

ii): If in Q, any pair L1 and L, of surface literals satisfies var(L;) = var(Lp),
then it is the same case as i), except that there are guards L; and L. If there
exists a pair L1 and L, of surface literals satisfies var(L;) N var(L;) = 0, then Q
is decomposable. This contradicts the assumption. O

Next we give the result of applying the Q-Sep procedure to query clauses.

Lemma 4.23. Applying the Q-Sep procedure to a query clause replaces that query
clause by less wide HG clauses (and an indecomposable CO clause).

Proof. By Lemmas 4.20-4.22. O

Note that depending on surface literals one picks, applying the Q-Sep
procedure to a query clause may derive different sets of HG clauses (and an
indecomposable CO clause).

If we consider a query clause as a hypergraph, then the Q-Sep procedure
‘cuts the branches off’ the hypergraph. Interestingly, the Q-Sep procedure
handles query clauses similarly as the so-called GYO-reduction in [YO79]. Us-
ing the notion of cyclic queries in [BFMY83], GYO-reduction identifies cyclic
conjunctive queries by recursively removing branches (‘ears’) in the hyper-
graph of queries, and it reduces a conjunctive query to an empty formula if
the query is acyclic. In our definition of query clauses, an ‘ear’ map to the sur-
face literal containing both isolated and chained variables, and by the Q-Sep
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procedure, these surface literals are removed from query clauses. Hence, one
can regard the Q-Sep procedure (to query clauses) as an implementation of
GYO-reduction (to conjunctive queries). The fact that an acyclic conjunctive
query can be expressed as guarded formulas is also given in [FFG02, GLS03].

Cyclicity of a query clause can be checked by applying the Q-Sep procedure
to it. This is formally stated as:

Lemma 4.24. Applying the Q-Sep procedure to a query clause Q replaces it by

e HG clauses if Q is acyclic,
e HG clauses and an indecomposable CO clause if Q is cyclic.

Proof. By the definition of GYO-reduction in [YO79]. O

By Lemma 4.24 and the facts the Q-Sep procedure separates Q; into HG
clauses and separates Q> into HG clauses and an indecomposable CO clause,
Q1 and Q> are identified as an acyclic query and a cyclic query, respectively.

By Theorem 4.4, the T-Inf®@ system decides the guarded clausal class. By
Lemma 4.23, query clauses can be replaced by an equisatisfiable set of HG
clauses and an indecomposable CO clause. Hence, the only new class of clauses
that we cannot handle are indecomposable CO clauses. In the next section, we
give techniques to handle these clauses.

Handling indecomposable CO clauses

In this section, we first show how the top-variable resolution rule solves the
term depth increase problem in reasoning with indecomposable CO clauses and
guarded clauses. As these top-variable resolvents are not necessarily in the GQ
clausal class, we devise a novel form of structure transformation to handle
these resolvents. For readability, in the following sections we sometimes refer
indecomposable CO clauses as CO clauses.

In an indecomposable CO clause such as
Qs = =Ps(x1, x3) V =Po(x3, x5) V =P7(x5, x7) V =Pe(x1, X7),

variable x1, x3, x5, x7 forms a "cycle” through literals Ps, Py, P7, P, as shown in
the top-right corner of Figure 4.5. If one applies the Res rule, or the binary

Res rule, to Q3 and guarded clauses, nested compound-terms may occur in
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the conclusions. For example, consider a GQ clausal set N containing Q3 and

guarded clauses:

C1 =Ps(x, g(x,y,21,22))" V =G1(x, y, 21, 22),

Co ==Ga(x,y,21,22) V Po(g(x, y, 21, 22), x)" V A(h(x, y, 21, 22)),
Cs = P7(f(x), x)" V =G3(x),

Cy = Po(f(x), x)* V ~Ga(x).

Suppose one applies the Resruleto Cy, . .., C4 as the side premises and Q3 (with

all negative literals selected) as the main premise, deriving the resolvent:

Ry = =G3(x) V ~Ga(x)V
~G1(f(x), Y, 21,22) V =Ga(f (%), y, 21, 22) V A(h(f (x), Y, 21, 22))-
A nested compound-term literal A(h(f(x), y, z1, z2)) occurs in the resolvent R;.

Next, suppose one applies the binary Res rule to clauses in N. Applying the
binary Res rule to C3 and Q3 (with =P7(xs5, x7) selected) derives

Ro = —Ps(x1, x3) V ~Po(x3, f(x)) V ~G3(x) V =Pg(x1, X).

Then apply the binary Res rule to C; and Ry (with —Py(x3, f(x)) selected)

derives

R3 = —Ps(x1, x3)V
~G3(x) V =~Ps(x1, x) V =Ga(f (%), y, 21, 22) V A(h(f(x),y,21,22)),

in which, again, the nested compound-term literal A(h(f(x), y, z1, z2)) occurs.

Now we show how the top-variable technique tackles this term depth in-
crease problem. By Algorithms 1-2, the top-variable resolution rule is applied
to Qs and Cq ..., C4 as follows.

1. The PResT(Q3, N) function first selects all negative literals in Q3, and then
tinds the Res side premises of Q3, namely Cy, ..., Cy.

2. Themguof Cy,...,Csand Q3 is

{X1 = f(x)/ X5 = f(X), X7 = X, X3 = g(f(x)/ Y, z1, ZZ)}
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for variables in Q3, hence, x3 is the top variable.

3. PResT(Q3, N) then returns —Ps(x1, x3) and —Py(x3, x5) as top-variable
literals. An top-variable resolution inference is performed on Qs, C;
and C», deriving the top-variable resolvent

R ==Gi(x,y,z1,22) V =Ga(x, ¥, z1,22)V
A(h(x,y,z1,22))" V ~P7(x, x7) V =Pg(x, x7),

which does not contain any nested compound terms.

4. Thereisno possible inference for clauses in NUR, hence NUR is saturated.

Although the top-variable resolvent R does not contain nested compound
terms, R is wider than any of its premise Cy, ..., C4, Q3; moreover it is even
not a GQ clause. Using a new predicate symbol Pg (and a respective literal
—-Pg(x,y,z1,22)) to define =G1(x, y, z1, 22) V-Ga(x, vy, 21, 22) VA(h(x, y, 21, 22)),
the top-variable resolvent R is replaced by its equisatisfiable set of GQ clauses:

Cs =Gi(x,y,z1,22) vV ~Ga(x, y,z1,22) V A(h(x,y,2z1,22))" V Ps(x, Yy, 21, 22),

Q4 = =P7(x, x7) V =Pg(x, x7) V ~Pg(x, Y, 21, 22).

Note that Cs is a guarded clause and Q4 is a query clause. Since Q4 is an
indecomposable query clause, we can apply the Q-Sep procedure to it (using

a new predicate symbol Py), to replace it by HG clauses:

Ce = —P7(x, x7) V =Pe(x, x7) V =P1p(x),
C7 = =Ps(x, vy, z1,22) V P1o(x).

Figure 4.6 shows how the Q-Sep procedure separates Q4 into Horn guarded
clauses Cg and Cy7, and The produced clauses are framed in the coloured box.
Then the top-variable resolvent R is replaced by guarded clauses Cs, C¢ and C5.
To sum up, given an GQ clausal set {Q3, Cy, ..., Cs}, the InfGQ system derives
a saturated GQ clausal set {Q3,Cq,...,C7}.

Transforming the top-variable resolvent (of an indecomposable CO clause
and a guarded clausal set) to GQ clauses is not straightforward. We use no-
tions connected top variables and closed top-variable subclauses to find disjunctively
connected GQ subclauses in the top-variable resolvents.
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Figure 4.6: Separating Q4 into HG clauses C¢ and Cy

Definition 17. In a P-Res inference step I (endowed with the T-Ref @ refinement) to
an indecomposable CO clause with the top-variable subclause C, and guarded clauses,
we say that

1. in C, top variables x; and x; are connected (with respect to 1) if there exists
a sequence of top variables x;, ..., x; such that each pair of adjacent variables
co-occurs in a top-variable literal, and

2. subclause C’ is a closed top-variable subclause of C (with respect to I) if

(a) each pair of top variables in C’ are connected, and

(b) top variables in C" do not connect to top variables in C, but not in C’.

Suppose a top-variable resolution inference is performed on an indecom-
posable CO clause Q and a guarded clausal set N. Then each closed top-
variable subclause in Q is resolved with a subset N of N, and the disjunc-
tion of remainders of N’ forms a guarded clause (after unification). Consider
the previous example. In a top-variable resolution inference of Cy,...,Cy
and Qs3, =Ps(x1, x3) V =P9(x3, x5) is the top-variable subclause, which is also
the only closed top-variable subclause, as x3 is the only top variable. The
matching side premises of —P5(x1, x3) V =Pg(x3, x5) are C; and C,. Then the
disjunction of remainders (after unification) of C; and C, forms a guarded
clause C' = =Gi(x,y,z1,22) V =Ga(x,y,z1,22) V A(h(x,y,z1,22)) in the top-
variable resolvent R = =G1(x, y, z1,22) V =Ga(x, y, 21, 22) V A(h(x, y,z1,22))* V
=P7(x, x7) V =Ps(x, x7). In the previous example, to abstract C’ from R, we use
a fresh predicate symbol Pg to transform R into GQ clauses Q4 and Cs.

The top-variable resolvents are handled by
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The T-Trans rule

In an application of the P-Res rule (endowed with the T-Ref®® re-
finement) to an indecomposable CO clause —A; V ... V =A, with the
clauses C; = B1 vV Dy,...,C, = B, V Dy, the top variable resolvent is
R=(=Ans1V...V2A,VD1V...VDy)o where ¢ is an mgu such that
o =mgu(A; = By,...,Am = Bp).

top-variable subclause —=A; V ...V =A,, where m < n, and guarded

Suppose ~A1V...V-A,, is partitioned into closed top-variable subclauses
C, ..., C{, sothat R is represented as (=Au+1V...V—=A, VD] V...Dj)o.
Then the top-variable resolvent R is transformed using

NU{(—lAm.,.]V...—lAnVD{V...D;)O}
NU{(—lAm+1V...—lAn)O'\/—lplV...\/—lpt,P1VD{O’,...,Pt\/D;G}

if P1, ..., Py are new predicate symbols for Dio, ..., D;o, respectively.

The following procedure partitions top-variable clauses.

Algorithm 3: The FindClosedT function

Input: A top-variable literal L and subclause C
Output: A closed top-variable subclause C;
Function FindClosedT (L, C):

2 | NewTopVar < Top variables in L

3 | LinkedTopVarLit « L

4 | while NewTopVar # 0 do

[y

5 Lyew < Literals in C that contains NewTopVar

6 if L,,0, € LinkedTopVarLit then

7 NewTopVar « 0

8 else

9 NewTopVar « Top variables in L.y
10 LinkedTopVarLit « LinkedTopVarLit U Ly

11 return LinkedTopVarLit
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In the T-Trans rule a top-variable subclause is partitioned into closed top-
variable subclauses. This partition is achieved by traversing all top-variable
literals and checking if a top-variable literal belongs a closed top-variable sub-
clause. Algorithm 3 gives the FindClosedT(L, C) function, finding L-occurring
closed top-variable subclause in the top-variable subclause C.

Algorithm 4: Partitioning a top-variable subclause

Input: A top-variable subclause C
Output: Closed top-variable subclauses Cy, ..., C,
11«1
2 while C # 0 do
3 | DPicka top-variable literal L from C
4 C; = FindClosedT(L, C)
5 return C;
6 C « C/C;
7 i—i+1

Algorithm 4 gives the partitioning procedure for a top-variable subclause.
The following example shows how Algorithm 4, together with the T-Trans rule,
handles the top-variable resolvents (with respect to a top-variable resolution
inference to an indecomposable CO clause as the main premise and guarded

clauses as the side premises). Consider an indecomposable CO clause

Q =-A1(x1, x2) V = A2(x1, x3) V 2 A3(x2, X3)V

—A4(x3, x4) V mAs(x3, x5) V = Ae(x4, x5) V =B(x3)
and the following set N of guarded clauses

C1=Ai(f(x,y), f(x,¥) V Bi(hi(x, y)) V =Gi(x, ),

Ca = Aa(f(x,y), %) V =Galx, y), Cs = As(f(x,y),x) V =Gs(x,y),
Cy = Ay(x, f(x,2)) V =Galx, 2), Cs = As(x, f(x,2)) V =Gs(x, 2),
Ce = As(f(x,2), f(x,2)) V Ba(ha(x, 2)) V =Ge(x, 2),

C7 = B(g(x)) V ~G7(x).

Figure 4.7 shows the hypergraph that is associated with Q.
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Figure 4.7: The hypergraph associated with Q

Next, we compute the top-variable resolvent of N and Q, and we use I
to denote this top-variable resolution inference step. By the CompT(N, Q)

function, we compute the mgu

{1 = f(8(x), y), xa > f(8(x),y), x3 = g(x), xa > f(8(x),2), x5 = f((x),2)}

for variables in Q. Then in Q, x1, x2, x4 and x5 are top variables (with respect
to I) since they are unified with the deepest terms. These top variables occur
in all literals except —B(x3), therefore P-Res(N, Q) returns

—A1(x1, x2), 7A2(x1, x3), 7 A3(x2, x3), 7 A4(x3, x4), 7 As(x3, x5), 7 As(X4, X5)

as the top-variable literals (with respect to I). Then applying the top-variable
resolution inference to Q and N produces

R =Bi((x,y)) vV =Gi(x, y) V =Ga(x, y) V ~Gs(x, y)V
Bo(ha(x,z)) V =Gg(x, z) V =Gy(x, z) V =Gs(x, z) V =B(x).

Algorithm 4 first finds the closed top-variable subclauses in Q, and then
the T-Trans rule transforms R into GQ clauses. In this example, the input of

Algorithm 4 is the top-variable subclause

Qiop = 7A1(x1, x2) V A2 (x1, x3) V = A3(x2, X3)V

—A4(x3, x4) V 1 A5(x3, x5) V 2 Ag(x4, X5).

in Q with respect to I. In Algorithm 4, Line 3 first picks an arbitrary top-variable
literal, for example =A1(x1, x2), in Qop, and Line 4 then use the FindClosedT
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function finds a closed top-variable subclause that contains = A1(x1, x2). The
FindClosedT(—A1(x1, x2), Qiop) function find this closed top-variable subclause
as follows. In Algorithm 3, Line 2 first identifies that =A;(x1, x2) contains top
variables x1 and x;, and Line 5 then finds literals in Qo that contains x; and

Xp. Since —A(x1, x3) and —A3(x», x3) contain x1 and x»,

Qrose = ~A1(x1,x2) V = Ax(x1, x3) V ~Asz(x2, x3)

is a temporary closed top-variable subclause. Next, Algorithm 3 keeps looking

1
close’

in Qop that contain x1 or x,, hence the FindClosedT(—A1(x1, x2), Qtop) function

1
close

Algorithm 4 removes Q

for the top variables in Q which are x1 and x;. There are no new literals

returns Q_ ___ as the first closed top-variable subclause of Qipp. Then Line 6 in

1

close from Qjop, Obtaining

Qtop = ~Aa(x3, x4) V =As(x3, x5) V = Ae(x4, X5).

Like the previous procedure, a top-variable literal ~A4(x3, x4) is picked from
=A4(x3, x4) V mAs(x3, x5) V = Ag(x4, x5) and the FindClosedT(—A4(x3, x4), Qt,op)
functionis applied to find the closed top-variable subclause containing —A4(x3, x4).
Eventually, the FindClosedT(—A4(x3, x4), Qt’op) function returns

2

dose = "Aa(x3,x4) V 2As(x3, x5) V 2 As(x4, X5).

Algorithm 4 splits Qi into closed top-variable subclauses Q! and Q?

close close’

Using these closed top-variable subclauses Qilose and leose, the T-Trans

rule requires us to find the remainders in side premises (of the I inference) that

1
close

literals —~A1(x1, x2), 7A2(x1, x3) and —A3(x2, x3), which match side premises

match them. The closed top-variable subclause Q contains top-variable
C1, Cp and Cg3, respectively. Then for the top-variable resolvent R,, the T-Trans
rule introduces a fresh predicate symbol P; (and a respective literal —=P1(x, v))
for the disjunction of the remainders of Cy, C; and Cs, namely

Bi(hi(x,y)) vV =Gi(x, y) V =Ga(x, y) V ~G3(x, y).

2
close

resolvent R, the T-Trans rule introduces a fresh predicate symbol P, (and a

Similarly, since the literals in Q match to Cy4, Cs and Cg, for the top-variable
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respective literal =P,(x, z)) for the remainders of C4, C5 and Cs, namely
BZ(hZ(x/ Z)) N _'G6(x/ Z) N _'G4(x/ Z) N _'G5(x/ Z)'
Then the T-Trans rule transforms R into guarded clauses

Di(h1(x,y)) V =Gi(x, y) V =Ga(x, y) V =Gs(x, y) V Pi(x, y),
Dy(ho(x,z)) V =Gg(x, z) V =Ga(x, z) V =Gs(x, 2) V Pa(x, z),

and a query clause =B(x) V =P1(x, y) V =Pa(x, z).
By the T-Trans rule, the top-variable resolvent of a CO clause and a guarded

clausal set is replaced by its equisatisfiable GQ clausal set, formally stated as:

Lemma 4.25. Let R be the resolvent of applying the P-Res rule (endowed with the T-
RefG9 refinement) to an indecomposable CO clause Q and a set N of quarded clauses.
Then, the following conditions hold.

1. Applying the T-Trans rule to R replaces it by a set N’ of guarded clauses and a
query clause Q’.

2. Applying the Q-Sep procedure to Q' separates it into a set N” of HG clauses
and an indecomposable CO clause Q"

3. The top-resolvent R is satisfiable if and only if the GQ clausal set N’ UN"" U Q"
is satisfiable.

4. For each clause C’ in N’ U N”, there exists a clause C in N such that C’ is no
wider than C, and Q" is less wide than Q.

Proof. Recall the P-Res rule (with a priori checking for maximality and the
T-Ref®Q refinement).

Bl\/Dl, ey Bvam, ceey anDn ﬂAlv...vﬂAmv...V_'AnvD
(D1V...VDy V=Au1V...V=A, VD)o

if the following conditions are satisfied.

1. No literal is selected in Dq,...,D, and Bjy,..., B, are strictly >1po-
maximal with respect to Dy, ..., D,, respectively.
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2a. If n = 1,1) either —A; is selected, or nothing is selected in -A; vV D and
—A10 is >jp,-maximal with respect to Do, and i) 0 = mgu(A; = By) or
2b. if n > 1 and there exists an mgu ¢’ such that ¢’ = mgu(A; =
By,...,A, = By), theno = mgu(A1 = By, ..., An = By)wherem < n.

3. All premises are variable disjoint.

Suppose in a P-Res inference (endowed with the T-Ref %@

refinement), the
main premise C = =A;V...V-A, V...V-A,isa CO clause and side premises
C1=BjVvVDy,...,Cy= B, VDy,...,Cy = B, VD, are guarded clauses. We
use R to denote the top-variable resolvents (D1 V...VD,, V=Ay 41 V... V2A,)o.

1.: By the T-Ref %@ refinement, a side premise is either a flat ground clause,
or a compound-term clause. Suppose a side premise in Cj....,C, is flat and
ground. Then by 5. in Lemma 4.13, all side premises are flat and ground, and
R is a flat ground clause, which is an LGQ clause. Now consider the case that
each side premise contains at least one compound terms. By Lemma 4.5, B; is
a compound-term literal for all i such that1 < i < n.

Step 1: We now prove that (—A;41 V...V —=A,)o is a query clause. By 3. in
Lemma 4.13, the mgu o substitutes variables in = A;;11 V ...V =A, with either
variables or constants. Hence, (—A;+1 V ...V =A,)0 is a query clause. If o is
a ground substitution, then (=A;4+1 V ... V =A,)0o is a flat ground clause. If
all literals in C are top-variable literal, then (=A;,4+1 V...V =A,)o is L. Our
statement trivially holds for these two special cases.

Step 2: we prove that (D1 V...V D,,)o is a disjunction of guarded clauses. We
prove this by the following steps: 2-i) D;o is a guarded clause, 2-ii) (D; V Dj)o a
guarded clause if A; and A; contains connected top variables, and 2-iii) Suppose
—Aj V...V —A; is a closed top-variable subclause of =A; V...V =A,, and
D]’. represents D;, V...V D;. Then (D; V...V Dy)o can be represented as
(D] V...V Dj)o where t < m.

Step 2-i): First we prove that remainder D; of side premise is a guarded
clause. By the covering property and the fact the B; is a compound-term literal,
var(B;) = var(C;). By 4. in Lemma 4.13, the mgu ¢ substitutes variables in C;
with variables and constants. Then by the fact that C; is a guarded clause and
Lemma 4.12, D;o is a guarded clause.

Step 2-ii): Next we prove that if A; and A; contains connected top variables,
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the disjunction of D;o and D;jo is a guarded clause. Suppose x and y are,
respectively, top variables in A; and A;, and x and y are connected. By the
definition of connected top variables, there exists a sequence of top variables
x,...,y such that each pair of adjacent variables co-occurs in a top-variable
literal. By 3. in Lemma 4.13, each adjacent variables x” and y” have the property
that var(x’o) = var(y’o), since x” and y” match compound terms in the same
covering literal. Hence, var(xo) = var(yo). This implies that after unification,
the compound term ¢ in B; (that x matches) have the same variable set as the
compound term s in B; (that y matches), i.e., var(so) = var(to). By the covering
property, var(D;o) = var(Djo). The guarded clauses D;o and D;o contain the
same variable sets, therefore, D;o V D jo is a guarded clause.

Step 2-iii): Suppose —A;, V...V —A; is a closed top-variable subclause of
-A1 V...V -=A,, and D]’. represents D;, V...V D;. We aim to prove that
(D1 V...V Dy)o canbe represented as (D] V...V D{)o where t < m. We use C’
to denote a top-variable subclause =A1 V...V =A,,. By the fact that each literal
in C’ contains at least one top variable, and 2b. of Definition 17 that each pair
of closed top-variable subclauses of C’ shares no connected top variables, C’ is
partitioned into a set of closed top-variable subclauses, denoted as Ci, e, C;.
Let C = =Aj, V...V =A;, be a closed top-variable subclause of C". By 2a. of
Definition 17, each pair of top variables in C’ is connected. Then by the result
of Step 2-ii), (D;, V ...V Dj;,)o is a guarded clause.

Now we present the resolventas R = (D] V...V D]V =A;11 V...V 2A,)0.
Then applying the T-Trans rule to R transforms it into

DioV Py, ..., DjoVP, Q =(=Aus1V...V2A,)o V=P V...V=<P.

We consider whether Do V P; and Q” are LGQ clauses. Suppose D’o is ground.
Then immediately Do V P; is a guarded clause. Now assume that Do V P;
is non-ground. By the result of Step 2-iii), Do is a guarded clause. By the
definition of structural transformation, var(D/o) = var(P;) and P; is a flat literal,
hence, D/o V P; is a guarded clause. Next we consider Q’. By the definition of
structural transformation, =P V ...V =P, is a negative flat clause. Then by the
result of Step 1, Q’ is a query clause.

2.: By Lemma 4.23.

3.: By the facts that the Q-Sep procedure (Lemma 4.19) and the structural

transformation preserve logical equivalence.
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4.: First we prove that Do V P; is no wider than one of side premises in
C1,...,Cy. By the result of Step 2-i), i) the loose guard Go in Dl’. o is inherited
from one of loose guards G in a side premise in Cy, ..., Cy, and ii) the mgu
substitutes variables in G with either constants or variables. Hence, there exists
at least one side premise in Cy, ..., Cy such that it contains no less types of
variables than Do V P;.

Next, we consider the width of the conclusions of applying the Q-Sep
procedure to Q" = (=Au+1 V...V 2A,)o V =Py V...V =P;. To understand
the application of the Q-Sep procedure to Q’, we analyse the variables in Q’.
By the T-Trans rule, var(P;) = var(D/o) for all i such that 1 < i < t. Hence,
w.l.o.g. we consider variables in P (i.e., variables in Djo), and we suppose
D] = D1 V Dy and =A; V =A; is a closed top variable subclause. Hence, we
analyse overlapping variables of Djo and (=Ap+1 V ...V =Ay)o. By 4. of
Lemma 4.13, ¢ substitutes variables in Di with either variables or constants.
W.l.o.g. suppose variables of By and B, are substituted with the variables of
—A1 V =A;. Since Dy and D», respectively, contain loose guards of By and By,
o substitutes the variables of D] with the variables of =A; V =A>. Then the
variables in Djo depend on two factors: 1) whether all variables in B; and
B, are substituted, 2) whether (non-top) variables in —=A; V =Aj; occur in the
variables of =A;;11 V...V =A,. We distinguish two cases:

4-1): Suppose all variables in By and B, are substituted using o, and all
non-top-variables in =A; V = A3 occur in =A;,1+1 V...V 2A,. Then all variables
in Do are non-top-variables in —=A; V —A, therefore, var(P1) C var((-=Ay+1 V

..V =A,)o). For each P; in Py, ..., P; that satisfies conditions of 4-i), var(P;) C
var((=Au+1 V ...V =A,)o). These P; literals introduce no new variables to
—Aps1 V... VoA,

4-ii): Next suppose not all non-top-variables in =A; V = A3 occur in A ;41 V

.V =A,, or only a part of variables in By and B; are substituted. Then
—P; can be represented as —P1(X, ), where x represent substituted variables
in B; and B, that occur in both =A; V =A; and (=Ay41 V...V =A,), and ¥y
represents either variables that are not substituted in B; and By, or variables
in =A; V =A; but not in =A,;,41 V...V =A,. Hence, ¥ does not occur in
(mAus1V...VaA,)o VP V...V =P Applying the QuerySepTwo rule to Q’
derives Horn guarded clauses —P1 (X, y)VP{(x) and a query clause (=A;; 41 V...V
—Ap)oV=P{(X)V...V-P; (using a new predicate symbol P7). By Step 2-iii) and
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the fact that —P1(x, y) v P{(x) is no wider than D]o V Py, there exists at least one
side premises Cy, . .., Cy, thatis wider than =P (X, y) V P{(X). After separating
all P; satistying 4-ii), we obtained query clause Q”. Since Q” contains only
non-top-variables (after substituted by o) from Q, Q" is less wider than Q. O

An alternative approach for the T-Trans rule is the Sep rule. Let us use
R=(=Au1V...V-A, VD] V...Dj)o

in the definition of the T-Trans rule to denote the top-variable resolvent of
an indecomposable CO clause and a set of guarded clauses. By the proof in
Lemma 4.25, recursively applying the Sep rule to R also separates R into GQ
clauses. In this thesis, we choose the T-Trans rule for its intuitiveness.

We use Q-CO®® to denote the following procedure:

1. Apply the top-variable resolution rule to an indecomposable CO clause (as
the main premise) and guarded clauses (as the side premises), deriving
the top-variable resolvent R.

2. Apply the T-Trans rule to R, replacing R by a query clause Q and a set of

guarded clauses.

3. Apply the Q-Sep procedure to Q, replacing Q by HG clauses and an
indecomposable CO clause.

Lemma 4.26. The conclusions of applying the Q-CO%@ procedure to an indecompos-
able CO clause Q and a set N of guarded clause satisfy the following conditions.

1. They consist of an indecomposable CO clause Q' and a set N’ of guarded clauses.

2. The clausal sets Q" U N” and Q U N are equisatisfiable.

3. For each clause C’ in N’, there exists a clause C in N such that C’ is no wider
than C, and Q' is less wide than Q.

Proof. By Lemmas 4.23 and 4.25, 1. and 3. hold. By Lemma 3.4 and the fact that
any form of structural transformation rule preserves satisfiability, 2. hold. O
4.6 A decision procedure of answering BCQs for GF

Now we are ready to give our saturation-based procedure for answering a
union of BCQs of GF, and we use Q-Ans® to denote this procedure. To
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show that the Q-Ans®F procedure is suitable for implementations in modern
saturation-based first-order provers, this procedure is devised in the form of
the given-clause algorithm [Wei01, MW97].

Algorithm 5 describes the formal BCQ answering procedure for GF.

Algorithm 5: The BCQ answering procedure for GF

Input: A union g of BCQs and a set X of formulas in GF
Output: “Yes” or ‘No’

1 workedOff « 0

2 usable « PreProcessGF(Z, q)

3 while usable = () and L ¢ usable do

4 given « Pick(usable)

5 | workedOff « workedOff U given

6 | if given is an indecomposable CO clause then

7 tResolvent «— P-Res(workedOff, given)
8 G, Q « T-Trans(tResolvent)
9 CO, HG « Sep(Q)
10 new «— G U CO UHG
11 else
12 new « P-Res(workedOff, given) U Fact(given)

13 new <« Red(new, new)

14 new « Red(Red(new, workedOff), usable)
15 workedOff « Red(workedOff, new)

16 usable « Red(usable, new) U new

17 Print(usable)

Functions in Algorithm 5 are described as follows.

1. Sep(C) applies the Q-Sep procedure to separate a query clause C, and
returns HG clauses and indecomposable CO clauses. If C is an indecom-

posable CO clause or an HG clause, then the Sep(C) function returns C.

2. Pick(N) picks a clause from the clausal set N, and then removes that
clause from N.
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3. P-Res(N, C) applies the P-Res rule (endowed with the T-Ref®@ refine-
ment) to clauses N and a clause C in N, returning the top-variable resol-

vent.

4. T-Trans(C) applies the T-Trans rule to the top-variable resolvent C, and
returns guarded clauses and a query clause.

5. Fact(C) applies the Fact rule (endowed with the T-Ref%? refinement) to
a clause C, and returns a factor of C.

6. Red(N1, Np) returns all clauses from N; that are not redundant with
respect to clauses in N».

7. Print(N) takes a saturated clausal set N as input, and returns either “Yes’
or ‘No’ for the BCQ answering problem.

We now give the PreProcessGF function. See Algorithm 6.

Algorithm 6: The PreProcessGF function

Input: A union g of BCQs and a set X of guarded formulas
Output: A set of indecomposable CO clauses and guarded

clauses

[y

Function PreProcessGF (X, 9):
2 | usable « 0

3 G, Q « TransGF(%, q)

4 foreach clause Q in Q do

5 CO, HG « Sep(Q)
usable « usable U CO U HG

7 usable « Red(usable U G, usable U G)
8 return usable

The PreProcessGF(X, q) function pre-processes the given set X of guarded
formulas and the given union g of BCQs to a set of guarded clauses and inde-
composable CO clauses. In the PreProcessGF(X, q) function, the TransGF(Z, q)
function applies the Trans®F process to = and g, returning GQ clauses.

Algorithms 5-6 use the notations G, HG, Q and CO to denote guarded, Horn
guarded, query and indecomposable chained-only query clauses, respectively.
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Algorithm 7 gives the Print function, simply prints “Yes’ or ‘No’ for the BCQ

answering problem.

Algorithm 7: The Print function

Input: A clausal set N
Output: “Yes” or ‘No’

1 Function Print(N):

2 L if 1 € N then Print “Yes’

3 else Print ‘No’

As a given-clause algorithm, Algorithm 5 splits input clauses into a worked-
off clause set workedOff where all inferences between clauses in workedOff are
finished, and a usable clause set usable, in which clauses needed to be considered
for further inferences. Then for each clause C in usable, we remove C from
usable, add C to workedOff and then add all conclusions between the C and the
clauses in workedOff to usable. During such a loop, reduction rules are applied
to guarantee termination.

Algorithm 5 consists of the following stages.

e Lines 1-3 transform BCQs and GF into CO clauses and guarded clauses.
e Lines 4-17 saturate the above set of CO clauses and guarded clauses.
e Line 18 outputs the answer to the given BCQs and guarded formulas.

Lines 1 initialises the workedOff and usable sets with empty sets. Line 2,
namely Algorithm 6, then transforms BCQs and GF to CO clauses and guarded
clauses, and then add all the obtained clauses to the usable set. Line 3 is the
input reduction that removes redundancy in the usable set.

The while-loop in Lines 4-13 terminates if either usable is empty or it con-
tains an empty clause L. Lines 5-6 pick a clause, namely the given clause, from
the usable set and then add the given clause to workdedOff. Note that the Pick
function is fair [BGO1, Page 37], which means that no clause in the usable set
waits infinitely long without being picked. Lines 7-13 generate new conclu-
sions. Lines 7-11 say that if given is an indecomposable CO clause, then the
Q-CO%Q procedure, namely a sequence of rules consisting of i) the top-variable
resolution inference, ii) the T-Trans rule and iii) the Q-Sep procedure, is ap-
plied to this CO clause, producing an indecomposable CO clause and guarded
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clauses, and we then denote these new clauses as new. Lines 12-13 say that if
given is a guarded clause, then P-Res and Fact rules are applied to that guarded
clause, producing new conclusions new. Lines 14-17 are the inter-reduction step
that removes redundancy in the new, workdedOff and usable clausal sets.

Lines 18, namely Algorithm 7, outputs the answer to the given BCQs.
Suppose g is the given union of BCQs and L is the given guarded formulas. An
empty usable clausal set implies that X U {—q} is satisfiable. Then the answer
to g is ‘N0o’, and the workdedOff clausal set stores the saturated clausal set of
Y U {—~g}. Otherwise the usable clausal set contains an empty clause, then
L U {—gq} is unsatisfiable. Then the answer to g is “Yes'".

The Q-Ans®F procedure guarantees termination. The termination result
requires that given a union of BCQs, a set of guarded formulas and a finite
signature (F,P,C), the Q-Ans®F procedure derives clauses of bounded depth
and width only using symbols in (F, P, C). In Algorithm 5, Lines 7-13 derive
new clauses. In Lines 14-17, given an indecomposable CO clause and guarded
clauses, the Q-CO%? procedure produces GQ of bounded width, as proved in
Lemma 4.26. Since the class of GQ clauses are simple, their depths are bounded
as well. For Lines 12-13, Theorem 4.4 ensures that given guarded clauses, the
P-Res and Fact rules (endowed with the T-Ref %@ refinement) produce guarded
clauses of bounded width and depth. To sum up, Lines 7-13 derive new GQ
clauses of bounded width and depth. Next it is important to ensure that the
number of new symbols introduced in Q-Ans®F procedure are finitely many.
In particular, we consider the new predicate symbols that are introduced in
the derivation, particularly for the T-Trans rule in Line 9 and for the Q-Sep
procedure in Line 10.

In the Q-Ans®F procedure, suppose a predicate symbol P is used to repre-
sent a GQ clause C at a derivation stage. Then, in any further stage whenever
a predicate symbol is needed for C, the symbol P is used again. The Q-Ans®F
procedure requires only a finite number of predicate symbols, formally stated

as:

Lemma 4.27. In the application of the Q-Ans®F procedure to the BCQ answering
problem for GF, only finitely many predicate symbols are introduced.

Proof. In the Q-Ans®F procedure, new predicate symbols are introduced in
either the Trans®F process, or the Q-Sep procedure, or the Q-CO%? procedure.
We distinguish these cases:
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1.: In the Trans®F process, BCQs and formulas in GF are transformed into
GQ clauses. This is a one-time process, hence in this step, only a finite number
of new predicate symbols are introduced.

2.: In the Q-Sep procedure, the QuerySepOne and QuerySepTwo rules
are recursively applied to query clauses. By Lemma 4.23, applying the Q-Sep
procedure to a query clause derives less wide GQ clauses. Then finitely many
new predicate symbols are needed.

3.: In the Q-CO%@ procedure, the T-Trans rule and the Q-Sep procedure are
applied. By Lemma 4.23, the Q-Sep procedure introduces finitely many new
predicate symbols. Now we consider the new predicate symbols introduced
in the application of the T-Trans rule to the top-variable resolvents of a CO
clause and guarded clauses. Consider the T-Trans rule as follows: Let N
be a set of compound-term guarded clauses, as the side premises in the top-
variable resolution rule. Then in this top-variable inference, we first unify
clauses in N, and then removes a compound-term literal (eligible literals) in
each clause of N, respectively, and finally the T-Trans rule makes remainder of
clauses (that map to the same closed top-variable subclause) in N a disjunction.
W.l.o.g. assume the T-Trans rule introduce a new predicate symbol for C; and
C2 in N, producing C. By 1. of Lemma 4.25, C is no wider than C; and
C>. Hence we can regard the T-Trans rule as a method that i) first unifies
a compound-term guarded clausal set N by their compound-term literals, ii)
remove these unified compound-term literal in clauses of N, obtaining N’ ii)
use the disjunctive symbol to connect clauses in N’, as a new guarded clause
C. By the covering and pairing properties, no new variables are needed in
i)-iii). By Lemma 4.23, Lemma 4.26 and Theorem 6.4, apart from the T-Trans
rule, the Q-Ans®F procedure guarantees producing a finite number of GQ
clauses. As we reuse predicate symbols for duplicate GQ clauses, the T-Trans

rule introduces a finite number of predicate symbols. O
Finally, we give the main result of this chapter.

Theorem 4.5. The Q-AnsSF procedure is a decision procedure for answering BCQs
for GF.

Proof. By Theorem 4.1, the Q-Ans®F procedure reduces the problem of an-
swering BCQs for GF to that of deciding satisfiability of the GQ clausal class.
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By Lemma 4.19 and Theorem 4.3, the T-Inf%@ system is a sound and refuta-
tionally complete system for general first-order clausal logic. As the Q-Ans®F
procedure is based on the T-Inf %@ system and our customised separation rules,
the Q-Ans®@ procedure is a sound and refutational complete procedure if only
finitely many predicate symbols are introduced.

By Lemma 4.23, Lemma 4.26 and Theorem 4.4, applying the Q-Ans®F pro-
cedure to GQ clauses guarantees producing GQ clauses of bounded depth and
bounded width. By Lemma 4.27, only a finitely number of new symbols (with
respect to the given signature) are introduced. Then the Q-Ans®F procedure
guarantees termination. Since the Q-Ans®F procedure is sound, refutationally
complete for first-order clausal logic and guarantees termination for the GQ

clausal class, it is a decision procedure for answering BCQs for GF. O



Chapter 5

The saturation-based BCQ rewriting

procedure in GF

In this chapter, we aim to address the saturation-based rewriting problem for
GF, formally defined as follows.

Problem 5. Given a set ¥ of formulas in GF, a set D of ground atoms and a union q of
BCQs, does there exist a (function-free) first-order formula (with equality) Z,, which is
the negated back-translation of the saturated clausal set of U{—q} such that LUD |= g
ifand only if D |= 7

Problem 5 considers the back-translation of a clausal set to a function-free
first-order formula. Consider formulas X in GF, ground atoms D and a union ¢q

of BCQs, we use the following steps to tackle Problem 5.

1. Apply the Q-Ans®F procedure to £ U {—q}, computing a saturation N of
Y U{—~g}aslongasZ |~ g.

2. Back-translate N to a (Skolem-symbol-free) first-order formula F, and then

negate F to obtain a (function-free) first-order formula (with equality) Z;.

As guarded formulas and BCQs contain no function symbol, the function sym-
bols in N are introduced by Skolemisation. Back-translating N to a first-order
formula F ensures to eliminate all Skolem function symbols in F, therefore X, a
function-free first-order formula. In general, the back-translation from a clausal
set to a first-order formula is a non-trivial task, as it often fails [GSS08a]. By

Theorem 3.1, our aim is to transform the saturation N to its logically equivalent

116
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clausal set that is unique, normal, globally linear and globally compatible, so
that N can be back-translated to a first-order formula.

In this chapter, we investigate a more refined clausal form for guarded
clauses, that is the aligned guarded clauses, in which all compound terms have a
common argument list. We prove that the Q-Ans®F procedure is also a decision
procedure for the aligned guarded clausal class. Then, by our customised Rename,
Abstract and Unsko rules (from Section 3.3), any aligned guarded clausal set N
is ensured to transformed into a unique, normal, globally linear and globally
compatible clausal set N’ that is logically equivalent to N. In the last step, N’
is unskolemised to a first-order formula.

We use the notation N, to denote a clausal set N that has the property a.
In particular we use n, u, | and c¢ to denote the properties of normality, unique-
ness, global linearity and global compatibility, respectively. For example, Ny,
denotes a clausal set N that is unique and normal.

This chapter is organised as follows. Section 5.1 presents the formal defini-
tion of the aligned guarded clauses, and Section 5.2 then formally proves that
the Q-Ans®F procedure decides satisfiability of the aligned guarded clausal
class. Section 5.3 introduces our variations of Rename, Abstract and Unsko
rules and the back-translation procedure. The last section formally formalises

decision procedure for the saturation-based BCQ rewriting in GF.

5.1 The aligned guarded clauses

In this section, we first introduce the aligned guarded clauses, and then show
that by the Trans®F process, guarded formulas are clausified to aligned guarded
clauses.

Recall Definition 12 that a clause is strongly compatible if all of its com-
pound terms share a common argument list. Then an aligned guarded clause is

formally defined as follows.

Definition 18. An aligned guarded clause (G~ clause) is strongly compatible and
a guarded clause.

Comparing Definitions 13 and 18, the class of G~ clauses is a strict subset
of that of guard clauses. This means that the results established in Section 4.4
hold for the G~ clausal class as well. The notion of strongly compatible is more
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restrictive than that of compatible, since all compound terms must be compatible.

For example, the clause

C = =G(x1, x2) V A1(f (x1,x1, x2), x1) V Ao(f (x1, X1, X2), X1, §(x1, X2))

is compatible and a guarded clause, however it is not a G~ clause since
f(x1,x1,x2)and g(x1, x2) are not compatible. The guarded clause C = =G(x, y)V
A(f(x,y), f(y,x))isnota G~ clause, since in C the compound terms f(x, y) and
f(y, x) are not compatible. Note that even by the Rename, Abstract and Unsko
rules in Section 3.3, C cannot be back-translated into a first-order formula as it

is impossible to make the argument lists of f(x,y) and f(y, x) identical.

Lemma 5.1. Applying the Trans®F process to a quarded formula transforms it into a
set of G~ clauses.

Proof. We particularly show that the obtained clauses are strongly compatible.
The fact that the obtained clauses are guarded clauses follows from Lemma 4.1.

Suppose F isa guarded formula. By 1.-2. of the Trans® process, w.l.0.g. sup-
pose P is the new predicate symbol, F; is the definition formula of P, and F’
is the replacing formula of F. Next, we show that 3.-4. of the Trans®F process
transform F; and F’ into strongly compatible clauses. Since F’ is an existen-
tially quantified sentence, skolemising F’ transforms it into flat ground clauses,

which are aligned guarded clauses. F; can be represented as
Vx(P(x) = Vy(G(x, y) — ¢(y))

where ¢ () may contain existential quantifications and literals, but no universal
quantifications. The existential quantified variables in ¢ (i) are the only source
of compound terms, since guarded formulas contain no function symbols. By
applying prenex normal form transformation and then the Skolem rule to
F1, existential quantified variables in ¢(y) are skolemised to compound terms

containing a common argument list x, y. m|
We use the notation GQ™ to denote the class of G~ and query clauses.

Theorem 5.1. The Trans®F process reduces the problem of BCQ answering for GF to
that of deciding satisfiability of the GQ™ clausal class.

Proof. By Lemma 5.1. O
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5.2 Deciding the GQ™ clausal class

In this section, we aim to prove that the Q-Ans®F procedure decides satisfia-
bility of the GQ™ clausal class. By Theorem 4.5 and the fact that the G clausal
class is a subset of the guarded clausal class, applying the Q-Ans®F procedure
to GQ™ clauses derives GQ clauses. Hence in this section, we put our focus on
proving that the derived GQ clauses are strongly compatible.

Recall that flat compound terms are non-nested compound terms. We first

investigate the unification of flat and compatible compound terms.

Lemma5.2. Lets, s’, t and t’ be flat compound terms. Suppose s and s’ are compatible,
and t and t" are compatible. Then, if s and t are unifiable by an mgu o, the following
conditions are satisfied.

1. s and t are compatible, and so and to are compatible.
2. so and s’o are compatible, and to and t'c are compatible.

3. s’ and t’c are compatible.

Proof. Since s and t are, respectively, compatible with s’ and t’, so and to
are compatible with s’c and t’o, respectively. By the fact that s and t are
unifiable by ¢ and Definition 8, so and to are compatible. Then s’c and t’c

are compatible. O

Now we look at the conclusions that are obtained by applying the Q-Ans®F
procedure to GQ™ clauses. In particular we focus on the checking the strong
compatibility property of the derived clauses.

By Lemma 4.6 and the fact that the GQ™ clausal class belong to the guarded
clausal class, a priori checking is applied in performing the Fact and P-Res rules
to GQ™ clauses. We start with checking whether the T-Inf®® system decides
satisfiability of the aligned guarded clauses.

We start with considering the applications of the Fact rule to GQ™ clauses.

Lemma 5.3. Applying the Fact rule (endowed with the T-Ref @9 refinement) to GQ~

clauses derives GQ™ clauses.

Proof. Recall the Fact rule (with an a priori checking for maximality and the
T-Ref®Q refinement).
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if the following conditions are satisfied.

1. Nothing is selected in C V A1 V Aj.
2. Ay is >jpo-maximal with respect to C.
3. 0 =mgu(A; = Ap).

Since the Fact rule is not applicable to query clauses, we consider the case
when a G~ clause is the premise of the Fact rule. By Lemma 4.15, the factors of

£GQ refinement) to G~ clauses

applying the Fact rule (endowed with the T-Re
are guarded clauses. We prove that these factor are strongly compatible. By
Algorithm 1, the premise C V A; V Ay is a G™ clause. By Algorithm 1, we
distinguish two cases of C V A; V A,.

Lines 1-2: The case is trivial when C vV A] V A3 is ground.

Lines 5-6: The premise C V A] V A; is non-ground and contains positively
occurring compound-term literals, but no negatively occurring compound-
term literals. By Definition 18, all compound terms in C V A; V Aj; share a
common argument list, therefore all compound terms in (C V A; V Aj)o are

compatible. Hence (C V Aj)o is strongly compatible. O

Next we consider the applications the P-Res rule to GQ™ clauses. We first
check the case when all the premises are G~ clauses, and then consider the case

when the main premise is a query clause and the side premises are G~ clauses.

Lemma 5.4. Applying the P-Res rule (endowed with the T-Ref®@ refinement) to G~
clauses derives G~ clauses.

Proof. By Lemma 4.16, applying the P-Res rule (endowed with the T-Ref®®

refinement) to G~ clauses derives guarded clauses. Now we focus on proving
that these derived guarded clauses are strongly compatible.

By Algorithm 1, the binary form of the P-Res rule is used when the premises
are G~ clauses. Suppose G~ clauses C; = By V D; and C = —=A; V D are the
positive and the negative premise in the P-Res rule, respectively, deriving the
resolvent C’ = (D1 V D)o, where ¢ is the mgu of By and A;. By Algorithm 1,

C either is ground, or has at least one a negatively occurring non-ground
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compound-term literal or is flat (Lines 1-2, or 3—4 or 7-8, respectively) and C;
satisfies either Lines 1-2 or 5-6. We distinguish three cases of C:

Lines 1-2: The negative premise C is a ground clause. By Algorithm 1, the
positive premise Cy is either a ground flat clause or a ground compound-term
clause. The case is trivial when C is flat and ground. When C is a ground
compound-term and , this case is a special case when C satisfies Lines 34,
which is proved next.

Lines 3—4: The negative premise C contains at least one negative non-ground
compound-term literal. By Algorithm 1, the positive premise C; is either
i) a simple ground clause, or ii) contains positive non-ground compound-
terms, but no negative non-ground compound-terms. In i) C; is a ground
compound-term clause, otherwise A; and B; are not unifiable. The case C; is a
ground compound-term clause is a special case of ii). Next we consider ii). By
Lemma 4.5, By is a compound-term literal. By Lemma 4.8, compound terms in
A1 pair only compound term in By, and vice-versa. W.L.o.g. suppose s, s’, t and
t" are compound terms in By, D1, A; and D, respectively. Further suppose s
pairs t. By Definition 18, s and s’ are compatible, and t and ¢’ are compatible.
By the fact that s pairs f, so and to are compatible. By Lemma 5.2, s'c and t’c
are compatible. Hence all compound terms in (D1 V D;)o are compatible. By
Lemma 4.16, (D1 V D)o is an aligned guarded clause.

Lines 7-8: The negative premise C is a flat guarded clause. Algorithm 1,
C1 is either i) a simple and ground clause, or ii) contains positive non-ground
compound-terms, but no negative non-ground compound-terms. By the fact
that C is flat and C; is strongly compatible, the compound terms in the resol-
vent C’ are from Cj, therefore C’ is strongly compatible. Next suppose Cj is an
aligned guarded clause containing positive non-ground compound-terms, but
no negative non-ground compound-terms. Since C is a flat guarded clause,
all compound terms in the resolvent C’ originate from compound terms in Cj.
Suppose s and t are two arbitrary compound terms in C;. By 2a. of Def-
inition 18, s and ¢ are compatible. Hence so and to are compatible. Then
all compound terms in C’ are compatible. By Lemma 4.16, C’ is an aligned
guarded clause. m|

We now conclude the result of applying the T-Inf %@ system to G~ clauses.
This is formally stated as:

Theorem 5.2. The T-Inf%9 system decides satisfiability of the G~ clausal class.
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Proof. By Theorem 4.4 and Lemmas 5.3-5.4. O

Next we consider the application of the P-Res rule to a query clauses and
G~ clauses. In the Q-Ans®F procedure, the top-variable resolution rule is per-
formed on an indecomposable CO query clause and guarded clauses, deriving
the top-variable resolvent R, and then by the T-Trans rule, R is transformed
into a set N of guarded clauses (and query clauses). We check that whether
the guarded clauses in N are strongly compatible.

Lemma 5.5. Let R be the top-variable resolvent of applying the P-Res rule (endowed
with the T-Ref @ refinement) to an indecomposable CO clause and G~ clauses. Then,
by the T-Trans rule R is replaced by G~ clauses and a query clause.

Proof. By Lemma 4.25 and the fact that the G™ clausal class is a strict subset
of the guarded clausal class, R is replaced by a set N of guarded clauses and
a query clause. Hence we focuses on proving that clauses in N are strongly
compatible.

Recall the P-Res rule (with a priori checking for maximality and the T-Ref @
refinement).

BlVD]_, ey BmVDm, ceey BnVDn ﬁAlV...VﬁAmV...V_‘AnVD
(D1V...VDyV=Aus1V...V=A, VD)o

if the following conditions are satisfied.

1. No literal is selected in D1,...,D, and By,..., B, are strictly >p,-
maximal with respect to Dy, ..., D, respectively.
2a. If n = 1,1) either —A; is selected, or nothing is selected in -A; vV D and
- A1 is >po-maximal with respect to D, and ii) 0 = mgu(A; = By) or
2b. if n > 1 and there exists an mgu ¢’ such that ¢’ = mgu(4; =
By,..., A, = By), theno = mgu(A; = By,..., Ay = By)wherem < n.
3. All premises are variable-disjoint.

SupposeC1 =BiyvDy...,C, =B,V D, andC:ﬁAlv...V—-Amv...v
-A, V D. Recall that in the Q-CO%Q procedure, one first finds connected top-
variable subclause C' of C and then disjunctively connected the remainders of
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side premises, which match literals in C’, as a guarded clause. W.l.o.g. suppose
—A1 V 2A; is a connected top-variable subclause of C, and x; and x; are
connected top variables that occurs in —A; and —A;, respectively. Suppose
x1 and x; pair to s; and t;, respectively, and s; and #; occur in By and By,
respectively. Further suppose that s and ¢, respectively, are compound terms
that occur in D and D3, and u is a compound term in D; that is distinct from s.
Using the T-Trans rule and a fresh predicate symbol P, (D; V D)o V P is
the obtained guarded clause. Hence our aim is to show all compound terms in
(D1V D3)o are compatible (as P is a flat literal), that s, s, t and u are compatible.

By Definition 17 and the fact that x; and x; are connected top variables, there
exists a sequence of top variables x1, ... x2 in C such that each pair of variable
in this sequence co-occurs in a literal of C. W.Lo.g. suppose y; and y, are two
variables in this sequence that occur in a literal —A;. Hence —A; vV =A; V =A;
is a connected top-variable subclause of C. By 3. of Lemma 4.13, in B;, y; and
Y2 pair either constants or compound terms. By 5. of Lemma 4.13, if either y;
or Yy, pairs a constant, (D1 V Dy)o V P is a flat and ground clause. In this case,
the statement immediately holds. Now assume that y; and y, pair ground
compound terms. By the covering property, C; is a ground compound-term
clause, which contradicts the fact that C; is an aligned guarded clause. Hence,
y1 and y, must pair non-ground compound terms. Suppose y1 and y, pairs
non-ground compound terms s, and ¢, respectively. By Definition 18, s, and
tr are compatible. By 2. of Lemma 5.2, s,0 and t,0 are compatible, therefore
y10 and yo0 are compatible. By the fact that y; and y», are connected to x; and
x2, x10 and xp0 are compatible. By the facts that x; pairs to s; and x; pairs to
t1, s10 and t10 are compatible. By the facts that C; and C; are aligned guarded
clauses, s is compatible to s and t is compatible to t;. Then by 3. of Lemma 5.2
and the facts that sjo and t10 are compatible, and so and to are compatible.
By Definition 18, s and u are compatible. By 1. of Lemma 5.2, so and uo are
compatible. Hence, so, uo and to are compatible. Then all compound terms
in (D1 V Dy)o V P are compatible. O

Now we can give the main result of this section.
Theorem 5.3. The Q-Ans®F procedure decides satisfiability of the GQ™ clausal class.

Proof. By Lemma 5.5, Theorems 4.5 and 5.2 and the fact that the class of aligned
guarded clauses is a strict subset of that of guarded clauses. m|
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5.3 Back-translating GQ™ clausal sets

In this section, we aim to back-translate a GQ™ clausal set to a first-order formula.
We give our variations of the Rename, Abstract and Unsko rules, based on
which we provide the formal procedure that transform a GQ™ clausal set into
a unique, normal, globally compatible and globally linear clausal set N. In the
last step, we back-translate N into a first-order formula.

Since query clauses are free of compound terms, each query clause in GQ™
clausal sets N can be straightforwardly unskolemised into a universally quan-
tified first-order formula, without affecting the G~ clauses in N. Thus in this
section we concentrate on unskolemising clauses, especially compound-term

clauses, in the G~ clausal class.

Making a GQ™ clausal set normal and unique
Normalising GQ™ clausal sets

In this section, we give the technique and algorithm that transform GQ™ clausal
sets to a normal and strongly compatible clausal sets.

Recall the definition of normality from Section 3.3. A GQ~ clause is not
necessarily normal. For example in the GQ™ clause =G(x,a) V A(f(x,a), x) V
B(g(x, a), x), constant a occurs in compounds terms f(x,a) and g(x, a).

Constants occurring in compound terms of GQ™ clauses are abstracted using

The ConAbs rule

N U {C(a)}
NU{C(y)Vy #a}

if the following conditions are satisfied.

1. C(a)is a compound-term GQ™ clause.
2. a occurs in compound terms of C(a).
3. y does not occur in C(y).

4. C(y) does not contain 4.

Suppose C is a GQ™ clause and a is a constant occurring in compound
terms of C. By 4. of the ConAbs rule, all occurrences of a are simultaneously
abstracted, hence applying the ConAbs rule to a GQ™ clause produces a strongly
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compatible clause. Consider the previous GQ™ clause C as an example, applying

the ConAbs rule to C derives the strongly compatible clause

=G(x,y) VA(f(x,y),x) VB(g(x,y),x) Vy # a,

rather than =G(x, y) V A(f(x,y),x) V B(g(x,z),x) Vy #aVz % a.

Algorithm 8 is the procedure that normalises GQ™ clausal sets. In Algo-
rithm 8, the AbstractConstant(C) function takes a GQ™ clause C as input, and
then is applied to C as follows.

e If the ConAbs rule is not applicable to C, then C is returned.
e Otherwise the ConAbs rule is recursively applied to C, until no constants
occur in compound terms of the ConAbs conclusions of C, producing a

normal clause C’.

Algorithm 8: Normalising GQ™ clausal sets

Input: A GQ™ clausal set N

Output: A normalised GQ™ clausal set
1 N <0
2 foreach clause C in N do
3 C « AbstractConstant(C)
o

5 return N’

Applying the ConAbs rule to a GQ™ clause ensures to procedure a strongly
compatible clause, as the ConAbs rule simultaneously pull out all occurrences
of a constant.

Lemma 5.6. Applying Algorithm 8 to a GQ™ clausal set transforms it to a normal
and strongly compatible clausal set N.

Proof. By the definition of Algorithm 8 and Definition 18. O

We use the notation GQ, to denote the clausal sets that are obtained by
applying Algorithm 8 to GQ™ clausal sets. Note that a GQ,, clause C may not
belong to the GQ™ clausal class (and the GQ clausal class thereof), as C may
contain equalities.
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Making a GQ,, clausal set normal and unique

In this section, we handle duplicate variables that occur in compound terms of
GQ,, clauses. By handling these duplicate variables, we transform GQ,, clausal
sets to a normal, uniqueand strongly compatible clausal set.

Recall the definition of uniqueness from Section 3.3.

Definition 11. A compound term f(t1,...,t,) is unique if each pair of terms in
t1,...,ty is a pair of distinct variables. A clause C is unique if every compound term

in C is unique. A clausal set N is unique if every compound term in N is unique.

By Definition 11, a unique clause C requires that there are no duplicate
variables that occur in compound term of C. However, a GQ,, clause may not

be unique. An example is the GQ,, clause
C =-G(x,x) VA(f(x,x),x) VA(g(x, x), x).

Duplicate variables in compound terms of GQ, clauses are abstracted using

The VarAbs rule

NU{C(f(...,x,...,x,..)}
NU{C(f(...,x,...,y,...)Vy #x}

if the following conditions are satisfied.

1. C(f(...,x,...,x,...)) is a GQ;, clause.

2. y does not occur in C(f(...,x,...,x,...)).

3. Letthesecond xin f(...,x,...,x,...) occur at the position i. Then,
in every i position in compound terms of C(f(...,x,...,x,...)), x
is replaced by y.

Observe thatin a GQ;, clause C, if a compound term in C contains duplicate
variables x, which occurs in positions 7 and j, then in all compound terms of C,
x occurs in positions i and j. By this observation, applying the VarAbs rule
to a GQ;, clause transform it into a unique clause. Consider the previous GQ,,

clause C as an example. Applying the VarAbs rule to C transform it into

-G(x,y) VA(f(x,y),x) VAQ(x,y),x) Vx %y,
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which is a unique, normal and strongly compatible clause. Like the ConAbs
rule, the VarAbs rule restricts that one use a common variable to abstract all
occurrences of one duplicate variable. For example, applying the VarAbs rule
to C cannot derive

-G(x,y) VA(f(x,y),x) VA(Z(x,z),x) VX £y Vx % z.

Algorithm 9 gives the formal procedure that transforms a GQ, clausal set

to a unique, normal and strongly compatible clausal set.

Algorithm 9: Transforming a GQ;, clausal set to a unique clausal set

Input: A GQ, clausal set N
Output: A unique clausal set N’
1 N «0
2 foreach clause C in N do
3 C « AbstractVariable(C)
L N « N'uUC

5 return N’

. J

Algorithm 9 aims to remove duplicate variables that occur in the compound
terms of GQj, clauses. In Algorithm 9, the AbstractVariable(C) function takes
a GQ,, clause C as input, and then applied to C as follows.

e If the VarAbs rule is not applicable to C, then C is returned.
e Otherwise, the VarAbs rule is recursively applied to C, until no duplicate
variables occur in compound terms of conclusions of C, producing a

unique clause C’, and then C’ is returned.

Lemma 5.7. Applying Algorithm 9 to a GQ,, clausal set transforms it into a normal,
unique and strongly compatible clausal set N.

Proof. By the definition of Algorithm 9 and Lemma 5.6. m|

We use the notation GQ,, to denote the normal, unique, locally linear and
locally compatible clausal sets that are obtained by applying Algorithm 9 to
a GQ;, clausal set. Moreover, given a GQ™ clausal set N, we use the notation
Q-Abs to denote the variable and constant abstraction procedure of applying the
ConAbs and the VarAbs rules, given as follows.



5.3. BACK-TRANSLATING GQ™ CLAUSAL SETS 128

1. Apply Algorithm 8 to N, transforming it into a normal, locally linear and
locally compatible GQ,, clausal set Nj.

2. Apply Algorithm 9 to N to transform it into a normal, unique, locally
linear and locally compatible GQy,, clausal set N>.

Preparing a GQ,,, clausal set for unskolemisation

In this section, we aim to transform a GQp, clausal set into a normal, unique,
globally compatible and globally linear clausal set, preparing this clausal set for
unskolemisation.

By Definitions 8, a globally compatible clausal set N requires that in clauses
of N, compound terms that are under the same function symbol share the
same argument list. Hence we need to find clauses in N that contain the same
function symbols. We use the notions connected clausal sets and an inter-connected

clausal set to formal define this problem.

Definition 19. Two clauses are connected clausal sets if they contain at least one
common function symbol, otherwise they are unconnected. Two clausal sets are
connected if they contain at least one common function symbol, otherwise they are
unconnected.

A clausal set N is an inter-connected clausal set if for any pair of clauses C and
C’"in N, there exists a sequence of clauses C, ..., C" in N such that each adjacent pair
of clauses in C, ..., C’ is connected.

By Definition 19, one can partition a GQ,, clausal set N into a clausal
set N’ containing only flat clauses and inter-connected clausal sets Ny, ..., N,
such that each pair of clausal sets in Ny, ..., N, are unconnected. We say
N’,Nji, ..., N, are closed clausal sets (with respect to N).

The back-translation of a closed GQp,, clausal set consisting of flat clauses,
into a first-order formula is easy. Hence we put our focus on unskolemising
inter-connected GQp,, clausal sets. An inter-connected GQ,,, clausal set has the
following nice property:

Lemma 5.8. Let N be an inter-connected GQy,, clausal set. Then, all compound terms
in N have the same arity.

Proof. By the fact that GQp, clausal sets is strongly compatible (Lemma 5.7) and
Definition 19, compound terms in any pair of connected GQp,, clauses have the
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same arity. Then all compound terms in an inter-connected GQp,, clausal set

have the same arity. O

Lemma 5.8 implies that given an inter-connected GQ,, clausal set N, one can
use a sequence of variables to substitute all variable sequences of compound
terms in N. Next, we devise the following VarRe rule.

In compound terms of inter-connected GQ,,, clausal sets, the variables ar-

guments are renamed using

The VarRe rule

N U{C(f(x1,...,xn))}
NU{C(f(y1,.--,yn))}

if the following conditions are satisfied.

1. NU{C(f(x1,...,x,))} is an inter-connected GQp,, clausal set.

2. All occurrences of xi,...,x, in C(f(x1,...,x,)) are replaced by
Y1, .., Yn, respectively.

3. y1,...,Yn donotoccurin N U {C(f(x1,...,xn))}.

Let N be an inter-connected GQ,, clausal set. To transform N to a globally
compatible clausal set, the VarRe rule is applied to all clauses in N. Suppose
f(x1,...,xp) is a compound term of a clause in N. Using a sequence of fresh
variables 1, ..., y, that does not occur in N, the VarRe rule substitutes vari-
ables in all clauses of N through {x; — y1,...,x, = y,}, so that N can be
transformed into a globally compatible clausal set.

We use Relnt to denote the procedure of renaming variables of all clauses
in inter-connected GQ,,, clausal sets. By the inter-connected GQ,,, clausal set

=Ga(x3, x4) V Aa(f(x3, x4), x3) V A3(g(x3, x4), X3),

=G1(x1,x2) VA1(f(x1,x2),x2) V x1 # a,
=G3(x5, x6) V As(g(x5, X6), X5) V X5 % Y

(where a is a Skolem constant), we show how the Relnt procedure renames
variables. The Relnt procedure consists of two steps:

1. Find the arity of any compound term in N, which is two. Then introduce
a sequence of two fresh variables that do not occur in N. We use y1, 2 as
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this sequence of fresh variables.

2. Foreachclause C(f(x1,...,x,))in N, apply the VarRe rule it, substituting
X1,..., Xy by {x1 = y1,..., x4, — y,}. We obtain the clausal set

=Ga(y1, ¥2) V A2(f(y1, y2), y1) V As(g(y1, y2), y1),

=G1(y1,v2) VA1(f(y1,¥2), ¥2) V1 # a,
—~G3(y1,y2) vV As(g(y1, ¥2), y1) V1 # y

Then a normal, unique, globally compatible and globally linear clausal set N’
is obtained.

Lemma 5.9. Applying the Relnt procedure to an inter-connected GQ,,, clausal set
transforms it into a normal, unique, globally compatible and globally linear clausal set.

Proof. By Lemmas 3.2, 5.7, 5.8 and the definition of the Relnt procedure. O

The Relnt procedure renames all variables of inter-connected GQp,, clausal
sets. However to rename the whole of a GQ,, clausal set N, one needs to
partition N into closed clausal sets. We use the notation Q-Rena to denote
the procedure of partitioning GQ,,, clausal sets to closed clausal sets, and then
renames all variables of these closed clausal sets. See Algorithm 10.

Algorithm 10: Renaming variables of GQy,, clausal sets

Input: A GQ,, clausal set N
Output: A normal, unique, globally linear and globally
compatible clausal set N’
1 N «0
2 while there exists compound-term clause in N do
3 | Find a compound-term clause C in N
4 ClosedSet «— FindInt(C, N)
5 N « N\ ClosedSet
6 ClosedSet «— Rename(ClosedSet)
7 | N’ <« N’U ClosedSet

8§ NN «— N UN
return N’

o

Algorithm 10 consists of the following functions:



5.3. BACK-TRANSLATING GQ™ CLAUSAL SETS 131

1. The FindInt(C, N) function takes a GQp,, clausal set N and a compound-
term clause C in N as input, outputting the inter-connected GQp,, clausal
set, in which C occurs.

2. The Rename(N) function applies the Relnt procedure to rename vari-
ables of an inter-connected clausal set N, and outputs a normal, unique,
globally compatible and globally linear clausal set.

In Algorithm 10, the while-loop in Lines 2-7 iteratively find closed clausal
sets in a GQy,,, clausal set N, and then removes these closed clausal sets from N.
Lines 34 first find an arbitrary compound-term clause C in N, and then uses
the FindInt(C, N) function to find the C-occurring inter-connected clausal set
in N. Then Line 6 rename variables in this inter-connected GQp,, clausal set.
Line 7 uses N’ to store the inter-connected clausal sets in N in which variables
are renamed. In the last step, Line 8 adds the remaining clauses in N, which
are flat clauses, to N’.

Algorithm 11: The FindInt function

Input: A GQ,,, clausal set N and a compound-term clause C in N
Output: An inter-connected GQ,, clausal set that C occurs
Function FindInt(C, N):

2 | FunSym « FindFunSymbol(C)

3 NewClosedSet < FindNewClosedSet(FunSym, N)

4 | ExistClau <~ NewClosedSet

5 NewClau « ExistClau \C

6 | while NewClau is not empty do

[y

7 FunSym « FindFunSymbol(ExistClau)
8 NewClosedSet < FindNewClosedSet(FunSym, N)
9 NewClaus < NewClosedSet \ ExistClau

10 ExistClau «— NewClosedSet

11 return ExistClau

On the next page Algorithm 11 describes the FindInt function, containing
the following two functions:

1. The FindFunSymbol(N) function returns all function symbols in the
clausal set N.
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2. The FindNewClosedSet(F, N) takes a set F of functions symbols and a
clausal set N as input, and returns a subset N’ of N such that each clause

in N’ contains at least one function symbol in F.

Lemma 5.10. Applying the Q-Rena procedure to a GQp,, clausal set transforms it
into a normal, unique, globally compatible and globally linear clausal set.

Proof. By Lemma 5.9 and the definition of VarRe procedure. m|

We use the notation GQ;, , to denote the clausal class obtained by applying
the Q-Rena procedure to the GQp,, clausal class.

Unskolemising a GQ, , clausal set

nucl
clausal sets. By these rules, we give the formal procedure that back-translate a

GQ_

nucl

In this section, we introduce the customised unskolemisation rules for GQ

clausal set into a first-order formula.

By Definition 19, one can partition a GQ, , clausal set into a set of closed
GQ;ucl
clausal set consisting of flat clauses.

clausal sets, in which are inter-connected GQ clausal sets and a GQ

If GQ , clausal set N contains only flat clauses, N is unskolemised using

The UnskoOne rule

N U{Ci(x,a),...,Cu(y,b)}
N U {3zVxy(Ci(x,z) A ... A Cu(y, b))}

if the following conditions are satisfied.

1. {Ci(x,a),...,Cnu(y,b)} is a compound-term-free GQ, , clausal set,
2. a and b represent Skolem and non-Skolem constants, respectively.
3. z does not occur in {C1(x,a),...,Cy(y,b)}.

Consider a compound-term-free GQ, , clausal set

N =Gi(a1,a2) V ~Ai(ay),
=Go(y1,¥2) V Aax(a, y1)

where a7 and a, are Skolem constants and a is a non-Skolem constant. The

UnskoOne rule unskolemises N using the following steps.
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1. For each constant 4; in N, introduce an existentially quantified variable

and an existential quantification for all occurrences of a;, obtaining

(=G1(z1, 22) V =A1(z1))A

N1 = 32122
(=Ga2(y1, y2) V Aa(a, y1))

2. Add universal quantifications for all free variables in N, obtaining a

first-order formula

(=G1(z1,z2) V ~A1(z1))A

dz1z,V
122VY1Y2 (=Ga(y1, y2) V Aa(a, y1))

Next we unskolemise compound-term GQ_ , clausal sets. Aninter-connected

GQ,  clausal set is unskolemised using

The UnskoTwo rule

Let N1 be a GQ_, clausal set, N be a closed GQ,, , clausal set in Ny, and

nuc nuc

N’ be the set N1 \ N. Suppose N is an inter-connected GQ

el clausal set

{ Cl(xll cee /xn/f(xll s /xl’l)/ Z1, a)/ }

Cn(x1,...,xn,8(x1,...,x4),2¢t,b)

where a, b, x1,...,x, and z1,...,z; represent Skolem constants, non-
Skolem constants and variables introduced in the Q-Rena and Q-Abs
procedures, respectively. Let F be the first-order formula

Cl(xll cooyp xn/ yll Zl/ y)/\
JyVxr...x, 3y ywVze, ..., 2

Cn(xlr e, Xn, ]/m/ Zt, b)
Then N is unskolemised to a first-order formula using

N'UN
N’ U{F}

if y1,...,ym and y do not occur in N" U N.
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Using the inter-connected GQ, , clausal set

=Ga2(y1, y2) V A2(f (Y1, y2), y1) V As(g(y1, y2), y1),

=G1(y1,y2) VA1(f(y1,¥2), y2) Vy1 # a,
=G3(y1, y2) V As(g(y1, y2), y1) Vy1 # y

with a a Skolem constant, the following steps show how the UnskoTwo rule

unskolemises inter-connected GQ;uCI clausal sets.

1. Add existential quantifications and existentially quantified variables to

replace Skolem constants in N, obtaining

(=G1(y1,y2) V A1(f(y1, y2), y2) V Y1 # 2)A
N1 =3z | (=Gay1,y2) V Ax(f(y1, y2), y1) V A3(g(y1, y2), y1))A
(=G3(y1, v2) V Au(8(y1, y2), y1) Vi1 # y)

2. Introduce universal quantifications for variables that occur in the com-

pound terms in N1, obtaining

(=G1(y1, v2) vV A1(f (y1, ¥2), y2) V y1 % 2)A
Ny = 3zVy1y2 | (=Ga(y1, y2) V Aa(f (y1,y2), y1) V As(8(y1, y2), y1)A
(=G3(y1,v2) V Au(g(y1, ¥2), y1) Vy1 # )

3. For each function symbol f; in N;, introduce a new existentially quantified
variable and a new existential quantification, to replace all occurrences of

Skolem compound terms that are under f;, obtaining

(=G1(y1, y2) V A1(z1,y2) V Y1 # 2)A
N3 = 3zVy1y23z122 | (=Ga(y1, y2) V Aa(z1, y1) V As(z2, y1))A
(=G3(y1, y2) V As(z2, y1) V y1 # )

4. Finally, add universal quantifications for free variables in N3, obtaining

(=G1(y1, y2) V A1(z1, ¥2) V y1 # a)A
F = 3zVy1y23z122Vy | (=Ga(y1, y2) V A2(z1, y1) V As(z2, y1))A
(=G3(y1,y2) V As(z2, x1) V y1 # V)

Lemma 5.11. Given an inter-connected GQ;U of clausal set N, the UnskoTwo rule

transforms it into a first-order formula without Skolem symbols.
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Proof. By Lemma 5.10 and Theorem 3.1. O

We use the notation Q-Unsko to denote the procedure of unskolemising a
GQ, , clausal set into a first-order formula. See Algorithm 12.

In Algorithm 12, the Unsko(N) function takes a closed clausal set N as
input. Otherwise the UnskoTwo rule is applied to N, outputting a first-order
formula. If N is a compound-term-free GQ_, , clausal set, then the UnskoOne
rule is applied to N, outputting a first-order formula.

Algorithm 12: Unskolemising a GQ_ . clausal set to a formula

nucl

Input: A GQ, , clausal set N
Output: A first-order formula F
1 F0
2 foreach closed clausal set N’ in N do
3 F1 < Unsko(N)
L F—FUF

5 return F

Lemma 5.12. Applying the Q-Unsko procedure toa GQ_ . clausal set transforms it
to a first-order formula without Skolem symbols, but with equality.

Proof. By Lemmas 5.10-5.11, Theorem 3.1 and the definition of the Q-Unsko
procedure. =

5.4 A decision procedure for rewriting BCQs for GF

By combining all results from the previous sections, we give a decision proce-
dure for saturation-based BCQ rewriting for GF.

We use Q-Rew®F to denote the procedure of rewriting BCQ for GF. See
Algorithm 13 on the next page.

Algorithm 13 contains the following functions.

e The Q-AnsGF(Z, q) function takes a set X of guarded formulas and a
union g of BCQs as input, and then applies the Q-Ans®F procedure to

compute the saturation of X U {—q}.
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e The Q-Abs(N) function takes a GQ™ clausal set N as input, and applies
the Q-Abs procedure to N, outputting a unique, normal and strongly

compatible clausal set.

e The Q-Rena(N) function takes a GQp,, clausal set N as input, and then

applies the Q-Rena procedure to it, returning a normal, unique, globally

compatible and globally linear clausal set GQ

nucl®

e The Q-Unsko(N) function takes a GQ_  clausal set N as input, and then

nucl
applies the Q-Unsko procedure to it, returning a first-order formula with-

out Skolem symbols.

Algorithm 13: The saturation-based BCQ rewriting procedure for GF

Input: A union g of BCQs and a set X of guarded formulas
Output: A first-order formula without Skolem symbols

N « Q-AnsGF(%, q)

N7 « Q-Abs(N)

N, « Q-Rena(Ny)

F « Q-Unsko(Ny)

5 return Negated F

Jury

N

)

'Sy

. J

Lemma 5.13. The Q-Rew®F procedure preserves logical equivalence.

Proof. The Q-Rew®F procedure uses variations of the Rename rule, the Ab-
stract rule and the Q-Unsko rule from Section 3.3. By Lemma 3.3, any variation
of these rules are sound and preserve logical equivalence. Hence, the Q-Rew®F
procedure preserves logical equivalence. O

Finally, we give a positive answer to Problem 5.

Theorem 5.4. Suppose L is a set of formulas in GF, D is a set of ground atoms and q
is a union of BCQs. The Q-Rew®F procedure is a decision procedure that negates, and
then back-translates the saturated clausal set of ZU {—q} to a (function-free) first-order
formula with equality L., such that LU D |= q if and only if D |= L.

Proof. By Theorem 5.1, the problem of answering BCQs for GF is reduce to
that of deciding satisfiability of the GQ™ clausal class. By Theorem 5.3 and
the fact that the Q-Ans® procedure is a part of the Q-Rew®F procedure, the
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Q-Rew®F procedure decides satisfiability of the GQ™ clausal class. By Lemmas
5.6, 5.7 and 5.10, the Q-Rew®F procedure ensures to back-translate GQ™ clausal
sets to a unique, normal, locally linear and locally compatible clausal set N. By
Lemma 5.12, the Q-Rew® procedure ensures to back-translate N to a first-order
formula without Skolem symbols. By Lemma 5.13, the Q-Rew®F procedure

preserves logical equivalence. m|



Chapter 6

Querying for LGF and CGF

In this chapter, we investigate the problems of answering and rewriting BCQs
for more expressive guarded fragments, namely the loosely guarded fragment (LGF)
and the clique guarded fragment (CGF). We start with investigating the BCQs an-
swering problem for LGF and/or CGF, formally stated as:

Problem 6. Given a set ¥ of formulas in LGF and/or CGF and a union q of BCQs,
can a saturation-based procedure decide whether T |= q?

The next problem is the saturation-based BCQ rewriting problem for LGF
and/or CGF, formally stated as:

Problem 7. Given a set ¥ of formulas in LGF and/or CGF, a set D of ground atoms and
a union q of BCQs, does there exist a (function-free) first-order formula (with equality)
Y, that is the negated back-translation of the saturated clausal set of ©. U {—q} such
that U D |= g ifand only if D |= Z,?

This chapter is organised as follows. We first introduce the clausifications
that transform LGF and CGF to the so-called loosely guarded clauses. Section 6.2

fL6Q  particularly devised for

gives a new top-variable inference system T-In
deciding satisfiability of the loosely guarded clausal class, and Section 6.3 then for-
mally proves the decidability claim. The last section formalises the saturation-
based decision procedures for answering and rewriting BCQs for LGF and/or

CGF.

138
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6.1 Clausal normal forms of LGF and CGF

In this section, we give our structural transformations that process formulas in

LGF and CGF into a proper normal clausal form.

Transforming LGF to the LG clausal class

Recall the definition of LGF from Section 2.1.

Definition 2. The loosely guarded fragment (LGF) is a fragment of FOL without

function symbols, inductively defined as follows:

T and L belong to LGF.
If A is an atom, then A belongs to LGF.
LGF is closed under Boolean connectives.

=

Let F be a loosely guarded formula and G a conjunction of atoms. Then Vx(G —
F) and 3x(G A F) belong to LGF if

(a) all free variables of F occur in G, and
(b) for each variable x in x and each variable y occurring in G that is distinct
from x, x and y co-occur in an atom of G.

The Trans® process (from Section 4.1) was originally devised for trans-
forming guarded formulas, however this process also is sufficient to transform
a loosely guarded formula to a set of loosely guarded clauses. We use the loosely

guarded formula
F = 3x2(A1(x1, x2) A B(x2) A Vx3((A1(x1, x3) A A1(x3, x2)) — FxgAs(xy, X2)))
as a sample to show how the Trans®F process is applied, given as follows.

1. Add existential quantifiers to all free variables of F, and by the NNF rules,

transforming F to negation normal form, obtaining

F = Fx1x2( A1(x1, x2) A B(xa) A Vxs(
—A1(x1, x3) V mA1(x3, x2) V TxgAr(xa, x2)) )

2. By introducing predicate symbols P; (and respective literals P;(- - -)), ap-

plying the Trans rules for each universally quantified subformula of F;.



6.1. CLAUSAL NORMAL FORMS OF LGF AND CGF 140

Then we obtain

= Fx1x2(A1(x1, x2) A B(x2) A P(x1, x2))A
Vx1xox3(—P(x1, x2) V = A1(x1, x3) V 2 A1(x3, x2) V Tx4Az(x4, X2)))
We say that
o dxyx2(A1(x1, x2) A B(x2) A P(x1, x2)) is the replacing formula of F1, and

o Vx1xx3(=P(x1,x2)V —A1(x1, x3) V—A1(x3, X2) V Ix4Az(x4, X2))) is the
definition formula of P.
3. Transform each immediate subformula of F; to prenex normal form, and

then applying the Skolem rule to the resulting formula. By introducing
Skolem constants 4, b and a Skolem function f(x1, x2, x3), we obtain

F3 =

Aiq(a,b) A B(b) A P1(a,b)A
=P(x1,x2) V =A1(x1, x3) V =A1(x3, x2) V Ao(f (x1, X2, X3), X2)) |

4. Drop universal quantifiers, and then transform F3 to conjunctive normal

form, obtaining a set of loosely guarded clauses

{ Ai(a,b), B(b), Pi(a,b), }

=P(x1,x2) V =A1(x1, x3) V 2 A1(x3, x2) V Aa(f(x1, X2, X3), X2))

The formal definition of the loosely guarded clauses is given as follows.

Definition 20. A loosely guarded clause (LG clause) C is a simple and covering

clause, satisfying the following conditions:

1. C is either ground, or
2. C contains a negative flat subclause ~G1 V ...V =G, such that each variable
pair in C co-occurs in a literal of =Gy V ...V =Gy,

In 2. of Definition 20, the negative flat subclause —=G1 V ...V =G, is called
the loose guard of the LG clause C. The class of LG clauses strictly extends that
of guarded clauses, since given an LG clause C, one can restrict the loose guard
in C to be single literal to obtain a guarded clause, but not vice-versa.
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Consider the clauses

Cy = —|A1(x, y) \Y ﬁAz(y,Z) \Y ﬂAg(Z, X),
Cy = =Bi(x,y,a) vV =Ba(y,z,b) vV =B3(z, x, w).

The clause Cj is an LG clause (and a query clause), but C; is not, as w and y do
not co-occur in any negative flat literal, which does not satisfy 2. of Definition
20.

Lemma 6.1. Applying the Trans®F process to a loosely guarded formula transforms it
into a set of LG clauses.

Proof. We prove that the Trans® process transforms a loosely guarded formula
to a set of LG clauses. Suppose F is a loosely guarded formula. In the Trans®F
process, 1.-2. use new predicate symbols (and literals) to rename universally
quantified formulas in F. W.L.o.g., suppose P is the newly introduced predicate
symbol, Fi is the definition formula of P, and F’ is the replacing formula
of F. Now we show that 3.—4. transform F; and F’ into LG clauses. F’ is an
existentially quantified sentence, hence, skolemising F’ transforms it into (a set
of) flat ground clauses (if conjunctions occur in F’), which are LG clauses. F;
can be represented as

Vi(P(x) = Vy(G(x,y) = ¢([¥)))

where i) G(x, y) is in the form of G1 A. .. A G, where each variable in iy and each
variable in X Uy co-occur in an atom of G1 A ... A G, (by 4b. of Definition 2), ii)
¢(y) consists of atoms and existentially quantified formulas that are connected

by Boolean connectives. By 4. of the Trans®F process, F; is simplified as
Fl =Vxy(=P(x) V =Gi(...) V...V =Gu(...) V ().

Suppose C is the clause obtained from Fj. 1) =P V =Gy V...V =G, is a loose
guard of C, since each pair of distinct variables in x U ¥ co-occurs in a literal
of =P V =Gy V ...V =G,. 2) for any existential quantified variable z in ¢(y), z
is Skolemised into a compound term that contains xy. This ensures that any
compound term in C shares the same variable set as C. 3) Since F] is contains
no function symbol, C contains non-nested compound terms. By 1)-3), C is

simple, covering and contains a loose guard. Hence, it is an LG clause. O
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Recall the fact that Trans®F process transforms a union of BCQs to a set of
query clauses (from Section 4.1). We use the notation LGQ to denote the class of

LG clauses and query clauses.

Theorem 6.1. The Trans®F process reduces the problem of BCQ answering for LGF
to that of deciding satisfiability of the LGQ clausal class.

Proof. By Theorem 4.1 and Lemma 6.1. |

Transforming CGF to the LG clausal class

In this section, we give a customised novel clausification process that transforms
clique guarded formulas to an LG clausal set.
Recall the definition of CGF from Section 2.1.

Definition 3. The clique guarded fragment (CGF) is a fragment of FOL without

function symbols, inductively defined as follows:

T and L belong to CGF.
If A is an atom, then A belongs to CGF.
CGF is closed under Boolean connectives.

=

Let F be a cliqgue guarded formula and G(X,y) a conjunction of atoms. Then
Vz(3IxG(x,y) — F) and Fz(IxG(x, y) A F) belong to CGF, if

(a) all free variables of F occur in 'y, and
(b) each variable in X occurs in only one atom of G(x,y), and
(c) for each variable z in z and each variable y occurring in G(x,y) that is

distinct from z, z and y co-occur in an atom of IxG(x, ).

Unlike the notion of the loose guard G in 4. of Definition 2, the clique guard
JxG(x, y) contains existential quantifications with existentially quantified vari-
ables x. Because of the occurrence of these arbitrary existential quantifications,
the clausal normal form of clique guarded formulas cannot be easily defined.

For example, consider the clique guard formula
F" = Vx1x0x3(3x4x5(A1(x1, X3, X4) A Az(x2, X3, X5) A As(x1, X2)) — FxeB(x1, X6))-

Using a Skolem function symbol f, clausifying F’ (for example, by the Trans®F

process) transforms it into

C' = =A1(x1,x3,x4) V 2 A2(x2, x3, X5) V ~Az(x1, x2) V B(x1, f(x1, X2, X3, X4, X5)),
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which is neither an LG clause nor a guarded clause. Observe that although C’
has the covering property, variables in it do not have the variable co-occurrence
property. Nonetheless in C’, x1, x, and x3 have this variable co-occurrence
property. Based on this observation, we realise that one can use the Minis-
coping and the Trans rules to handle the existential quantifications in F’. For
example, by the Miniscoping rules, F’ is transformed into

F| = Vx1xox3(IxgAr(x1, x3, x4) A JxsAz(x2, X3, x5) A As(x1, x2) — Fx6B(x1, X6)),

and then by the Trans rules, one can abstract existential quantified formu-
las in the clique guard of F]. Using new predicate symbols P] and P; for
Fx4A1(x1, x3, x4) and AxsAz(x2, x3, x5), respectively, F] is transformed into

Vx1x0x3(P1(x1, x3) A Py(x2, x3) A Az(x1, x2) — FxeB(x1,X6)) A
Fy = | Vx1x3(3x4A1(x1, x3, x4) — Pj(x1, x3)) A
Vxox3(IxsAz(x2, x3, x5) — Pr(x2, x3))

Finally by the Skolem rules (using a new Skolem function symbol ¢) and then
the CNF rules, F) is transformed into a set of loosely guarded clauses:

=P](x1,x3) V =P (x2,x3) V = A3(x1, x2) V B(x1, §(x1, X2, x3)),
—A1(x1, x3,x4) V =P(x1, x3),

—Az(x2, X3, x5) V ~Pj(x2, X3).

We use the notation Trans®GF to denote the structural transformation for
clique guarded formulas and a union of BCQs. Like the Trans®F process, the

Trans®CGF

process first negate a union of BCQs to obtains a set of query clauses.
The next step of the Trans®®F process is computing clausal normal forms of

clique guarded formulas. We use the clique guarded formula

Vxixa( G(x1, x2) = Vaa(
F= Fxgxs5(A(x1, x3, x4) A B(x2, X3, x5)) —
IxeD(x1, x6)) )

to elucidate the application of the Trans®®F process to clique guarded formulas,

given as follows.
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1. Add existential quantification for free variables in F, and then apply the

Miniscoping rules to clique guards in F, obtaining

Vxrxa( G(x1, x2) — Vas(
F = Ax4A(x1, x3, ¥4) A Ix5B(x2, x3, x5) —
JxeD(x1, x6)) )

2. By the NNF rules, transform F; to negation normal, obtaining

Vxixo( =G(x1, x2) V Vas(
F, = Vx4 ~A(x1, X3, X4) V Vx5 B(x2, X3, X5)V
JxeD(x1, x6)) )

3. Then the Trans rules are used as follows. i) For each universally quantified
atomic formula that occurs in the clique guard of F}, we introduce a fresh
predicate symbol P; (and respective literals —P;(- - - )), and ii) for the rest
of universally quantified formulas of F/, we introduce fresh predicate
symbols P; (and respective literals P;(---)). Then from F,, we obtain Fj,
representing as

p
(=p V Varxa(=G(x1, x2) V P1(x1, x2)))A
Vxixa(Pa(x1, x3) V Vg =A(x1, X3, X4))A
Va2x3(P3(x2, x3) V Vx5 ~B(x2, X3, X5)) A
| Vxixp(=P1(x1, x2) V Va3 (=Pa(x1, x3) V =P3(x2, x3) V 3xeD(x1, X6))) |

In F3, we say that

ap V Vx1x2(=G(x1, x2) V P1(x1, x2)),
Vx1x2(=P1(x1, x2) V Vx3(—=Pa(x1, x3) V =P3(x2, x3) V Ix6D(x1, X6))),
Vx1x3(Pa(x1, x3) V Vx4 = A(x1, X3, X4)),

Vxox3(P3(x2, x3) V Vx5 =B(x2, X3, X5)),

are the definition formulas of p, P1, P> and P3, respectively, and p is the
replacing formula of F».
4. Transform each immediate subformula of F3 (connecting by conjunctions)

to prenex normal form, and then apply Skolem rule. Using a Skolem
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function symbol f, F3 is transformed into F4, presenting as
p
(=p V Vx122(=G(x1, x2) V P1(x1, x2)))A

Vx1x3x4(Pa(x1, x3) V 2 A(x1, X3, X4))A
Vxox3x5(P3(x2, x3) V ~B(x2, X3, X5))A

| Va1x0x3(=P1(x1, X2) V ~Pa(x1, x3) V 2P3(x2, x3) V D(x1, f(x1, X2, X3)))]

5. Drop universal quantifiers of F4, and then by the CNF rules, Fj is trans-
formed to a set of LG clauses

P, ap V =G(x1, x2) V P1(x1, x2),
PZ(xll x3) \ _|A(x1/ X3, x4)/ P3(x2/ x3) \ _|B(x2/ X3, x5)/
=Pi(x1,x2) V =Pa(x1, x3) V =P3(x2, x3) V D(x1, f(x1, X2, x3))

Lemma 6.2. The Trans®CF process reduces the problem of deciding satisfiability of
cliqgue guarded formulas to that of deciding satisfiability of the LG clausal class.

Proof. We show that the Trans®SF process transforms a clique guarded formula
to a set of LG clauses. Suppose F is a clique guarded formula. In 1.-3. of
the Trans®®F process, universal quantified subformula in F are abstracted.
W.l.o.g. we use a new predicate symbol P; (and respective literal =P;(---)) to
abstract universally quantified formulas that occur in the clique guard of F,
and we use P; (and respective literal Py(- - -)) to abstract the rest of universally
quantified formulas in F. Suppose F; and F; are the definition formulas of P;
and P, respectively, and F’ is the replacing formula of F. Now we show that
by 4.-5. of the TransCCF process, F1, F> and F’ are transformed to a set of LG
clauses. Suppose Yy—L(X, V) is an atomic formula in a clique guard. Then F;
can be represented in the form of Vx(P1(X) V Yy—-L(X, y)). 4.-5. of the Trans®GF
process transforms F; to P1(x) V —L(x, i), which immediately is an LG clause.

F> can be presented as
Vxy(=Pa(x) V =Gi(...) V...V =G,u(...) V §(1)),

where i) ¢(¥) is a formula of atoms and existentially quantified formulas that
are connected by Boolean connectives, and ii) each pair of distinct variables
in X Uy co-occurs in a literal of =P>(x) V =G1(...) V...V =Gy(...). Note that
¢(y) contains no universal quantifications. By Lemma 6.1, 4.-5. transform
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Figure 6.1: The hypergraphs associated with C”

F> to a set of LG clauses. Because F’ is an existentially quantified sentence
without function symbols, skolemising F’ transform it into (a set of) flat ground
clauses (if conjunctions occur in F’), which are LG clauses. O

To handle existential quantifications in the clique guards, one can also use

the Sep rule. Recall the clique guarded formula
F' = Vx1x003(Ixaxs(A1(x1, x3, Xa) A Aa(x2, X3, x5) A Az(x1, x2)) — FxeB(x1, X6))

from the previous example. Using a new predicate symbol P}" and the Trans
rules, we abstract the clique guard in F’, transforming F’ into F}' A FJ where

FY = ¥Yx1x2x3(P{ (x1, x2, x3) — Jx6B(x1, x6)) and
Pé’ = Vx1x2x3(Ixaxs(A1(x1, x3,x4) A Az(x2, X3, x5) A Az(x1, x2)) — Pi/(m, X2, X3)).

Using the Skolem rule and a Skolem symbol g, the subformula F7" is trans-
formed into a (loosely) guarded clause —P{'(x1, x2, x3) V B(x1, g(x1, x2, x3)). Since
in F/, the clique guard

Jxaxs(A1(x1, X3, x4) A Az(x2, X3, x5) A Az(x1, x2))
occurs negatively, F/ is transformed into
C” = =A1(x1, x3,x4) V A2(x2, x3, x5) V 2 A3(x1, X2) V P (x1, X2, X3).

By presenting C” in its associated hypergraph (see Figure 6.1), we realise that
one can use the Sep rule to ‘cut off branches’ of C”, transforming C” to LG



6.2. THE TOP-VARIABLE REFINEMENT FOR THE LGQ CLAUSAL CLASS147

clauses. By introducing fresh predicate symbols P} and PJ, applying the Sep
rule to C” separates it into LG clauses

=P} (x1,x3) V =P} (x2, x3) V ~A3z(x1, x2) V Py (x1, X2, X3),

—Aq(x1, x3,x4) V PJ(x1, x3), ~Az(x2, X3, x5) V P (x2, x3).

To sum up, by the previous process the clique guarded formula F’ is trans-
formed into a set of LG clauses

=Py (x1, x2, x3) V B(x1, §(x1, X2, x3)),
=P} (x1,x3) V =P} (x2, x3) V ~A3z(x1, x2) V Py (x1, X2, X3),

—A1(x1, X3, x4) V Py (x1,x3), ~Az(x2, X3, X5) V P} (x2, x3).

This sample process shows that in the Trans®®F process, one can use i) the
applications of the Trans and the Sep rules, instead of ii) the applications of the
Miniscoping and the Trans rules, to handle clique guards. However ii) needs
fewer new symbols and produces fewer clauses. For example, given F’ from
the previous process, i) transforms it into four clauses with three new predicate
symbols, whereas ii) requires two new predicate symbols and produces three
clauses. The reason for this fact is that i) needs an additional predicate symbol
for the whole of clique guard while ii) does not. Hence we use the current form
of the Trans®®F process, which is also more intuitive.

Now we give the result of structural transformation for CGF and BCQs.

Theorem 6.2. The Trans®CF process reduces the problem of BCQ answering for CGF
to that of deciding satisfiability of the LGQ clausal class.

Proof. By Theorem 4.1 and Lemma 6.2. m]

6.2 The top-variable refinement for the LGQ clausal

class

In this section, we give the top-variable inference system T-Inf-®®, which is
an extension of the T-Inf®@ system from Section 4.3. The T-Inf'®® system is
specially devised for deciding satisfiability of the LGQ clausal class.
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The T-Inf'®® system consists of the same rules as the T-Inf®@

system,
but with a new resolution refinement T-Ref'G®. The T-Ref'®? refinement
consists of the same functions and the same resolution refinement as the ones

fLGQ ongiders

in the T-Ref%Q refinement from Section 4.3, however this T-Re
clauses that are loosely guarded, but not guarded. Recall that in the T-Ref®®
refinement, we can use any admissible orderings with a precedence in which
function symbols are larger than constant, which are larger than predicate
symbols. Here a lexicographic path ordering >, is used as an example. The

application of the T-Ref®€ refinement to LGQ clauses is given in Algorithm 14.

Algorithm 14: Determining the (P-Res) eligible literals for LGQ clauses

Input: An LGQ clausal set N and a clause C in N
Output: The eligible literals or the P-Res eligible literals (with

respect to a Res inference) in C

[y

if C is a ground clause then
2 return Max(C)

3 else if C has negatively occurring compound-term literals then
4 return SelectNC(C)

T
()

Ise if C has positively occurring compound-term literals then
6 return Max(C)

7 else return PResT(N, C)

Recall that Algorithm 1 is the procedure that determines the (P-Res) eligible
literals for GQ clauses. In 1-6 of Algorithm 14, we use the same strategy as
the one for determining the (P-Res) eligible literals for the GQ clauses (given
in 1-6 of Algorithm 1), that is i) for ground clauses C, the >;,,-maximal literal
with respect to C is eligible, and ii) for compound-term clauses, one of its
compound-term literal is eligible. Unlike Algorithm 1, in Line 7 Algorithm 14
uses the PResT function to determine the P-Res eligible literals for flat guarded
clauses (and flat LG clauses). This means one needs to perform a top-variable
resolution inference step on a flat guarded clauses (as the main premise) and
LGQ clauses (as the side premises), which causes the overhead of computing
top-variable literals of flat guarded clauses C (with respect to a top-variable
inference step). By the SelectG function in Algorithm 1, one can select the
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guard in C (that contains all variables of C) instead, so that only the binary form
of the P-Res rule is needed for C. We keep the current form of Algorithm 14
for its compactness.

By the covering property of LGQ clauses, an a priori checking, as well as an a
posteriori checking, can be used in applying the T-Inf'®® system to LGQ clauses.
This is formally stated as:

Lemma 6.3. Under the restrictions of the T-Ref9@ refinement, if an eligible literal
L is (strictly) zipo-maximal in an LGQ clause C, then Lo is (strictly) =j,o-maximal
in Co, for any substitution o.

Proof. By Lemma 4.6 and the fact that LGQ clauses are covering clauses. O
The main result of this section is given as follows.

Theorem 6.3. The T-Inf-%9 system is sound and refutational complete for general
first-order clausal logic.

Proof. By Theorem 4.3 and the facts that the T-Inf'®® system consists of the
same rules as the T-Inf®@ system, and these rules are refined by admissible

orderings with selection functions and a particular form of the P-Res rule. O

6.3 Deciding the LGQ clausal class

In this section, we first formally prove that the T-Inf-GQ

system decides satis-
tiability of the LG clausal class, and then investigate inference steps of query

clauses and LG clauses.

Deciding satisfiability of the LG clausal class

In this section, we show that the T-Inf'®® system decides satisfiability of the LG

clausal class. By the facts that the LG clausal class extends the guarded clausal

fLGQ

class by replacing guards by loose guards and the T-In system extends the

T-Inf®@ system correspondingly, the result of this section heavily rely on the
lemmas established in Section 6.3. In particular we focus on the cases when
loose guards, rather than guards, are the (P-Res) eligible literals in applications

fLGQ

of the rules from the T-In system.
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First we show that the T-Ref"G? refinement ensures that in an LG clause C,
the eligible literals or the P-Res eligible literals (with respect to a Res inference)

contain the same variable set as C. This is formally stated as:

Lemma 6.4. Under the restrictions of the T-Ref~%9 refinement, the eligible literals or
the P-Res eligible literals (with respect to a Res inference) in an LG clause C share the

same variable set as C.

Proof. By Algorithm 14, we distinguish three cases of C:

Lines 1-2: When C is ground the statement trivially holds.

Lines 3-6: Suppose C is a compound-term LG clause and L is the eligible
literal in C. By Lemma 4.5 (if L is positive) and the definition of the SelectNC
function (if L is negative), L is a compound-term literal. By the covering
property, var(L) = var(C).

Lines7: Suppose C is a flat LG clause and L are the P-Res eligible literals (top-
variable literals) in C. Assume x is a top variable in C. By 2. of Definition 20
and the definition of top-variable literals, x co-occurs with all other variables
of C in L, therefore var(L) = var(C). O

The T-Ref% refinement ensures that in an LG clause, the deepest literal in
itis eligible. Specifically Lines 3-6 of Algorithm 14 ensure that in a non-ground
compound-term LG clause, at least one of its compound-term literals is eligible.

Next, we give the pairing properties in the applications of the top-variable

resolution rule to a flat clause and LG clauses.

Lemma 6.5. In an application of the P-Res rule, endowed with the T-Ref-®? refine-
ment, to a flat clause as a main premise and LG clauses as side premises, the following
conditions hold.

1. In the main premise, top variables pair constants or compound terms, and non-top
variables pair constants or variables.

2. In the eligible literals of side premises, compound terms pair top variables, and
variables or constants pair non-top variables.

3. In the main premise, top variables x are unified with either constants or the
compound term pairing x (modulo variables substituted with either variables or
constants), and non-top variables are unified with either constants or variables.

4. In the side premises, variables are unified with either constants or variables.
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5. Let a top variable x pair a constant. Then in the main premise, all negative
literals are the top-variable literals and all variables are unified with constants.

Proof. By Lemma 4.13. O

Lemma 6.6. In an application of the P-Res rule, endowed with the T-Ref-®? refine-
ment, to a flat clause as the main premise and LG clauses as the side premises, the

P-Res resolvent is no deeper than its premises.
Proof. By 3.—4. in Lemma 6.5. O

Now we investigate the applications of the Fact and P-Res rules to LG
clauses, starting with the application of the Fact rule.

Lemma 6.7. In the application of the Fact rule (endowed with the T-Ref%9 refine-
ment) to LG clauses, the factor of an LG clause is an LG clause.

Proof. By adapting ‘guards’ to ‘loose guards’ in the proof of Lemma 4.15. O

We then discuss the resolvents of applying the top-variable resolution rule
to the LG clauses.

Lemma 6.8. In the application of the P-Res rule (endowed with the T-Ref*%? refine-
ment) to LG clauses, the resolvents of LG clauses are LG clauses.

Proof. By Algorithm 14, we consider the case when the top-variable technique
is used in the P-Res rule. For the rest of cases of performing inference steps on
LG clauses, their results can be obtained by adapting ‘guards’ to ‘loose guards’
in the proof of Lemma 4.16.

Assume the side premises are LG clauses C1 = B1 V Dy,...,Cy, = B, V Dy,
the main premise is an LG clause C = =A; V...V =A,, V...V =24, VD and
the resolventis C’ = (D1 V...V Dy, V=A1 V...V =A, V D)o with 0 an mgu
such that 0 = mgu(A; = By,..., A, = By). By Line 7 in Algorithm 14, C is
a non-ground flat LG clause and —A; V ... V =A,, is a top-variable subclause
of C. By 3.—4. in Lemma 6.5, the mgu ¢ substitutes variables in D, ..., Dy,
and =A,,;1 V...V =A, V D with either variables or constants, therefore C’ is
simple. Next we prove that C’ is covering and contains a loose guard. Suppose
X1,..., Xy are the set of top variables in C. By 3. in Lemma 6.5, any variable
X;in x1,..., Xy is substituted by either a compound term or a constant that x;
pairs. First suppose x; pairs a constant. By Lemma 6.4 and 5. of Lemma 6.5,
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C’ is a flat and ground clause, therefore C’ is an LG clause. Next, suppose
x; pairs a compound term. W.l.o.g. further suppose x; and x; co-occur in a
literal =A; of A1 V...V =Ay,. By the facts that x; and x; are top variables and
x; pairs a compound term, x; pairs a compound term as well. Then x;0 and
xjo are compound terms. Suppose C; = B; V D; is the side premise that A;
pairs B;. By the covering property, var(x;0) = var(x;o) = var(A;0) = var(B;0).
By 2. of Definition 20 (the variable co-occurrence property), var(xio) = ... =
var(x, o) = var((-A; V...V =Ay)o) = var(B;o). By 2. of Definition 20 and
Lemma 6.4, var(C) = var(—=A1 V ...V =A,). Thus var(Co) = var(xi0) =

. = var(x,0). By the covering property, var(C;) = var(B;). Then var(Co) =
var(C;o). Then we have var(Co) = var(C;o) for all i such that 1 < i < m.
Since C is a flat clause, compound terms in the resolvent C’ are inherited
from Dq,...,D,. Let G be a loose guard and t a compound term in a C;
of Cy,...,Cy. By Definition 20, var(t) = var(G) = var(C). Then var(to) =
var(Go) = var(Co) = var(C;o) forall i such that 1 < i < m. By 4. in Lemma 6.5,
Go is flat and to is a non-nested compound term. Hence, C’ is simple, covering

and contains a loose guard Go, hence, C’ is an LG clause. ]

Lemmas 6.7-6.8 prove that applying the Fact and P-Res rules (endowed
with the T-Ref-®? refinement) to LG clauses derive LG clauses. This proves
that the derived LG clauses are of bounded depth, as LG clauses are simple. Let
us now investigate the width of derived LG clauses. Recall that by the width of

a clause, we mean the number of distinct variables in that clause.

Lemma 6.9. In applications of the T-Inf-%Q system to LG clauses, the derived LG

clause is no wider than at least one of its premises.

Proof. By adapting ‘guards’ to ‘loose guards’ in the proof of Lemma 4.17. O
Now we give the first main result of this section.

Theorem 6.4. The T-Inf-%Q system decides satisfiability of the LG clausal class.

Proof. Suppose (C, F,P) is a finite set of signature for the given LG clauses. By

Lemmas 6.7-6.8, applying the T-Inf-¢®

system to LG clauses derives the LG
clauses with bounded depth. By Lemma 6.9, the derived LG clauses are of
bounded width. These derived LG clauses only use symbols in (C, F, P), as no

symbols are introduced in the derivation. m|
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To properly end this section, we give a sample derivation to show how the
T-Inf®9 system decide an unsatisfiable set of LG clauses.

Consider an unsatisfiable set N of LG clauses Cq, ..., Co:

C1=-A1(x,y) VvV -Asy,z) VvV -As(z,x) V B(x,y,b),

Ca = As(x, f(x)) V =Gs(x), Cs = Ax(f(x), f(x)) V =Ga(x),
Cs = A1(f(x),x) vV D(g(x)) V =G1(x), Cs = —B(x,y,b),
Ce =-D(x), C7r=Gi(f(a)), Cs=Gs(f(a)), Co = Ga(a).

Suppose the precedence on which >, isbasedis f > ¢ >a>b > B > Ay >
Ay > Az > D > G1 > Gy > Gz. Recall that by | L |and L* we mean the literal L is
selected and L is the (strictly) maximal literal, respectively. Then by restrictions
of the T-Ref4Q refinement, Cy, ..., Cy are presented as:

Cy = —|A1(x, y) V ﬁAz(y, Z) V —|A3(Z, x) V B(x, Y, b),
Co = As(x, f(x))" V ~Gs(x), Cs = Ax(f(x), f(x))" V =Ga(x),
C4 = Al(f(x)/ x)* \ D(g(x)) \4 —|G1(X), C5 = _'B(x/ Y, b) i

Coe=|-D)|, Cr=Gi(f(a)), Cs=Gs(f(a)), Co=Gaa).

One can use any clause to start the derivation, w.l.o.g. we start with C;. For
each newly derived clause, Algorithms 14 is immediately applied to determine
the (PRes) eligible literals of it.

1. By Algorithms 14 and the fact that C; is a flat LG clause, the P-Res function
is used to C;. By Algorithms 2, all negative literals in C; are selected to

check if the Res rule is applicable to C;.

2. As an Res inference step is applicable to Cy, C3, C4 (as the side premises)
and C; (as the main premise), CompT(C», C3, C4, C1) computes an mgu

o' = {x > fF), y o f(), 2 0 F()}

for variables of C;. Hence in Cj, x is the only top variable and —A1(x, y)
and —Aj3(z, x) are the P-Res eligible literals.

3. The top-variable resolution inference is applied to C,, C4 and C; with an
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mgu o = {x — f(x’),y — x’,z — x'}, deriving
C10 = ~Aa(x, x) V B(f(x),x,b)" vV D(g(x)) V =G1(x) V =G3(x),

where x” is renamed as x. No resolution step can be performed on C3 and
C1o as they do not have complementary eligible literals, but an inference

can be performed between Cs and Cyj.

4. Applying (the binary form of) the P-Res rule to Cs and Cjo derives

Ci1 = ~A2(x, x) V D(g(x))" V =G1(x) V ~G3(x).

5. Applying (the binary form of) the P-Res rule to Cs and C1; derives

C12 = =Aa(x, x) V =G1(x) V =G3(x).

6. Since Cy; is a flat LG clause, we apply the P-Res function to it. Due to
the presence of C3, C7, Cg and Cy; satisfy conditions of the top-variable
resolution rule, CompT(C3, C7, Cg, C12) finds that x is the only top variable
in Cyp, using an mgu ¢’ = {x +— f(a)}. Then all literals in Cy, are
selected. Applying the top-variable resolution rule to C3, C7, Cg (as the

side premises) and C1 (as the main premise) derives C13 = | ~Ga(x) |

7. Applying (the binary form of) the P-Res rule to C9 and Cy3 derives L.

Given an LG clausal set, resolution refinement and the P-Res rule allow
inferences building a model or deriving a contradictory without producing

fLCGQ refinement, fewer inferences are

unnecessary conclusions. Using the T-Re
computed to derive a contradiction. For instance, in the previous example
inferences between C, and Cg and between C3 and Cg are prevented since
these pairs do not contain complementary eligible literals. These unnecessary
inferences would be computed if there is no refinement guiding resolution.
Note that in the previous example, one can also select the literal —=A;(x, x) in
Ci2as Cppis aflat guarded clause. The fact thatin the T-Ref LGQ refinement, one

can use the SelectG function to flat guarded clauses is discussed in Section 6.2.
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Handing query clauses (in the presence of LG clauses)

In this section, we consider deciding satisfiability of the whole of LGQ clausal
class. In particular we handle query clauses in the presence of LG clauses.
By Lemma 4.23, the Q-Sep procedure separates query clauses into Horn
guarded clauses (HG clauses) and indecomposable chained-only query clauses
(CO clauses), therefore we focus on investigating the inferences performed on
indecomposable CO clauses and LG clauses.

Recall that in Section 4.5, the T-Trans rule transforms the top-variable re-
solvents of an indecomposable CO clause and guarded clauses to GQ clauses.
In this section, we abusively reuse the notion T-Trans to denote the rule that
handles the top-variable resolvents of an indecomposable CO clause and LG
clauses. This new T-Trans rule is the same as the T-Trans rule in Section 4.5,
except that in (the P-Res rule of) this new T-Trans rule, the side premises are
not guarded clauses, but LG clauses.

The T-Trans rule transforms the resolvents of an indecomposable CO clause
and LG clauses to LGQ clauses. This result is formally reported as follows.

Lemma 6.10. Let R be the resolvent of applying the P-Res rule (endowed with the
T-Ref'%Q refinement) to an indecomposable CO clause Q and a set N of LG clauses.

Then, the following conditions hold.

1. Applying the T-Trans rule to R replaces it by a set N’ of LG clauses and a query
clause Q’.

2. Applying the Q-Sep procedure to Q' separates it into a set N” of HG clauses
and an indecomposable CO clause Q"

3. The top-resolvent R is satisfiable if and only if the LGQ clausal set N" UN" U Q"
is satisfiable.

4. For each clause C’ in N’ U N”, there exists a clause C in N such that C’ is no
wider than C, and Q" is less wide than Q.

Proof. By Lemma 6.5 and by adapting the notion of ‘guard’ to that of ‘loose
guard’ in the proof of Lemma 4.25. O

We use the notation Q-COM4? to denote the procedure for handling CO

clauses in the presence of LG clauses, given as follows.

1. Apply the top-variable resolution rule to an indecomposable CO clause
and LG clauses, deriving the top-variable resolvent R.
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2. Apply the T-Trans rule to R, deriving a query clause Q and LG clauses.

3. Apply the Q-Sep procedure to Q, producing HG clauses and an indecom-
posable CO clause.

The result of handling indecomposable CO clauses (in the presence of LG
clauses) is formally stated as:

Lemma 6.11. The conclusions of applying the Q-CO4@ procedure to an indecom-
posable CO clause Q and a set N of LG clauses satisfy the following conditions.

1. The conclusions are an indecomposable CO clause Q" and a set N’ of LG clauses.

2. The clausal sets Q" U N” and Q U N are equisatisfiable.

3. For each clause C’ in N’, there exists a clause C in N such that C’ is no wider
than C, and Q' is less wide than Q.

Proof. By Lemmas 4.23 and 6.10, 1. and 3. hold. By Lemma 3.4 and the fact that

any form of structural transformation rule preserves satisfiability, 2. hold. O

6.4 Decision procedures of querying in LGF and/or
CGF

A BCQ answering procedure for LGF and CGF

In this section, we present the saturation-based decision procedure for an-
swering BCQs for LGF and/or CGF. Like the saturation-based BCQ answering
procedure for GF (see Algorithm 5), the procedure of querying LGF and/or
CGF is also devised in line with the give-clause algorithms in [Wei01, MW97].

We start with introducing the BCQ answering procedure for LGF and CGF,
and we use the notation Q-Ans®®F to denote this procedure. The Q-AnsCCF
procedure consists of the same functions as the Q-Ans®F procedure, except the
PreProcessCGF function and the fact that the input clauses are the LG clauses,
rather than the guarded clauses. See Algorithm 15 on the next page. We refer
readers to Section 4.6 for the detailed descriptions of the functions and the

processes in Algorithm 15.
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Algorithm 15: The BCQ answering procedure for LGF and CGF

Input: A union g of BCQs, sets X1 and X; of formulas in LGF and
CGF, respectively
Output: “Yes” or ‘No’
1 workedOff « 0
2 usable « PreProcessCGF(X1, X, q)
3 while usable = 0 and L ¢ usable do
4 | given « Pick(usable)
5 | workedOff « workedOff U given
6 | if given is an indecomposable CO clause then

7 tResolvent < P-Res(workedOff, given)
8 G, Q « T-Trans(tResolvent)
9 CO, HG « Sep(Q)
10 new «— G U CO UHG
11 else
12 new « P-Res(workedOff, given) U Fact(given)
13 new <« Red(new, new)

14 new « Red(Red(new, workedOff), usable)
15 workedOff « Red(workedOff, new)

16 usable « Red(usable, new) U new

17 Print(usable)

Next, Algorithm 16 describes the PreProcessCGF(Z1, ¥, q) function, which
pre-processes a union g of BCQs and sets X; and X, of formulas LGF and CGF,
respectively, transforming these formulas to indecomposable CO clauses and
LG clauses. In Algorithm 16, the notations LGy and LGy are used to denote the
LG clausal sets that are obtained from LGF and CGF, respectively.

Comparing to Algorithm 6 that handles GF and BCQs, Algorithm 16 con-
tains the following novel functions.

1. TransGF(%, q) applies the Trans® process to a set £ of formulas in LGF

and a union q of BCQs, returning LG clauses and query clauses.

2. TransCGF(L, q) applies the Trans®&F process to a set T of formulas in

CGF and a union g of BCQs, returning LG clauses and query clauses.
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Like the Q-Ans®F procedure, the Q-Ans®®F procedure reuses predicate
symbols in the derivation. By reusing, we mean that in the Q-Ans®®F proce-
dure, if a predicate symbol P is used to represent a LGQ clause C at a deriva-
tion stage, then, in any further derivation step whenever a predicate symbol is
needed for C, we use the symbol P again.

Algorithm 16: The PreProcessCGF function

Input: A union g of BCQs, sets X1 and X of formulas in LGF and
CGF, respectively
Output: A set of indecomposable CO and LG clauses
1 Function PreProcessCGF (X1, X2, 9):
2 usable « 0
3 LG1, Q « TransGF(X4, q)
4 LG2, Q « TransCGF(Xy, q)
5 foreach clause Q in Q do

6 CO, HG « Sep(Q)
usable < usable U CO U HG

8 usable « usable U LGy U LGy
9 usable « Red(usable, usable)
10 return usable

Lemma 6.12. In the application of the Q-Ans®CF procedure to the BCQ answering
problem for LGF and/or CGF, only finitely many predicate symbols are introduced.

Proof. By adapting the notion of ‘guard’ to that of ‘loose guard” in the proof of
Lemma 4.27. O

Finally, we give a positive answer to Problem 6.

Theorem 6.5. The Q-Ans®SF procedure is a decision procedure for answering BCQs
for LGF and/or CGF.

Proof. By Theorems 6.1-6.2, the problems of answering BCQs for LGF and/or
CGF are reduced to that of deciding satisfiability of the LGQ clausal class. By
Lemma 4.19, Theorem 6.3 and the fact that the Q-Ans®®F procedure is based

on the T-Inf'GQ@ gystem, the Q-Ans®®F procedure is sound and refutational
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complete for general first-order clausal logic (if only finitely many predicate
symbols are introduced in the derivation).

By Lemma 4.23, Lemma 6.11 and Theorem 6.4, applying the Q-Anst¢F
procedure to LGQ clauses guarantees producing LGQ clauses of bounded depth
and bounded width. By Lemma 6.12, only finitely many new predicate symbols
are introduced. Thus the Q-Ans®F procedure guarantees termination. The Q-
Ans®F procedure is sound, refutationally complete for first-order clausal logic
and guarantees termination for the LGQ clausal class, hence it is a decision

procedure for answering BCQs for LGF and /or CGF. m|

A saturation-based BCQ rewriting procedure for LGF and CGF
Deciding satisfiability of the LGQ™ clausal class

In this section we give a more refined clausal form of LGF and CGF, namely
the aligned loosely guarded clauses, and then formally prove that the Q-AnsC®&F
procedure decides satisfiability of the aligned loosely guarded clausal class and
query clauses.

Recall the saturation-based rewriting problem for BCQs with LGF and/or

CGF.

Problem 7. Given a set ¥ of formulas in LGF and/or CGF, a set D of ground atoms and
a union q of BCQs, does there exist a (function-free) first-order formula (with equality)
Y.; that is the negated back-translation of the saturated clausal set of ©. U {—q} such
that U D |= g ifand only if D |= Z,?

We define a more specific clausal form of LGF and CGF as follows.

Definition 21. An aligned loosely guarded clause (LG~ clause) is strongly com-
patible and an LG clause.

We use the notation LGQ™ to denote the class of LG™ clauses and query
clauses. The LG™ clausal class is a strict subset of that of the LG clausal class.

Lemma 6.13. i) Applying the Trans®F process to a loosely guarded formula transforms

CGF

it into a set of LG~ clauses, and ii) applying the Trans*®" process to a clique guarded

formula transforms it into a set of LG™ clauses.

Proof. By Lemma 6.1 and Lemma 6.2, the Trans®F process and the Trans®CF

process transform, respectively, loosely guarded formulas and clique guarded
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formulas to either flat LG clauses or non-ground compound-term LG clauses.
Hence, all ground clauses in the LG clausal class are flat, which satisfies 1. in
Definition 21. In this proof, we focus on proving that all compound terms of
the non-ground compound-term LG clauses are compatible.

Compounds terms in LG clauses are derived by Skolemising existential
quantified variables. By the proofs of Lemmas 6.1-6.2, compound terms are

obtained from Skolemising the definition formula
F =Vxy(=P(x) V-G1 V...V=G, V o(y))

where i) ¢(¥) is a formula of atoms and existentially quantified formulas that
are connected by Boolean connectives, and ii) each pair of distinct variables
in X Uy co-occurs in a literal of =P(x) V =G1(...) V...V =Gy(...). Note that
¢(y) contains no universal quantifications. Then for all existential quantified
variables in ¢(¥), they are Skolemised into the Skolem compound terms that
are with the same argument list xyy. Hence all compound terms in non-ground

compound-term LG clauses are compatible. m|

Next, we prove that the Q-Ans®®F procedure decides the LGQ™ clausal class.
By the covering property of the LGQ™ clauses, an a priori checking is used in the

CGF

application of the Q-Ans™™" procedure for the LGQ™ clausal class.

We start with considering the application of the Fact rule to LGQ™ clauses.

Lemma 6.14. Applying the Fact rule (endowed with the T-Ref-®@ refinement) to
LGQ™ clauses derives LGQ™ clauses.

Proof. By Algorithm 14, the Fact rule is only applicable to LG™ clauses. By
adapting ‘guards’ to ‘loose guards’ in the proof of Lemma 5.3, applying the
Fact rule (endowed with the T-Ref®? refinement) to LG~ clauses derives LG~

clauses. O
Next, we consider applying the P-Res rule to LGQ™ clauses.

Lemma 6.15. Applying the P-Res rule (endowed with the T-Ref-®? refinement) to
LGQ" clauses derives LGQ™ clauses.

Proof. In this proof, we discuss the inference I when the P-Res rule (en-
dowed with the T-Ref'®@ refinement) is applied to a flat LG~ clause (as the
main premise) and compound-term LG~ clauses (as the side premises). By
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Lemma 6.8, the conclusions of I are LG clauses. Hence we focus on proving
that all compound terms in these derived LG clauses are strongly compatible.
For the rest of cases of applying the P-Res rule (endowed with the T-Ref'¢@
refinement) to LGQ™ clauses, their results can be easily obtained by adapting
the proofs in Lemmas 5.4 and 5.5.

Assume the top-variable resolution rule is applied to compound-term LG~
clauses C;1 = B1 vV Dy,...,C, = B, V D, as the side premises, and a flat LG~
clause C = A1 V...V-A, V...V A, VD as the main premise, deriving the
resolventR = (D1V...VDy V-Au V... V-A, VD)o where ¢ is an mgu such
that 0 = mgu(A; = By,..., A, = By). By the fact that C is flat, compound
terms in R come from Dy, ..., D;,,. Wlo.g. assume that s and u are compound
terms in D; and t is a compound term in D;. To show all compound terms
in R are compatible, one needs to show that so, uo and to are compatible.
By 1. of Lemma 5.2, so and uo are compatible. Now we prove that so and
to are compatible. By Algorithm 14, By and B, are compound-term literals.
Then suppose s” and t’ are compound terms in By and By, respectively. By
Lemma 6.5, s” and t’ pair top variables. W.l.o.g. suppose s’ and ¢’ pair top-
variables x1 and x; in A1 and Aj, respectively. By 2. of Definition 21, suppose
x1 and x, co-occur in the literal =A; of =Aq, ..., =A;. By Lemma 6.5, x; and x»
pair compound terms in B;. Suppose x1 and x, pair s” and t” in B;, respectively.
As all compound terms in C; are compatible, s” and t” are compatible. By 1. of
Lemma 5.2, s”¢ and t” ¢ are compatible, hence x10 and x;0 are compatible. By
the facts that x; pairs s’ and x, pairs t/, s’'c and t'o are compatible. By 3. of
Lemma 5.2 and the facts that s” and ¢’ are compatible with s and ¢, respectively,
so and to are compatible. By the fact that so, to and uo are compatible, all

compound terms in R are compatible. |

There are finitely many new predicate symbols that are introduced in apply-
ing the Q-Ans®CF procedure to the LGQ™ clausal class. This result immediately
follows from Lemma 6.12, since the class of LGQ™ clauses is a strict subset of
that of LGQ clauses.

Theorem 6.6. The Q-Ans®CF procedure decides satisfiability of the LGQ™ clausal
class.

Proof. By Lemma 6.12 and Lemmas 6.14-6.15. O
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Back-translating LGQ™ clausal sets to first-order formulas

In this section, we first give the procedure that back-translates LGQ™ clausal
sets into a first-order formula with equality, but without Skolem symbols, and
we then present our saturation-based rewriting procedure for BCQs with LGF
and/or CGF, with a complete example.

Recall that given a clausal set N, N can be back-translated to a first-order
formula if N can be transformed into a unique, normal, globally linear and
globally compatible clausal set. This transformation requires one to align
argument lists of compound terms of clauses in N. Since in LGQ™ clauses,
loose guards contain no compound terms, one can use the back-translation
procedure for the GQ™ clausal class to back-translate LGQ™ clausal sets. We
abusively use notations Q-Abs, Q-Rena and Q-Unsko (for transforming GQ™
clausal sets) to back-translate LGQ™ clausal sets to a first-order formula, with the
restriction that in these procedures, the conditions are changed from ‘guard’

to ‘loose guard’.
Lemma 6.16. Suppose N is an LGQ™ clausal set. Then, the following condition hold.

1. N is a locally linear and locally compatible clausal set.

2. Applying the Q-Abs procedure to N transforms N to a normal, unique, locally
linear and locally compatible clausal set N1.

3. Applying the Q-Rena procedure to Ny transforms Ny to a normal, unique,
globally linear and globally compatible clausal set N.

4. Applying the Q-Unsko procedure to Ny transform it to a first-order formula
without Skolem symbol, but with equality.

Proof. We adapt the notion of ‘guard’ to that of ‘loose guard” in the proofs of
the following lemmas. By Lemma 3.2, 1. holds. By Lemmas 5.6-5.7, 2. holds.
By Lemma 5.10, 3. holds. By Lemma 5.12, 4. holds. O

We use the notation Q-Rew®GF to denote our saturation-based rewriting
procedure for BCQs with LGF and/or CGF. Given a union g of BCQs, a set X
of formulas in LGF and/or CGF and a set D of ground atoms, to compute a
first-order formula the negated back-translation of £ U {=g}, the Q-Rew®GF

procedure uses the following steps.

1. Apply the Q-Ans®CF procedure to © U {=g}, producing a set N of LGQ~

clauses.
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2. Apply the Q-Abs procedure to N, obtaining a normal, unique, strongly

compatible clausal set Nj.

3. Apply the Q-Rena procedure to Nj, obtaining a normal, unique, globally

linear and globally compatible clausal set N».
4. Apply the Q-Unsko procedure to N>, obtaining a first-order formula F.
5. Negate F, obtaining X.

By Theorem 5.4, we give a positive answer to Problem 7. This is also the

second main contribution of this chapter.

Theorem 6.7. Suppose L is a set of formulas in LGF and/or CGF, D is a set of
ground atoms and q is a union of BCQs. The Q-RewC®EF procedure is the decision
procedure that back-translates, and then negates the saturated clausal set of ¥ U {—q}
to a (function-free) first-order formula with equality X, such that © U D |= q if and
only if D |= L.

Proof. By Lemma 6.16. O

To end this chapter, we use the following rewriting problem as an example
to show how the Q-RewC&F procedure is performed. Given a union g of BCQs,
aset T of formulas in CGF, a set D of dataset, the Q-Ans®®F procedure computes

the saturation of 2 U {—q} as

—~G1(x1,a) V A1(f(x1,4), x1) V Aa(g(x1,a), x1),
—~Ga(x2, x3) V As(f (x2, x3), X2) V As(g(x2, x3), X2),
N =19 —Gs(b, x4) V As5(g(b, x4), b)

=Gy(xs,¢c,c) V Ag(h(c, c, x5))

—B1(xs, x6) V =Ba(x6, x7) V =B3(x7, xg)

where a and ¢ are non-Skolem constants and b is a Skolem constant. Now we
aim to back-translate N to a first-order formula ¥, such that D | X, if and only
if U D [ q. The Q-Rew®®F procedure back-translates N to ¥, as follows.

In the first step, the Q-Abs procedure is applied to N, given as follows.
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1. Foreach clausein N, recursively applying the ConAbs rule to it, obtaining

=G1(x1, y1) V A1(f (x1, 1), x1) V A2(g(x1, ¥1), x1) V Y1 # a,
~Ga(x2, x3) V A3(f (x2, x3), x2) V Ag(g(x2, x3), x2),

N1 =1 —Gs(y2, x4) V As(g(y2,%4), y2) Vy2 # b, -
=Gy(xs5,Y3,y3) V Ae(h(y3, y3,x5)) V y3 # ¢
—B1(xs, x6) V ~B2(x6, x7) V =B3(x7, xg)

2. For each clause in Nj, recursively apply the VarAbs rule to it, obtaining

=G1(x1, y1) V A1(f (x1, y1), x1) V A2(g(x1, ¥1), x1) V 11 # 4,
~Ga(x2, x3) V A3(f (x2, x3), x2) V Ag(g(x2, x3), X2),

Ny =\ =G3(y2,x4) V As(g(y2, x4), y2) V y2 # b, .
=Ga(x5, Y3, ya) V As(h(y3, ya, x5)) VY3 £ ¢V ya # 3
—B1(xs, x6) V ~B2(x6, x7) V =B3(x7, xg)

In the second step, the Q-Rena procedure is applied to N».

1. Partition N> into closed clausal sets

=G1(x1, 1) V A1(f(x1, y1), x1) V A2(g(x1, y1), x1) V y1 # a,
Nj =4 =Ga(x2,x3) V A3(f(x2, x3), x2) V As(g(x2, x3), x2), ,
~G3(y2, x4) V As(g(y2, x4),b) Vy2 % b

Ny = { =Ga(xs,y3,Yy4) V Ae(h(y3, Y4, X5)) VY3 # cVys # y3 }'

and N = {=Bi(xs, x¢) V =Ba(x6, x7) V =B3(x7, x8)}.

2. Since N] and N/ are inter-connected clausal sets and N} is a compound-
term-free clausal set, the VarRe rule is only applied to NJ and NJ'. As
compound terms in NJ are binary, a new variable sequence x,y (with
respect to N,) is used to rename all variables in NJ, transforming N, into

_'Gl(xr y) \ A1(f(X, y)/ x) \4 AZ(g(xr y)/ x) \4 Yy ®a,
NC; = —le(X, ]/) VA3(f(x/ y)/ x)VA4(g(x/ ]/); X),
=G3(x,y) vV As(g(x,y),x) Vx £b

A new variable sequence x1, y1, z1 (with respect to Nﬁ’) is used to rename
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all variables in N7/, transforming N, into
N3 = { —Ga(x1,y1,21) V Ae(h(y1,21,x1)) V1 £ c Vz1 % 1 } :

3. Eventually, from N, we obtain the clausal set Né U Né’ UN).
In the third step, the Q-Unsko procedure is used to unskolemise N;UNJ UN;".

1. As Nj and N} are inter-connected clausal sets, the UnskoOne rule is ap-
plied to these clausal sets. Applying the UnskoOne rule to N} transforms

it into

(=Gi(x,y) VA1(xX, x) V As(y', x) Vy #a) A
Fi =32'Vxy3x'y' | (=Ga(x,y) VvV Az(x/, x) V As(y’, x)) A,
(ﬁG3(x/ y) \ A5(y// x) Vx# Z/)

and applying UnskoOne rule to N}’ transforms it into
F>, = Vxlylzlﬂxi [ —|G4(X1,y1,21) vV A6(x1) V A7(xi) Viyr#cVzi# ] .

2. As N} is a compound-term-free clause set, applying the UnskoTwo rule

to Né” unskolemise it into
F3 = Vxex7x3 [ =B1(xg, x6) V =Ba(x6, x7) V ~B3(x7, xg) ] .

3. Finally N is back-translated into a first-order formula F = F1 A F A F3.

In the last step, F is negated to obtain X, given as follows.

(Gi(x, y) A —A1(X, x) A=Ay, x) ANy = a) V
Vz'IxyVx'y" | (Galx, y) A =Az(x’, x) A =Aa(y’, x)) v
(Ga(x, y) A =As(y’, x) Ax ~ 2)

Ix1y121Yx] | Galx1,y1,21) A —~Ag(X)) A A7 (X)) Ay1 = c Az = ] \%

Ixex7xg[B1(xs, x6) A Ba(xs, x7) A B3(x7, x38)]



Chapter 7

Querying for GNF and CGNF

In this chapter we focus on the querying in the guarded negation fragments.

Problem 8. Given a set X of formulas GNF and/or CGNF and a union q of BCQs,
does there exist a practical decision procedure that decides L. |= q?

As for the saturation-based BCQ rewriting problem, we consider a more
challenging problem, that is the back-translation of the saturation to a (clique)

guarded negation formula.

Problem 9. Given a set X of (clique) guarded negation formulas, a set D of ground
atoms and a union q of BCQs, does there exist a (clique) guarded negation formula X.;
that is the negated back-translation of the saturated clausal set of ¥. U {—q} such that
LUD |z gifand only if D | L,?

Note that in this chapter we consider BCQ as BCQ with equality as equality
is allowed in GNF and CGNF.

7.1 Clausifications for GNF and CGNF

Transforming GNF to the GQ. clausal class

Recall the definition of GNF from Section 2.1.

Definition 5. The guarded negation fragment (GNF) is a fragment of FOL ~ without

functional symbols, inductively defined as follows:

1. T and L belong to GNF.

166
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ARSI

If A is an atom, then A belongs to GNF.

If A and B are atoms, then AV B and A A B belong to GNF.

If F belongs to GNF, then 3xF belongs to GNF.

Let F be a guarded negation formula and G an atom. Then G A —F belongs to
GNF if all free variables of F belong to the variables of G.

We use the notation Trans®NF to denote our customised structural transfor-

mation for guarded negation formulas and a union of BCQs with equality. In

the first step, the Trans

GNF process negates the given union of BCQs with equal-

ity, obtaining a set of Q. clauses. In the second step of the Trans®NF process,

guarded negation formula are transformed into clauses. We use the guarded

negation formula

F = E(x,y) A =Juovw(E(x,u) A E(u,v) NE(v,w) A E(w, y))

as an example to show how the Trans®NF process is performed.

1.

2.

3.

Add existential quantifiers for all free variables in F, obtaining

F1 =3xy(E(x,y) A =Fuvw(E(x,u) A E(u,v) A E(v,w) A E(w, y))).

Apply the Trans rules to Fj, introducing fresh predicate symbols P (and
respective literals P(...)) for all occurrences of the guarded negation pat-
tern G A =F’ that occur in Fy, obtaining

Jxy( P(x,y) A
F» =| Vxy( P(x,y) — (E(x,y) A =Fuovw(
E(x,u) NE(u,v) ANE(v,w) A E(w,vy))) )

We say that

e dxyP(x,y) is the replacing formula of F1, and

o Vxy(P(x,y) — (E(x, y)A=Juvw(E(x, u)AE(u, v)AE(v, w)AE(w, y))))
is the definition formula of P.

Apply the NNF rules to F, to transform it to negation normal form,
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obtaining

Axy( P(x,y) A
F3 = Vxy( =P(x,y)V (E(x,y) A Yuvw(
—-E(x,u)V —-E(u,v)V -E(v,w)V -E(w, y))) )

4. Transform immediate subformulas (that are connected by conjunctions)
of F3 to prenex normal form and then apply the Skolem rule to these sub-
formulas, eliminating their existential quantifications and existentially

quantified variables. Then we obtain

P(a,Db) A
Fy = | Vxyuovw( —P(x,y)V (E(x,y) A(
—-E(x,u)V —-E(u,v) V=E(v,w)V -E(w,y))) )

5. Apply the CNF rules to F4 to transform it to conjunctive normal form,

and then drop all universal quantifiers. Finally we obtain a set of clauses:

P(a,b),
—P(x,y) vV E(x,y),
-P(x,y)V =E(x,u) vV =E(u,v) V =E(v,w) V ~E(w, y).

Unlike the Trans®F and the Trans®®F processes, this Trans®NF process uses
a more exhaustive structural transformation. In 2. of the Trans®NF process,
we abstract all occurrences of the guarded negation pattern in Fq, and this
step is applied before F; is transformed to negation normal form. The current
formula renaming process gives us a better picture of the clausal forms of
guarded negation formulas, even though the essential step in 2. is renaming
the (implicit and explicit) universally quantified formulas, which are in the
form of the guarded negation G(y) A =3xy (X, y). See details in the proofs of

Lemma 7.1.

Definition 22. A guarded clause with equality (G~ clause) C is a simple and
covering clause that may contain equality, satisfying the following conditions:

1. C is either ground, or
2. C is a positive and single-variable clause, or
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3. C contains a negative flat literal =G satisfying var(C) = var(G).

Definition 23. A query clause with equality (Q~ clause) is a flat and negative

clause that may contain inequality literals.

In 3. of Definition 24, the literal =G is called the guard of the clause C. We
use the notation GQx to denote the class of G~ clauses and Qx clauses.

The G~ clausal class strictly extends the guarded clausal class by allowing
equality literals. Note that by simplifying the G~ clauses in which inequality
literal are guards, one obtains flat and single variable clauses, as defined in
2. of Definition 22. For example, the G clause x # y V A(x,y) V B(x, x) is
immediately simplified as A(x, x) V B(x, x). This simplification step is achieved
by the E-Res rule, which is discussed in Lemma 7.8 from Section 7.3.

Note that in [GAN99, Definition 4.2], the clause C in 2. of Definition 22
is defined as ‘a positive, non-functional, single-variable clause’. We relax this
condition by defining C as a single-variable clause, since C may contain com-
pound terms. For example, by the NNF, the Skolem and the CNF rules, the
guarded negation formula =3x(x ~ x A =3yR(x, y)) (or the guarded formula
with equality Vx(x = x — JyR(x, y))) is transformed into R(x, f(x)), which is

Fand

not a positive, non-functional and single-variable clause. By the Trans®
the Trans®NF processes, one also obtains R(x, f(x)) from Vx(x ~ x — JyR(x, y))

and —3x(x ~ x A =3yR(x, y)), respectively.

Lemma 7.1. The Trans®NF process transforms a guarded negation formula to a set of
GQx clauses.

Proof. Let F be a guarded negation formula. In this proof, we show that how
the Trans®NF process transforms F to a GQx clausal set.

By 2. of the Trans®NF process, we use predicate symbols P; and P, to abstract
positive and negative occurrences of the guarded pattern in F, respectively.
W.l.o.g. suppose F’ is the replacing formula of F, F1 = Vx(P1(x) — G(x) A =F’)
is the definition formula of P; and F, = Vx(G(x) A—=F’ — P,(x)) is the definition

formula of P,. Now we prove that by 3.-5. of the Trans®NF

process, F’, F1 and
F; are transformed to GQ~ clauses. We distinguish cases of F’, F1 and F; as
follows.

i.. Consider F’. By the facts that F’ is obtained by abstracting all guarded
negation pattern from F and the universal quantifications in the F are only

expressed by the guarded negation pattern G(y) A =3xy(x,¥y), F’ contains
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no universal quantifications. Hence F’ is an existentially quantified sentence
containing only flat and positive literals. Hence, by 4. of the Trans®NF process,
F’ is Skolemised to a (set of) flat and ground clause (if conjunctions occur in
F’), which satisfies 1. of the Definition 22. Hence, F’ is a G, clause.

ii.: Consider F;. By 3. of the Trans®NF process, Yx(P1(x) — G(X) A =F’)
is transformed to —P;i(X) V G(x) and —Pi(x) V =F’. Immediately —P;(x) V
G(x) is a G~ clause. Now consider =P1(x) V =F’. By i., F’ is an existentially
quantified sentence containing only flat and positive literals, hence —F’ is a
universally quantified sentence containing only flat and negative literals. Since
the existentially quantified variables in F’ are universally quantified variables
in =F’, =F’ may contain more variables than x. By 3.-5. of the Trans®NF process,
—P(x) V =F’ is transformed into either a Q clause (if no conjunction occurs in
—F’), or a set of Qx clauses (if conjunctions occur in —F’).

iii.. Consider F,. By 3. of the Trans®NF process, Vx(G(X) A =F’ — P,(X)) is
transformed to Vx(=G(Xx) VF’V P,(x)). W.l.o.g. suppose Vx(—G(x)V F’V P,(x)) is
transformed to C (if no conjunction occursin F’), or transformed to Cy, . .., C, (if
conjunctions occur in F’). For each C; in Cy,...,C,, =G(x) is the guard. The
existential quantified variables in F’ are skolemised into f(x) where f is a
Skolem function. Hence C; is covering. By the fact that F> contains no function
symbols, C; is simple. By 3. in Definition 22, C; is a G~ clause. Note that if
an equality literal x # y is the only guard in a flat C;, then by the equality
resolution rule, x # y V F’ V P(x, y) is simplified into positive, flat and single-

variable clauses F’ V P(x, x). By 2. of Definition 22, C; is a G~ clause. O

Theorem 7.1. The Trans®NF process reduces the problem of BCQ answering for GNF
to that of deciding satisfiability of the GQ~ clausal class.

Proof. By Lemma 6.2 and the fact that the Trans®NF process transforms a union
of BCQs to a set of query clauses. |

Transforming CGNF to the LGQ. clausal class

Next, we present the structural transformation that transforms clique guarded
negation formulas, with a detailed example.
Recall the definition of CGNF from Section 2.1.

Definition 6. The clique guarded negation fragment (CGNF) is a fragment of
FOL . without functional symbols, inductively defined as follows:
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T and L belong to CGNF.

If A is an atom, then A belongs to CGNF.

If A and B are atoms, then AV B and A A B belong to CGNF.

If F belongs to CGNF, then 3xF belongs to CGNF.

Let F be a clique guarded negation formula and G(x, y) a conjunction of atoms.
Let z denote the free variables of F. Then 3xG(x,y) A —F belongs to CGNF if

G L=

(a) z is a subset of y, and
(b) each variable in x occurs in only one atom of G(x,y), and
(c) each pair of distinct variables in Y co-occurs in an atom of IxG(X, ).

We use the notation Trans®®NF to denote the procedure of transforming
clique guarded negation formulas and a union of BCQs with equality. The

TransC®CGNF

process first negates the given union of BCQs with equality, obtain-
ing a set of Q. clauses. In the second step, the Trans®®NF process transform
clique guarded negation formulas to their clausal normal forms. We use the

clique guarded negation formula

—3x1x0x3( Jy1ya(Ai(xa, x2, y1) A A1(x2, X3, ¥y2) A A(x1, X3))A
—3x4(B(x1, x2, x4) A B(x2, x3, x4)) )

[ =

CGNF

to show the computation of the Trans process, given as follows. Note

that F is implicitly (clique) guarded by T.

1. Add existential quantifications for free variables in F, and then apply the
Miniscoping rules to the clique guards of F, obtaining

F = =3x1xx3( Jy1Ai(x1, x2, y1) A yaA1(x2, x3, y2) A A(x1, x3)A

—3x4(B(x1, x2, x4) A B(x2, x3, x4)) )

2. Apply the Trans rules to Fy, introducing fresh predicate symbols P (and
respective literals P(...)) to replace the clique guarded negation patterns
JxG(x,y) A =F’ in F;, obtaining

Fy = |p A (=3x1x2x3P(x1, X2, X3) V =p) A F} |
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where

F, = Vx1xx3((3y1A1(x1, x2, y1) A FyaA1(x2, X3, y2) A A(x1, X3)A

=3x4(B(x1, x2, x4) A B(x2, x3,x4))) = P(x1, x2, x3)).

We say that
e p is the replacing formula of F1, and

o —3x1xx3P(x1, X2, x3) V —p and F} are the definition formulas of p and
P, respectively.

3. Apply the NNF rules to F, to transform it to negation normal form,

obtaining
F3 = |p A (=3x1x2x3P(x1, X2, x3) V =p) A Fj]
where

F} = Vx1xox3(Yy1—A1(x1, X2, y1) V Yya—A1(x2, X3, y2) V ~A(x1, X3)V

Ix4(B(x1, x2, x4) A B(x2, x3, x4)) V P(x1, X2, x3))

4. Apply the Trans rules to F3, introducing fresh predicate symbols P’ (and
respective negative literals —P’(. . .)) to replace universally quantified for-
mulas in the clique guards of F3, obtaining

pA
(—3x1x2x3 P(x1,x2,%3) V —p)A
Vxixoxs( =Pi(x1, x2) V =P (x2, x3) V = A(x1, x3) V Fxy(

Fy=
B(x1,x2, x4) A B(x2, x3, x4)) V P(x1, X2, X3) A
Vx1xa( Pi(x1, x2) V Yy1—~A1(x1, X2, Y1) A
| Vxoxs( PJ(x2,x3) V Yya=A1(x2, X3, Y2) )
We say that

o Vx1x2x3(=P](x1, x2) V =P)(x2, x3) V =A(x1, x3) V Fxa(B(x1, x2, x1) A
B(x2, x3, x4)) V P(x1, x2, x3)) is the replacing formula of F}.

o Vx1x2(Pj(x1, x2) V Yy1—A1(x1, X2, y1)) is the definition formula of P].
o Vxox3(P)(x2, x3) V Yy2—A1(x2, X3, y2)) is the definition formula of Py,
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5. Transform formulas in F4 to prenex normal form, and then apply Skolemi-

sation using a Skolem function symbol f, obtaining

p A FL A
Vxixoxz  —P(x1,x2,x3)V —p A
Vxixoy1( Pi(x1, x2) V 2A1(x1, x2, 1) A
Vaoxsyz( P(x2,x3) V ~A1(x2,x3,42) )

Fs =

where

F{ = Vx1x0x3(=P(x1, x2) V =P5(x2, x3) V ~A(x1, X3)V

(B(x1, x2, f(x1, x2,x3)) A B(x2, x3, f(x1, X2, x3))) V P(x1, X2, x3))

6. Finally, apply the CNF rules to Fs to transform it to conjunctive normal

form and drop all universal quantifiers, obtaining a clausal set

P, —~P(x1,x2,%3) V —p,
Pi(x1,x2) V =A1(x1,x2,y1),  Pjlx2, x3) V =A1(x2, X3, 12),
—P{(x1,x2) V =P;(x2, x3) V ~A(x1, x3) V B(x1, x2, f(x1, X2, Xx3)) V P(x1, X2, X3),

_'Pi(xll x2) N _'Pé(x2/ x3) N _|A(x1/ x3) \4 B(XZI X3, f(xll X2, x3)) \ P(xll X2, x3)

By the Trans®CGNF

process, a clique guarded negation formula is transformed
into a set of loosely guarded clauses with equality and query clauses with equality.

The loosely guarded clauses with equality are formally defined as follows.

Definition 24. A loosely guarded clause with equality (LG~ clause) C is a simple

and covering clause that may contain equality, satisfying the following conditions:

1. C is either ground, or

2. C is a positive and single-variable clause, or

3. C contains a negative flat subclause =Gy V ...V =G, such that each variable
pair in C co-occurs in a literal of =G1 V ...V =Gy,.

In 3. Definition 24, the negative flat subclause =G1 V ...V =G, is call the
loose guard of the clause C.

We use the notation LGQ- to denote the class of LG~ clauses and Q. clauses.
The Trans®GNF process transforms a clique guarded negation formula to a set
of LGQ- clauses, formally stated as:
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CGNF

Lemma 7.2. Applying the Trans process to a clique guarded negation formula

transforms it to a LGQ~ clausal set.

Proof. Suppose F is a clique guarded negation formula. Suppose that in 2. of
the Trans®CGNF process, F’ is the replacing formula for F, and F; and F; are the
definition formulas for Vx(P;1(x) — JyG(x, y) A—F’) and Vx(TyG(x, y) A-F —
Pi(x)) with P; and P; fresh predicate symbols, respectively. By the fact that F’
is an existentially quantified sentence containing only flat and positive literals,
3.-6. in the Trans®®NF process transform F’ into a ground and flat clause (if no
conjunction occurs in F’), or a set of ground and flat clauses (if conjunctions
occur in F’). In either case, F’ is transformed into LGQ. clauses. Now we
distinguish cases of F; and F».

Fi: By 3.—4. of the Trans®GNF process, Fi is transformed into —P1(x) V
JyG(x, y) and —=P1(x) vV —F’. We first consider —P;(X) V =F’. By the fact that F’ is
an existentially quantified sentence containing only flat and positive literals, =F’
is a universally quantified sentence containing only flat and negative literals.
Then —P;(x)V —F’ is transformed into a (set of) Qx clauses (if conjunctions occur
in =F’). Next, we consider —P;(x) vV 3yG(x, y). Since JyG(x, y) is a conjunction
of atoms, the CNF rules transform —P;(X) V JyG(x, y) into a set of clauses.
Suppose C is one of these clauses. Then for each existential quantified variable
y in C (if y exists), the prenex normal form and then applying the Skolem rule
transform y to a compound term f(x) where f is a Skolem symbol. Hence, C
is covering. By the fact that —=P;(x) vV JyG(x, ) contains no function symbol,
C; is simple. By the definition of structural transformation, =P1(x) is the guard
for C. Hence C is an LGQx clause.

Fy: By 3. of the Trans®®NF process, F; is transformed into Yx(Vy—G(X,y) V
F’ v Py(X)). Suppose 4. of the Trans®®NF process introduce a predicate symbol
P’. Wlo.g. further suppose Vy—L(x, y) is a literal in Vy—~G(x,y) where x € x
and y € y, and F/ is the replacing formula of F;, and P’(x) vV =L(x, y) is the
definition of P’(x). Then immediately P’(x) V —L(x, y) is an LGQ~ clause. We
use Vx(=G1(x) V F’ vV P1(x)) to denote F7, and hence F} can be presented as

Vx(=G1(...) V...V —|P'(. B PV TE B BV F'v P1(x)),

where =Gi(...) V...V aP’(...)... V aGy(...) represents =G;(x). Note that F’

is an existentially quantified sentence containing only flat and positive literals.
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If there exists conjunctions in F’, then the CNF rules transform F to a set of
clauses. Suppose C is one of these clauses. By Definition 6, the set of negative
literals =G1(X) is the loose guard of C. For any existential quantified variable
in F’, it is skolemised into a compound term containing variables x, hence C
is covering. As Vxy(—G1(x,y) V F’ vV P1(x)) contains no function symbols, C is
simple. Hence C is an LGQx clause. O

One can also use the Sep rule to handle existential quantifications in the
clique guard of clique guarded negation formulas. This fact follows from the
discussion for the Trans®®F process, from Section 6.1.

Now we give the main result of this section.

Theorem 7.2. The Trans®ENF process reduces the problem of BCQ answering for
CGNF to that of deciding satisfiability of the LGQ~ clausal class.

Proof. By Lemma 7.2 and the fact that Trans®®NF process transforms a union of
BCQs to Qx clauses. O

The LGQ~ clausal class strictly subsumes the GQx clausal class, since by
restricting the number of literals in a loose guard in LGQ. clauses to one,
one obtains a GQ~ clause. Hence in the next sections, we focus on deciding

satisfiability of the LGQ~ clausal class.

7.2 The superposition-based top-variable system

In this section, we first give the basis of a saturation-based superposition in-
ference system. Then based on this system, we given the superposition-based
top-variable system, specifically devised for deciding satisfiability of the LGQx

clausal class.

A saturation-based superposition inference system

We use the notation T-Inf. to denote our superposition-based P-Res system
for first-order clausal logic with equality.

The Inf. system is the combination of the Deduce, the E-Fact, the E-Res
and the Para rules from the Satu. system (from Section 3.4) and the P-Res,
the Fact, the Delete rules from the Inf system (from Section 4.2). In particular
admissible orderings > are extended to the multiset ordering >" as follows.
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Non-equational literals P(t1, .. ., t,) are treated as P(t1, ..., t,) = ttwhere ttisa
distinguished constant. By > itis always the case that tt is the minimal constant.
Positive equality literals s ~ ¢ are regard as {s, ¢} and negative equality literals
s # t are regard as {s, t, tt}, respectively. This extension is also given in the
paramodulation calculus in Section 3.4.

Recall the Satu. system from Section 3.4. A derivation is computed using

The Deduce rule (for clauses with equality)

Z|

N U{C}

if C is a conclusion of either the Fact, or the P-Res, or the E-Fact, or the
E-Res or the Para rule of clauses in N.

Conclusions of the equality factoring rule is computed using

The E-Fact rule

tixuVityxxovD
(uztovVti=ovVD)o

if the following conditions are satisfied.
1. Nothing is selected in D and (t; = u)o is >"-maximal with respect
to(t vV D)o.
2. uo * tio.
3. 0 =mgu(t; = tp).

Conclusions of the equality resolution rule is computed using

The E-Res rule

t1 #thp VD
Do

if the following conditions are satisfied.
1. Either (t; # tp)o is selected or it is >"-maximal with respect to Do.
2. 0 =mgu(t; = t).

Conclusions of the ordered paramodulation rule is computed using
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The Para rule

t1~uV D L[t] vV Dy
(L[u] v Dy Vv Dy)o

if the following conditions are satisfied.

1. Nothing is selected in Dio and (t; = u)o is strictly >"-maximal

with respect to D1o.

2. If L[t,]is positive, L[t ]o is strictly >"-maximal with respect to Do,
or else L[2]o is either selected or >"-maximal with respect to D;o.
t> is not a variable.
uo * to.
o =mgu(t) = tp).

AL

Premises are variable disjoint.

Recall that in the Para rule, the premises t; ~ u vV D; and L[] V D, are
called the left premise and the right premise, respectively.

Theorem 7.3. The Inf. system is sound and refutationally complete for general first-
order clausal logic with equality.

Proof. By Theorems 3.4 and 4.2. m|

The top-variable superposition system

In this section, we give a new top-variable refinement and a new superposition-
based top-variable inference system for the LGQ- clauses. We use the notation
T-Ref-%% to denote this new superposition-based top-variable refinement,
and use the notation T-Inf-%® to denote the Inf. system endowed with the
T-Ref';GQz refinement.

Like the T-Ref®? and the T-Ref'%® refinements, the T—Ref';GQZ refinement
uses any admissible ordering with a precedence in which function symbols
are larger than constant, which are larger than predicate symbols. With this
precedence, a lexicographic path ordering >, is used as an example. However,
unlike the T-Ref®? and the T-Ref'GQ refinements, the T—RefiGQ“ refinement
extends >, with a multiset ordering to consider equality literals, which is
given in the previous section. We use >7;0 to denote this ordering refinement.

Algorithm 17 determines the eligible literal, or the P-Res eligible liter-
als (with respect to a Res inference step), to an LGQx clause.
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Algorithm 17: Determining the (P-Res) eligible literals for LGQ~ clauses

Input: A LGQx clausal set N and a clause C in N
Output: The (P-Res) eligible literals in C

1 if C is a ground clause then

2 return Max(C)

w
)

Ise if C has negatively occurring compound-term literals then
4 return SelectNC(C)

a
()

Ise if C has positively occurring compound-term literals then
6 return Max(C)

7 else if C contains negatively occurring equality literals then
s | return SelectNE(C)

©
[¢)

Ise if C is a flat and single-variable positive clause then

10 return Max(C)

11 else return PResT(N, C)

Different from the T-Ref'® refinement, the T-Ref-%®* refinement (Lines 7—
10) considers LGQ clauses with equality literals occurring. The following func-
tions are new to find eligible literals in the LGQx clauses.

e Max(C) returns the (strictly) >;’;O-maximal literal with respect to the
clause C.

e SelectNE(C) selects one of the inequality literals in the clause C.

In the T-Reft®%- refinement, one can use a priori checking for the (strictly)
maximal literals. This statement is formally supported by:

Lemma 7.3. Under the restrictions of the T-Ref-%9~ refinement, if an eligible literal L
is (strictly) zl’;’w—maximal with respect to an LGQx clause C, then Lo is (strictly)

> ,-maximal with respect to Co, for any substitution o.
po

Proof. By the covering property of LGQx clauses and Lemma 4.6. O

Theorem 7.4. The T—Infi‘GQz system is sound and refutationally complete for general
first-order clausal logic with equality.
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Proof. By Theorem 7.3 and the fact that the T-Ref*®%~ refinement consists of
admissible orderings with selection functions, and a specific form of the P-Res

rule (the top-variable resolution rule). O

7.3 Deciding the LGQx clausal class

Deciding satisfiability of the LG~ clausal class

In this section, our aim is to prove that the T-Inf';GQ“

system decides satisfia-
bility of the LG clausal class. In particular we focus on the inference steps that
are not included in the result from Section 6.3, i.e. the applications of the Fact
and the P-Res rules to flat, single-variable and positive LG~ clauses, and the
applications of the E-Fact, the E-Res or the Para rules to LG~ clauses.

We investigate the applications of the Fact rule to LG~ clauses, starting with

the following supporting lemma.

Lemma 7.4. Let C = D V B be an LG~ clause with B a compound-term literal. Let o
be a substitution that substitutes all variables in C with either constants or variables.
Then Do is an LG~ clause.

Proof. When C is a single-variable positive clause, the statement trivially holds.
The results for the rest of cases of C can be obtained by adapting ‘guarded
clauses’ to ‘LG clauses’ in Lemma 4.12. O

Now we consider the conclusions of applying the Fact rule to LG~ clauses.

Lemma 7.5. Applying the Fact rule (endowed with the T-Ref-%9~ refinement) to LG~

clauses derives LG, clauses.

Proof. When C is a positive single-variable clause, this lemma trivially holds.

By Lemma 7.4, the results of rest of cases follow from Lemma 6.7. O
Next we consider the application of the E-Fact rule to LG~ clauses.

Lemma 7.6. Applying the E-Fact rule (endowed with the T-Ref"%%~ refinement) to
LGx clauses derives LG~ clauses.

Proof. Recall the E-Fact rule (with a priori checking for maximality and the
T-Ref-¢C~ refinement).
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tixuvVty~ovVvD
(uztovVti=ovVD)o

if the following conditions are satisfied.

1. Nothing is selected in D and t; ~ u is >;’;O—maximal with respect to
th vV D.
m
2. u ilpo t1.

3. 0 =mgu(t] = tp).

In the application of the E-Fact rule, suppose an LG+ clause C is the premise
t1 ~uVity=~ovVDand C’is the conclusion (4 # vV t; = v V D)o where
o = mgu(t; = tp). By Algorithm 17, C satisfies either Line 1, or 5 or 9. We
distinguish these cases.

Line 1: When C is ground and simple, it is immediate that C” is ground and
simple. Thus C’ is an LG~ clause.

Line 5: The premise C contains positively occurring compound-term literals,
and no negatively occurring compound-term literals. Now suppose C is a
single-variable, positive compound-term clause. By Lemma 4.5 and 1.-2. of
the E-Fact rule, t; is a compound term. By the covering property and 3. of the
E-Fact rule, t; is a compound term. Then by 1.-2. of the E-Fact rule, u and v
are variables. By the fact that C is a single-variable clause, o is void and then
C’ is a single-variable LG+ clause with the loose guard u # v. Hence, C’ is
an LG« clause. Next suppose C is an LG~ clause satisfying 3. of Definition 24.
By Lemma 4.5 and 1.-2. of the E-Fact rule, ¢; is a compound term. By the
fact that in a covering clause C, the presence of a ground compound in C
means that C is ground, ¢; is a non-ground compound term. By the covering
property, t1 and t, are both non-ground compound terms, otherwise they are
not unifiable. Suppose in C, G is the loose guard, L is a literal and ¢ is a
compound term. By Definition 24, t; ~ u and t, =~ v are simple and covering
such that var(t; = u) = var(t, = v) = var(C). By Lemma 4.10, (f; = u)o and
(t2 = v)o are simple. Then (u # v V t; =~ v)o is simple. By 1. in Lemma 4.11
and the facts that L is simple and var(L) C var(t; = u), Lo is simple. This
mean all literals in C’ is simple, hence C’ is simple. By the covering property,
var(C) = var(t1) = var(t). By 3. in Lemma 4.11, var(Co) = var(t;0) = var(to).
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Hence C’ is covering. By 3. of the E-Fact rule and the facts that t; and t;
are flat non-ground compound terms such that var(t1) = var(t;), the mgu o
substitutes variables in C with either variables or constants. Then by the fact
that var(G) = var(C), var(Go) = var(Co) and Go is flat, hence Co is loosely
guarded by Go. Then C’ is an LG~ clause.

Line 9: The premise C is a positive single-variable clause. When C is flat,
the statement trivially holds. O

Next we look at the conclusions of applying the Para rule to LG~ clauses.

Lemma 7.7. Applying the Para rule (endowed with the T-Ref*%9 refinement) to
LG~ clauses derives LG~ clauses.

Proof. Recall the Para rule with a priori checking for maximality and the T-
RefGO= refinement.

ti1~uV D L[t] V Dy
(L[u] v Dy Vv Dy)o

if the following conditions are satisfied.

1. Nothing is selected in D1 and (t; ~ u) is strictly >;’;O-maxima1 with
respect to Ds.

2. If L[tp] is positive, L[t,] is strictly >;’;o—maxima1 with respect to Dy, or

else L[f,] is either selected or >;’;O-maxima1 with respect to D».

t> is not a variable.

u Z?;zo t1.
o =mgu(f) = tp).

SANIS LI

Premises are variable disjoint.

Suppose LGx clauses C1 = f1 * u V Dy and C; = L[t3] V D; are the premises
in an application of the Para rule, producing a conclusion C’ = (L[u]V D1V D)o
with 0 = mgu(t; = t). By Algorithm 14, C; satisfies either Line 1, or Line 5 or
Line 9, and C, satisfies either Line 1, or Line 3, or Line 5, Line 7 or Line 9. We
distinguish cases of Cq

Line 1: Suppose C; is a ground and simple clause. By 1. and 3. of the Para
rule, t; is either a constant or a ground and flat compound term. Suppose t;
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is a ground compound term. By 3. of the Para rule and the fact that t; and
t, are unifiable, ¢, is a compound term. Since t; is ground, o substitutes all
variables of t; by constants. By the covering property, var(t,) = var(Cz). Hence
o substitutes all variables of C, by constants. Then C’ is a simple and ground
clause, namely is an LG~ clause. Next suppose t; is a constant. By 1. and 4. of
the Para rule, C; is a flat and ground clause. By 3. of the Para rule, ¢; is a
constant. Hence o is void. By the facts that C; is an LG« clause and Cj is a flat
and ground clause, C’ is an LG~ clause.

Line 5: Suppose C; contains no negative compound-term literal, but con-
tains positive compound-term literals. Then C satisfies either 2. or 3. of Defi-
nition 24. Suppose C is a compound-term single-variable positive clause. By
1. of the Para rule and Lemma 4.5, ¢; is a compound term. By 3. of the Para
rule, t; is a compound term. By the covering property, var(fy) = var(Cz). Then
either all variables of C; are substituted by the variable in Cq, or C; is ground,
and the variable in C; is substituted by a constant. By the fact that C; is an
LG~ clause and the mgu o, the resolvent C’ is an LG~ clause. Next suppose
C satisfies 3. of Definition 24. By Lemma 4.5, t; ~ u is a compound-term
literal. By 3. of the Para rule, t; is a compound term. By Algorithm 17, C;
satisfies either Line 1, Line 5 or Line 7. Suppose C; is a ground compound-
term clause (Line 1). Then t; is ground. By the covering property and the
fact that t; and f, are unifiable, o substitutes all variables of C; with con-
stants. Then the resolvent C’ is a simple and ground clauses, which is an
LG~ clause. Suppose C; is a non-ground compound-term clause (Lines 5 and
7). Suppose in either C; or Cp, L is a simple literal and ¢ is a compound
term. Further suppose G is the loose guard of Ci. By the covering property
and the fact that t; and f; are unifiable, o substitutes all variables with either
constants or variables. Then Lo is simple and Go is flat. By the covering
property and the fact that var(tj0) = var(ty0), var(Cy0) = var(Coo). By the
fact that var(G) = var(Cy), var(Go) = var(Ci0) = var(Cp0). Then Go the loose
guard of C’. Since var(t;) = var(t) = var(Cy) (or var(t;) = var(t) = var(Cp)),
var(to) € var(Cy0) (or var(to) € var(Cp0)). Then C’ is covering. Hence, C’ is
an LG~ clause.

Line 9: Suppose Cj is a flat and single-variable positive clause. Suppose t;
is a constant. By 1. of the Para rule, C; is a flat ground clause. By the facts

that C; is an LGx clause and Cj is a flat ground clause, the resolvent C’ is an
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LG~ clause. Now suppose t; is a variable. By 3. of the Para rule, ¢, is either
a constant or a compound term. Then o substitutes the only variable in C;
with either a constant or a compound term. Hence Cio is either a flat ground
clause, or a compound-term single-variable clause. Then by the facts that C; is
an LG clause and o does not substitute variables in C,, the resolvent C’ is an
LG clause. O

Next we discuss the applications of the E-Res rule to LG~ clauses.

Lemma 7.8. Applying the E-Res rule (endowed with the T-Ref@% refinement) to
an LG~ clause derives an LG~ clause.

Proof. Recall the E-Res rule (with a priori checking for maximality and the
T-Ref -89 refinement).

ti %t vD
Do

if the following conditions are satisfied.

1. Either t; # t; is selected or it is >;’;O-maximal with respect to D.

2. 0 =mgu(t; = t).

Suppose C is the E-Res premise 1 # t, V D and C’ is the E-Res conclu-
sion Do. By Algorithm 17, C satisfies either Line 1, or Line 3 or Line 7. We
distinguish these cases as follows.

Line 1: When C is a simple ground LG clause, the lemma trivially holds.

Line 3: The equality literal t; # t; contains compound terms. By the
covering property, t; and f, are both compound terms, otherwise t; and t; are
not unifiable. Then o substitutes variables with variables and constants. By
Lemma 7.4, Do is an LG clause.

Line 7: The premise C is flat and t; # t, is selected by the SelectNE(C)
function. Then the terms t; and t, are either variables or constants, and hence
o substitutes a variable in C with either a variable or a constant. By Lemma 7.4,

Do is an LG, clause. m|

Now we investigate the pairing property and the unification in applications
of the P-Res rule to LG+ clauses when multiple side premises occur.
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Lemma 7.9. In applications of the P-Res rule, endowed with the T-Reft%@ re-
finement, to a flat clause C = =A1 V...V =Au V-Aus1 V...V 2A, VD with
—A1V. ..V Ay, as the top-variable literals and LG~ clauses C1 = =B1VDj,...,Cy =
=B, V D, with m < n. Further suppose B; and B; are, respectively, compound-term
literals and flat literals in C; and C; with 1 < i < mand 1 < j < m. Then the
following conditions hold.

1. In =A;, top variables pair compound terms and non-top variables pair constants
or variables.

2. All variables in —~A; are top variables, pairing either constants or variables.

3. In =A;, top variables x are unified with the compound terms pairing x (modulo
variables that are substituted with either variables or constants), and non-top
variables are unified with either constants or variables.

4. In —Aj, either all variables are unified with a common non-nested compound
term and constants, or all variables are unified with variables and constants.

5. In B;, all variables are unified with variables and constants.

6. In Bj, either all variables are unified with non-nested compound terms or all
variables are unified with variables and constants.

7. Suppose a top variable x pairs a constant. Then in C, all negative literals are
top-variable literals and all variables are unified with constants.

Proof. Assume that ¢ and ¢’ are mgus such that 0 = mgu(A; = By,..., Ay =
By,) and ¢’ = mgu(A; = By, ..., A, = B,), respectively .

1.: This proof is similar to 1. of Lemma 4.13. W.Lo.g. suppose —A; and B;
are in the forms of —=A;(...,x,...,y,...)and Bi(...,t1,...,t2,...), respectively.
Further suppose in =A;(...,x,...,¥y,...), x is a top-variable, y is a non-top
variable, and x and y pair t; and t,, respectively. We prove 1. by contradiction.

First assume that ¢; is not a compound term. This implies that t; is either a
variable or a constant. By the fact that B; is a compound-term literal, w.l.o.g. we
assume that in B;, t occurs as a compound term, pairing a variable z in —A;.
By the covering property, var(t1) C var(t). Then by the fact that dep(t;) <
dep(t), dep(t10’) < dep(to’), hence dep(xo’) < dep(zo’). By the definition
of variable orderings, the case dep(xc’) < dep(zo’) contradicts the fact that
x is a top variable. Hence t; is a compound term, pairing x. Next assume
that t, is neither a variable nor a constant. Then £, is a compound term. By
the covering property and the fact that t; is a compound term, dep(t10”) =
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dep(t20”’), therefore dep(xo’) = dep(yo’). This contradicts the fact that y is
non-top variable.

2.: By Algorithm 17 and the fact that B; is a flat literal, C; is either a flat
ground clause or a flat single-variable clause. Then 2. follows from the fact that
B; is an eligible literal.

3.: By the pairing property proved in 1. and 2..

4.: By Algorithm 17, we distinguish two cases of side premises.

4.-1: Assume that all side premises Cy, ..., C,, are flat clauses. It is imme-
diate that in = A}, all variables are unified with variables and constants.

4.-2: Assume thatboth compound-terms clauses and flat clauses occur in the
side premises Cy, ..., Cy;. Suppose x and y are top variables in the compound-
term literal B; and the flat literal B}, respectively. By 3., dep(xc) = 1. By the
fact that x and y are both top variables, dep(yo) = 1. Hence y is unified with
a non-nested compound-term. By Algorithm 17, B; is a flat single-variable
clause such that only a single variable and constants occur as its arguments.
Suppose y is unified with the compound-term t. Then the only variable in
B; is unified with t. Hence, all variables in —A; are unified with a common
non-nested compound term and constants.

5.and 6.: By 3. and 4., respectively.

7.: By the proof in 5. of Lemma 4.13. O

Now we apply the top-variable resolution rule to LG~ clauses.

Lemma 7.10. Applying the P-Res rule (endowed with the T-Ref %9 refinement) to
LG~ clauses derives LG~ clauses.

Proof. By Algorithm 17, in applications of the P-Res rule (endowed with the
T-Ref'®9- refinement) to LG~ clauses, the positive premise satisfies either
Line 1 (it is ground), or Line 5 (it has positively occurring compound-term
literals, but does not have negatively occurring compound-term literals), or
Line 9 (it is a flat and single-variable positive clause). In this proof, we focus on
the case when flat and single-variable positive clauses occur as side premises.
Note that when a side premise is a compound-term single-variable positive
clauses, these side premises are implicitly guarded by the inequality literal
x # x. For the rest of cases when side premises satisfy Lines 1 and 5 in Algo-
rithm 17, by 3. and 5. in Lemma 7.9, it follows from Lemma 6.8 that applying
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the P-Res rule (endowed with the T-Ref “4@ refinement) to LG~ clauses derives
LG~ clauses.

By Algorithm 17, in applications of the P-Res rule (endowed with the T-
Refl99- refinement) to LG~ clauses, the negative premise satisfies either Line 1,
or Line 3 or Line 11. Note that the P-Res rule is reduced to a binary resolution
rule when the negative premise satisfies either Line 1 or Line 3. Suppose in
applications of the P-Res rule, the negative premise C = —A; V D is either a
simple and ground clause (Line 1), or has negatively occurring compound-term
literals (Line 3), the positive premise C1 = By V D; is a flat and single-variable
positive clause and the resolvent is C’ = (D Vv D1)o with an mgu ¢ such that
o = mgu(A; = By). As C; is flat, single-variable and positive, it is trivial that
in either case the resolvent C’ is an LG clause.

Next we consider the case when the negative premise satisfies Line 11 in
Algorithm 17. Suppose in an application of the P-Res rule to LG~ clauses,
the positive premises are LG~ clauses C; = B1 V Dy,...,C, = B, V Dy, the
negative premise is a non-ground flat LG~ clause C = =A; V...V =4, V
—Aps1 V...V A, VD (with D a positive subclause) and the resolvent is
C"=M1V...VDy V-Aua V...VA, VD)o with 0 an mgu such that
o = mgu(Ay = By,..., Ay = By) where m < n. We distinguish two cases
when flat and single-variable positive clauses occurin Cy, ..., Cy.

1.: All of clauses in Cy, ..., C, are flat and single-variable positive clauses.
By the CompT(Cy, ..., Cy, C) function and the fact that Cy, ..., C, are flat, in C
all variables in =A; V...V —A, are top variables and —Aj1, ..., —A, are the top-
variable literals with m = n. By 4. of Lemma 7.9, all variablesin =A; V...V =4,
are unified with constants and variables. Now we consider the unification of
variablesin C. Suppose x; and x; are two variables occurring in =A; V...V-A,.
Since C has the variable co-occurrence property, w.l.o.g. we assume that x; and
Xj co-occur in =A; with 1 <t < n. As B; is a flat and single-variable literal, x;0
is either a variable or a constant, and x;o is identical to x;o. Hence all variables
in =A; V...V —A, are unified with a common variable and constants. By 3. of
Definition 24 and the fact that C is an LG clause, var(-=A1V...V-A,) = var(C).
Then all variables in C are unified with a common variable and constants. By
the fact that Cy,...,C, are single-variable clauses, all variables in Cy, ..., Cy,
are unified with a common variable and constants. Since Cq,...,C,, and C are

flat, C’ is a flat clause containing no more than one variable. By the fact that
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all negative literals in C are resolved as top-variable literals and Cy, ..., C, are
positive clauses, C’ is positive. Then C’ is an LG« clause.

2.: Both flat, single-variable positive clauses and compound-term clauses
occurin Cy, ..., C,. Wlo.g. suppose C; and C; are, respectively, a compound-
term clause and a flat, single-variable and positive clause with 1 < i < m
and 1 < j < m. By Algorithm 17, B; and B; are, respectively, a compound-
term literal and a flat, single-variable and positive literal. We prove that the
resolvent C’ is an LG+ clause by proving that C is simple, covering and has
a loose guard. By the covering property and the fact that C; contains only
one variable, var(B;) = var(C;) and var(B;) = var(C;), respectively. By 3.-6. of
Lemma 7.9, C’ is simple. Next we prove that C’ is covering and contains a
loose guard. Suppose x1,...,x, are the set of top variables in C. Further
suppose that x; and x; are top-variables in x1, ..., Xy, occurring in =A; and
—Aj, respectively. By 3. of Lemma 7.9, x; is substituted by either a compound
term or a constant that x; pairs. First suppose x; pairs a constant. By 7. of
Lemma 7.9 and the fact that an eligible literals of the side premisein Cy, ..., C,
shares the same variable set as that side premise, the resolvent C” is a flat ground
clause, therefore C’ is an LG clause. Next suppose x; pairs a compound term.
By the variable co-occurrence property of C, further suppose x; and x; co-
occur in a literal —A; of =A; V...V =A,. Suppose C; = By V D; is that side
premise such that A; pairs B;. By the covering property and 3. of Lemma 7.9,
var(x;o) = var(xjo) = var(A;o) = var(B;o). By the variable co-occurrence
property of C, var(x10) = ... = var(x,0) = var((-A1 V...V =A,)0). By 3. of
Definition 24, x; co-occurs with all other variablein Cin -A;V...V=A4,,. Hence
var(C) = var(=A; V...V =A,). Then var(Co) = var(x10) = ... = var(x, 0).
By the covering property, var(C;) = var(B;). Then var(Co) = var(C;o). Then
we have var(Co) = var(C;o) for all i such that 1 < i < m. Since C is a flat
clause, compound terms in the resolvent C’ are inherited from compound-
term clauses in Dy, ..., D,. Suppose G is a loose guard and ¢ a compound
term in a C; of Cy, ..., Cy,. By Definition 24, var(t) = var(G) = var(C). Then
var(to) = var(Go) = var(Co) = var(C;o) for all i such that 1 < i < m. By
3.—6. of Lemma 7.9, Go is flat and to is a non-nested compound term. Hence,

C’ is simple, covering and has a loose guard Go, hence, C’ is an LG~ clause. O

LGQ-

In applications of the T-Inf system to LG+ clauses, the width of the

derived LG~ clauses are bounded, formally stated as:
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LGQ-

Lemma 7.11. In applications of the T-Inf.""~ system to LG~ clauses, the derived LG~

clause is no wider than at least one of its premises.

Proof. The statement trivially holds when a conclusion is either a single-variable
clause or a ground clause.

By Lemmas 7.5, 7.6 and 7.8, applying, respectively, the Fact, E-Fact and
E-Res rules to LG~ clauses derives LG~ clauses C’. By the fact that the loose
guard in C’ is inherited from its premise, C’ contains no more types of variables
than its premise. By Lemmas 7.7 and 7.10, applying the Para and P-Res rules to
LG clauses derives LG clauses C’. The loose guard in C’ is inherited from the
right premise in the Para inference and the side premise in the P-Res inference.

Hence C’ is no more wider than at least one of its premises. m|
Theorem 7.5. The T—Infi‘c"c’z system decides satisfiability of the LG~ clausal class.

Proof. By Lemmas 7.5-7.8 and 7.10, applying the rules in the T-InfL%%- system
to LG clauses derives LG« clauses. By the fact that LG+ clauses are simple, the
depth of derived LG~ clauses is bounded by a constant. By Lemma 7.11, the
width of derived LG« clauses is also bounded by a constant. O

Handling Q- clauses (in the presence of the LG clauses)

In this section, we compute inferences when a Qx clause is the premise. Our
aim is to eliminate inequality literals in Qx clauses, reducing Q~ clauses to query
clauses, which can be handled by the techniques in Section 4.5.

Since Q. clauses are negative clauses, the Fact and the E-Fact rules are not
applicable to them. By the fact that Q. clauses are negative and flat, in the
Para rule a Q« clause cannot be a left premise and a right premise, respectively.
Hence we focus on the applications of the E-Res and P-Res rules to Q. clauses.

We start with considering applying the E-Res rule to Q. clauses.

Lemma 7.12. Applying the E-Res rule (endowed with the T-Ref*®@~ refinement) to
Q~ clauses derives Q~ clauses.

Proof. Recall the E-Res rule (with a priori checking for maximality and the

T-Ref'G9 refinement).
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t1 #tVvD
Do

if the following conditions are satisfied.

1. Either t1 # t; is selected or it is >;’;o—maximal with respect to D.

2. 0 =mgu(t; = to).

Suppose the E-Res premise is a Q~ clause C such that C =t; # t, V D, and
the conclusion is C’ such that C’ = Do. By Algorithm 17, a Q~ clause satisfies
either Line 1 or Line 7. The case is trivial when the premise C is a flat and
negative ground clause. Line 7 in Algorithm 17 requires the premise C to be
a non-ground, flat and negative clause. Then the mgu o substitutes a variable

in C with either a constant or a variable. In either case, Do is a Q~ clause. O

Observed that by Algorithm 17, in the T-Inf-%% system only the E-Res
rule is applicable to non-ground Q- clauses with inequality literals occurring.
By this observation, we can put our focus on equality-free Qx clauses, i.e., query
clauses.

Recall that in Section 4.5 the Q-Sep procedure separates a query clause
into Horn guarded clauses (HG clauses) and an indecomposable chained-only query
clause (indecomposable CO clause). By Algorithm 14, the P-Res rule is applied
to an indecomposable CO clause (as a main premise) and LG~ clauses (as side
premises), deriving the top-variable resolvents R. We abusively reuse the
notion T-Trans to denote the formula renaming technique that transforms R to
query clauses and LG~ clauses. The only difference of this T-Trans rule and the
T-Trans rule in Section 4.5 is that the side premises are LG~ clauses, instead of
guarded clauses.

We use notation Q-CO"4%- to denote our procedure to handle indecompos-

able CO clauses in the presence of LG clauses, given as follows.

1. Apply the top-variable resolution rule to an indecomposable CO clause

and LG~ clauses, deriving the top-variable resolvent R.

2. Apply the T-Trans rule to R, deriving a query clause Q and LG~ clauses.
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3. Apply the Q-Sep procedure to Q, producing HG clauses and an indecom-
posable CO clause.

Lemma 7.13. The conclusions of applying the Q-COL9 procedure to an indecom-
posable CO clause Q and a set N of LG~ clauses satisfy the following conditions.

1. The conclusions are an indecomposable CO clause Q" and a set N’ of LG~ clauses.

2. The clausal sets Q" U N” and Q U N are equisatisfiable.

3. For each clause C’ in N’, there exists a clause C in N such that C’ is no wider
than C, and Q' is less wide than Q.

Proof. By Lemma 7.9 and the fact that flat and single-variable positive clauses
occurring as the side premises of the P-Res rule does not hurt the result estab-
lished in Lemma 6.10. 0

7.4 Decision procedures for answering and rewrit-
ing BCQs for GNF and/or CGNF

BCQ answering for GNF and CGNF

In this section, we give the formal decision procedure for answering BCQs for
GNF and/or CGNF.

Algorithm 18 gives the pre-process steps for the given (clique) guarded
negation formulas and union of BCQs.

Algorithm 18: The PreProcessCGNF function

Input: A union g of BCQs, sets X1 and X, of formulas in GNF and
CGNF, respectively
Output: A set of LGQ~ clauses
1 Function PreProcessCGNF (X1, X5, 9):
2 usable <« 0
3 G, QL « TransGNF(X, q)
4 | LGs, Q2 « TransCGNF(Z,, q)
5 usable « usable U G~ ULG~ UQL U Q2
6 usable « Red(usable, usable)

7 return usable
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Unlike the PreProcessCGF function from Section 6.4, Algorithm 18 uses

the following new functions.

1. TransGNF(Z, ) applies the Trans®NF process to a set T of guarded nega-

tion formulas and a union q of BCQs, outputting a set of GQx clauses.

2. TransCGNF(Z, ) uses the Trans®®NF process to a clique guarded negation
formula set X and a union g of BCQs, outputting an LGQ~ clausal set.

3. PreProcessCGNF(X, X5, q) takes a union g of BCQs, a set £; of formulas
in GNF and a set X, of formulas in CGNF as input, returning an LGQ~

clausal set.

Based on the give-clause algorithm, Algorithm 19 on the next page gives a
sample decision procedure for answering a union of BCQs for GNF and/or
CGNF. We use the notation Q-Ans®®NF to denote the decision procedure in
Algorithm 19. Compared to the Q-Ans®®F procedure, the Q-Ans®®NF proce-
dure has the following new functions, specially for reasoning with the equality
literals.

1. E-Fact(C) applies the E-Fact rule (endowed with the T-Ref'®®~ refine-

ment) to the clause C, outputting the conclusion of C.

2. E-Res(C) applies the E-Res rule (endowed with the T-Ref LGQ~ refinement)

to the clause C, outputting the conclusion of C.

3. Para(Cy, Cp) applies the Para rule (endowed with the T-Ref"®%~ refine-
ment) to the clauses C;1 and C», outputting the conclusion of C; and Cs.

Another major difference of the Q-Ans®®F and the Q-Ans®®NF procedures
is that in the Q-Ans®®NF procedure, the Sep function (the Q-Sep procedure) is
applied in the saturation process in Lines 11-13 of Algorithm 19.

Lemma 7.14. In the Q-Ans®NF procedure, only finitely many predicate symbols are
introduced.

Proof. It follows from the fact that allowing equality literals and single-variable
positive clause in the LG clausal class does not hurt the results established in
Lemmas 4.27 and 6.12. O
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Algorithm 19: The BCQ answering procedure for GNF and CGNF

Input: A union g of BCQs and sets X1 and X, of formulas in GNF
and CGNF, respectively
Output: “Yes” or ‘No’
1 workedOff « 0
2 usable « PreProcessCGNF(X1, X2, q)
3 while usable = 0 and L ¢ usable do
4 | given « Pick(usable)
5 | workedOff « workedOff U given
6 | if given isa query clause then

7 CO, HG « Sep(given)
8 new «— COU HG
o | if given is an indecomposable CO clause then
10 tResolvent « P-Res(workedOff, given)
1 LG+, Q « T-Trans(tResolvent)
12 CO, HG « Sep(Q)
13 new «— LG, UCOUHG
14 else
15 new « P-Res(workedOff, given) U Fact(given) U

E-Fact(given) U E-Res(given) U Para(workedOff, given)
16 new « Red(new, new)

17 new «— Red(Red(new, workedOff), usable)

18 workedOff « Red(workedOff, new)

19 usable « Red(usable, new) U new

20 Print(usable)

Finally we give the first main result of this chapter, providing a positive
answer to Problem 8.

Theorem 7.6. The Q-Ans®GNF procedure is a decision procedure for answering BCQs
for UNF, GNF and/or CGNF.

Proof. By Theorems 7.1-7.2 and the fact that UNF is a subfragment of GNF

such that guards are restricted to the inequality literal x # y, the Q-Ans®GNF

procedure reduces the problem of answering BCQs for UNF, GNF and /or CGNF
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to that of deciding satisfiability of the LGQx clausal class. By Lemma 4.19 and
Theorem 7.4, the T-Inf-%% system is a sound and refutationally complete

system for general first-order clausal logic. As the Q-Ans®GNF

procedure is
based on the T—InszGQ* system and our customised separation rules, the Q-
Ans®NF procedure is a sound and refutational complete procedure if only
finitely many predicate symbols are introduced.

By Lemma 4.23, Lemma 7.13 and Theorem 7.5, applying the Q-Ans®GNF
procedure to LGQ. clauses guarantees producing LGQ~ clauses of bounded
depth and bounded width. By Lemma 7.14, only finitely many new predicate
symbols (with respect to the given signature) are introduced, hence the Q-

Ans®NF procedure guarantees termination. Since the Q-Ans®CNF

procedure
is sound, refutationally complete for first-order clausal logic and guarantees
termination for the LGQ~ clausal class, it is a decision procedure for answering

BCQs for UNF, GNF and /or CGNF. ]
The Q-Ans®®NF procedure can be altered by the following implementations:

1. In Lines 6-8 of Algorithm 19, the Q-Sep procedure can be extended to
apply to the Q~ clausal class, instead of query clauses. Regarding equality
literals as general binary literals, the result established in Lemma 4.23 can
be easily generalised to Q~ clauses. However this alteration complicates
the following Q-COY%%+ procedure, since applying the Q-Sep procedure
to Q~ clauses derives indecomposable CO clause with equality, which are
not suitable premises for the top-variable resolution rule. For example,
due to the occurrence of the equality literal x # z, the CO clause with
equality Q = -A(x,y) V -A(y,z) V x # z cannot be the main premise
in the top-variable resolution rule. Hence this alteration may not be a

wise choice. By the T-Infs%®-

system, only the E-Res rule is applicable
to clauses like Q, deriving new query clauses, which are then handled by
the Q-Sep procedure. In this example, applying E-Res rule to Q derives

an |0 clause —=A(x, y) V =A(y, x), which is also an HG clause.

2. The applications of the E-Res rule to Q~ clauses in the saturation pro-
cess (Lines 3-15 of Algorithm 19) can be moved to the PreProcessCGNF
function. Note that i) by Algorithm 17, only the E-Res rule is applicable
to non-ground Q. clause, and ii) by Lemma 7.12, applying the E-Res
rule to non-ground Qx clauses only derives Q- clauses. By i) and ii), one
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can independently saturate the non-ground Q clauses with equality literal
occurring by the E-Res rule. Suppose N is a Q~ clausal set. By the E-Res
rule, N can be saturated to a set Ny of non-ground Q~ clauses with equality
literal occurring, a set N of ground Q~ clauses and a set N3 of non-ground
query clauses. Though the clauses in N, and N3 need to be considered
in the saturation process (Lines 3-15 of Algorithm 19), the clauses in N;
can be immediately added to the final saturated clausal set (the workedOff
clausal set in Line 18 of Algorithm 19). This is due to the fact that in the
Q-Ans®@NF procedure, only the E-Res rule is applicable to clauses in Nj.

Rewriting BCQs for GNF and CGNF

In contrast to the saturation-based BCQ rewriting procedures for the guarded
quantification fragments that a clausal set is back-translated to a first-order formula,
in this section we tackle a more challenging task, that is the back-translation
from a saturated clausal set of negated BCQs and (C)GNF to a (clique) guarded
negation formula.

Unlike the classes of GQ™ and the LGQ™ clauses, the LG+ clausal class is
turther refined by the notion protect.

Definition 25. A clause C is protected if all compound terms t = (s1,...,5m) in C
satisfy the following conditions.

1. There exists a negative flat subclause =Gy V ...V =Gy, in C such that each pair
of arguments in t co-occurs in a literal of =Gy V ...V =Gy, and
2. foreach term s; in s1,...,Sm, Occ(si, t) < Occ(s;, 7G1 V...V 2Gy).

By adopting the notions of strongly compatible (from Definition 12) and
protect to LG~ clauses, we formally define the aligned (loosely) guarded clauses
with equality.

Definition 26. An aligned loosely guarded clause with equality (LG clause) is
an LG~ clause that is protected and strongly compatible.
A aligned guarded clause with equality is an LG clause with one negative flat

literal as its loose guard.

The protect property ensures that given an LG clause C, every argument in

the compound terms of C is mapped to an argument in its loose guard.
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Note that if an LG clause C is a positive single-variable clause, C is also
protected as C is implicitly guarded by the inequality literal x # x.

Lemma 7.15. Applying the Trans®NF process to a guarded negation formula trans-
forms it into a set of aligned guarded clauses with equality, and ii) applying the

CGNF

Trans process to a clique guarded formula transforms it into a set of LG clauses.

Proof. This follows from Lemma 7.1 and Lemma 7.2 and the fact that the strong
compatibility and the protect property hold by the applying the combination of
prenex normal form and then the Skolemisation to (clique) guarded negation

formulas. m]

We use the notation LGQ_ to denote the class of the LG and Q- clauses. As
the class of LG clauses subsumes that of aligned guarded clauses, we put our

focus on LG clauses.

Theorem 7.7. The Q-Ans®CNF procedure decides satisfiability of the LGQS clausal
class.

Proof. By the fact that the loose guarded in the derived clauses are inherited
from at least one of its premises, the protect property holds in the derived
clauses. Then by Theorem 6.6 and Theorem 7.6, the statement holds. O

Next we consider back-translating LGQZ clausal sets. Unlike the back-
translation procedure for the class of LGQ~ clausal sets, applying the Q-Abs
and the Q-Rena procedures to LGQZ clausal sets produces LGQZ clausal sets.
The protect property ensures that in a compound-term LGQZ clause C, the
variables (or constants) in compound terms of C have their respective ‘copy’ in
the (loose) guard of C, so that the derived clauses remain (loosely) guarded.

Lemma 7.16. Suppose N is an LGQ, clausal set. Then, the following condition hold.

1. N is a locally linear and locally compatible clausal set.

2. Applying the Q-Abs procedure to N transforms N to a normal, unique, locally
linear and locally compatible LGQZ clausal set Nj.

3. Applying the Q-Rena procedure to Ny transforms Ny to a normal, unique,
globally linear and globally compatible LGQ clausal set N».

Proof. By the protect property and Lemma 6.16. m|
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Recall that we partition a normal, unique, globally linear and globally com-
patible LGQZ clausal set into two types of clausal sets: one is LGQ clausal sets
Nj containing only flat clauses, and another is an inter-connected compound-
term LGQZ clausal sets N>. By the Q-Unsko procedure N1 and N are trans-
formed into first-order formulas as they both satisfy pre-conditions for the
back-translation. Moreover by the fact that N; consists of flat LGQZ clauses, N1
is back-translated to a (clique) guarded negation formula since each clause in Nj
is ensured to have a loose guard. Now we give the procedure so that the un-
skolemisation result of N> can be presented as a (clique) guarded negation for-
mula. We use D-Trans to denote this procedure. Consider the inter-connected
compound-term LGQZ clausal set

o[ G v Ay, ),
—Ga(x,y) V Ax(f(x,y),x), |

By applying the Q-Unsko procedure to N, one obtains

(ﬂGl(x, y) V A1(x', x)) A\

F = Vxy3x’ )
(=Ga(x,y) V Ax(x', x)) A

We aim to move Jx’ to its quantified formulas while ensuring that subformulas

in F are loosely guarded. The D-Trans process is given as below.

1. The first step transforms F to disjunctive normal form, obtaining

(=Ga(x, y) N A1(xX', %))V
(=Gi(x, y) NAa(x',x)) VvV
(Al(x// X) /\AZ(x,/ X)) \
(=G1(x, y) A =Ga(x, y))

Fi = Vxy3ax’

2. Next applying the Miniscoping rule to F;, moving its existential quan-
tifications Jx” inwards as much as possible, obtaining

(=Ga(x,y) AN IxX"A1(x’, x)) V
(=Gi(x,y) A Ix"Ax(x’, x)) V
Ax’'(A1(x’, x) A Ax(x, x)) VvV
(=Gi(x, y) A =Ga(x, y))

F2 = ny
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3. Applying the CNF rules to F, such that distributing the (loose) guard
=G1(x, y) and =Ga(x, y) in the subformula =Gi(x, y) A =Ga(x, y) to each
rest of formulas in Fj, obtaining a (clique) guarded negation formula F3.
In the immediately subformulas of F3, either Gi(x, y) or Ga(x, y) is the
(clique) guard. The output of this step is omitted.

Suppose N is a normal, unique, globally linear and globally compatible
inter-connected LGQ, clausal set consisting of clauses Cy, . . ., C;,. By the protect
property,each C;inCjy, ..., C, contains a (loose) guard —G;. By the fact that N is
strongly and globally compatible and inter-connected, for all compound terms ¢
in N, var(t) € var(G;). Hence, =G; can be used as a guard for any of clauses in
N. Now suppose F is obtained by applying the Q-Unsko procedure to N. By
applying Steps 1.-2. of the D-Trans process to F, F is reformulated as IxVy(F; v
...V Fy,). There exists FiinFy,...,Fy such that Fjisaconjunction =G1 A ... A
-G, where =Gy, ..., =G, are (loose) guards for Cy, ..., C,, respectively. Then
in Steps 3., by distributing the loose guards in F; to each subformulas in F, each
subformulas in F are (loosely) guarded. Hence, F can be presented as a (clique)

guarded negation formula. By the above discussion, we claim:

Lemma 7.17. Suppose F is the first-order formula obtained by applying the Q-Unsko
procedure to a normal, unique, globally linear and globally compatible LGQ clausal
set N. Then, applying the D-Trans process to F transforms it to a (clique) guarded

negation formula.

We use the notation Q-Rew®®NF to denote the procedure of the saturation-
based rewriting for BCQs in GNF and/or CGNF. Given a union g of BCQs,
a set © of formulas in GNF and/or CGNF, the Q-Rew®®NF procedure back-
translates X U {—q} by the following steps.

1. Apply the Q-Ans®ENF procedure to £ U {—g}, producing an LGQZ, clausal
set N.

2. Apply the Q-Abs procedure to N, obtaining a normal, unique and strongly
compatible LGQZ clausal set Nj.

3. Apply the Q-Rena procedure to N, obtaining a normal, unique, globally
linear and globally compatible LGQZ clausal set N».

4. Apply the Q-Unsko procedure to N>, obtaining a first-order formula F.
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5. Apply the D-Trans process to F, obtaining a (clique) guarded negation
formula F;.

6. Negate F1, obtaining X;.

Now we give a positive answer to Problem 9, as the second main contribu-
tion of this chapter.

Theorem 7.8. Suppose X is a set of formulas in UNF, GNF and/or CGNF, D is a set
of ground atoms and q is a union of BCQs. The Q-Rew®ENF procedure negates the
back-translation of the saturated clausal set of . U {—q}, obtaining a (clique) guarded
negation formula X, such that LU D |= q ifand only if D | L.

Proof. By Theorem 5.4 and Lemmas 7.16-7.17. O



Chapter 8

Related work

Resolution-based decision procedures

The P-Res rule is inspired by the “partial replacement’ strategy in [BG97, BGO1]
and the “partial conclusion’ of the ‘Ordered Hyper-Resolution with Selection’
rule in [GAN99]. The idea of “partial conclusion” is given in [GAN99]. Without
formal proofs and discussions on the integration of the “partial conclusion’
and the resolution framework of [BGO01], [GAN99] claims that its result can be
easily generalised into the framework of [BGO1]. In [BGY97, BG01] the “partial
replacement’ strategy seems to be the idea behind the ‘partial conclusions’.
[BG97, BGO1] give formal proofs to show that the ‘partial replacement’ strat-
egy makes the computation of a selection-based resolution rule (the Res rule)
redundant. However [BG97, BG01, GAN99] do not consider the “partial re-
placement’ strategy as a general resolution rule in the resolution framework
of [BGO1]. This thesis considers the P-Res rule as a core rule for any resolution
system following the framework of [BG01]. We show that this P-Res rule makes
a resolution inference step flexible, as one can choose any subset of the given
side premises with respect to a computation of the Res rule. Moreover we give
detailed explanations and examples to demonstrate applications of the P-Res
rule, and formally prove that the P-Res rule can be used as a core rule to replace
the resolution rules (with the refinement of admissible orderings and selection
functions) in the resolution framework of [BG01].

Inspired by the ‘MAXVAR’ technique in [dNdR03] we devise the top-
variable technique. The ‘'MAXVAR’ technique and the top-variable technique
are also used in [GAN99] and [Z520a], respectively. Although [GAN99] gives

199
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a detailed example to demonstrate how the ‘"MAXVAR’ technique is applied,
it does not give formal procedures to compute the ‘"MAXVAR’ values, formal
proofs, and how the ‘'MAXVAR’ technique is integrated into its inference sys-
tem, instead [GAN99] refers readers to the manuscript of [dNdR03] for details.
[dNdRO3] uses the ‘MAXVAR’ technique to avoid term depth increase in the
resolvents of loosely guarded clauses with nested compound terms allowed.
In [dNdRO03] the ‘MAXVAR’ technique is complicated: one first identifies the
depth of a sequence of variable, and then applies a specially devised unifica-
tion algorithm to find the ‘'MAXVAR'. Furthermore the ‘MAXVAR’ technique
requires the use of non-liftable orderings, which are not compatible with the
framework of [BGO1] (the reasons for using the framework of [BG01] are given
in the next paragraph). As a variation of the ‘"MAXVAR’ technique, the top-
variable technique, devised in [ZS520a], simplifies the procedure of computing
top variables as loosely guarded clauses without nested compound terms are
considered. In particular [Z520a] generalises the top-variable technique to in-
clude query clauses. This top-variable technique uses liftable orderings, so that
it fits into the framework of [BGO1]. However in [Z520a] the pre-conditions of
the top-variable technique, the so-called query pair, cannot be immediately
used in our query answering setting. Improving on [Z520a, GAN99, dNdR03],
this thesis gives an innovative and simple approach, namely the CompT func-
tion, to compute top variables, and encodes the top-variable technique in the
plain PResT function. We formally prove that the top-variable resolution rule
can be used in any saturation-based inference system following the framework
of [BG01, BG98]. Moreover we generalise the premises of the top-variable res-
olution rule to flat clauses and (loosely) guarded clauses (with equality), with
detailed proofs; see Lemmas 4.13, 6.5 and 7.9.

The T-Ref"®® refinement extends the resolution refinement for the guarded
fragment in [dNdRO03, Kaz06, GAN99] and for the loosely guarded fragment
in [dNdRO03, GAN99, Z520a]. Though [Kaz06] does not consider the loosely
guarded fragment, it points out that by its clausification process, the obtained
guarded clauses are strongly compatible, which is an essential property in our
saturation-based rewriting procedures. Nonetheless in [Kaz06] the compati-
bility property is used in analysing complexity of its resolution decision proce-
dure for the guarded fragment. [GAN99] discusses a refinement for the loosely

guarded fragment, but does not give a formal description of the refinement
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or proofs. A detailed refinement for the loosely guarded fragment is given
in [dNdRO03] with formal proofs, however [dNdR03] uses non-liftable order-
ings, which are not compatible with the framework of [BGO1]. The framework
of [BGO1] provides powerful simplification rules and redundancy elimination
techniques, and forms the basis of the most state-of-the-art first-order theorem
provers, such as Spass [WDF*09], Vampire [RV01b] and E [Sch13]. [ZS20a] only
focuses on BCQ answering for the Horn fragment of LGF. This thesis devises
a simple refinement (for examples Algorithms 1 and 14) for the whole of GF
and LGF, extended to handle also BCQs. All these results are reported with
detailed formal proofs.

Overall, we significantly improve and extend previous resolution decision
procedures for GF and LGF in [dNdRO03, Kaz06, GAN99, Z520a]. Most impor-
tantly based on these improved resolution decision procedure, we devise the
tirst practical BCQ answering and saturation-based BCQ rewriting procedures
for whole of GF and LGF.

BCQ answering problem

Existing works consider the BCQ answering problem for Datalog™ [CGL09] and
description logics, such as guarded Datalog™ rules [CGP15, CGL12, CGK13]
and fragments of the description logic ALCHOT [KKZ12, CDGL*07, MRC14,
RA10], respectively.

In knowledge bases a general ontological language is Datalog™* rules, there-
fore devising automated querying procedures for Datalog* is an important
task. A Datalog™ rule is a first-order formula in the form

F = VXy(9(F,7) — F2Y(%, 7)),

where ¢(x, y) and ¢(x, z) are conjunctions of atoms. Although answering BCQs
for Datalog® rules is undecidable [BV81], answering BCQs for the guarded frag-
ment of Datalog™, i.e., guarded Datalog* rules, is 2ExpTime-complete [CGK13].
The above Datalog™ rule F is a guarded Datalog® rule if there exists an atom in
¢(x, y) that contains all free variables of 3zy(x, z). By adopting the definition
of the loosely guarded and the clique guarded fragments to Datalog* rules,
guarded Datalog™ can be extended to loosely guarded Datalog® and clique
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guarded Datalog®, respectively. For example,
Vxyz(Siblings(x, y) A Siblings(y, z) A Siblings(z, x) — Ju(Mother(u, x, y, z)))

is a loosely guarded Datalog® rule. Guarded, loosely guarded and clique
guarded Datalog® can be seen as Horn fragments of GF, LGF and CGF, respec-
tively. Hence, our query answering procedures are also the first practical de-
cision procedures of answering BCQs for these Datalog* rules, thus providing
an alternative BCQ answering procedure to traditional query answering tech-
niques such as the chase algorithm. Note that there are guarded Datalog™ rules
that are not expressible in the guarded fragment (see an example in [BBtC13,
Page 103]), however our Trans®F process can be seen to transform guarded
Datalog™* rules into Horn guarded clauses.

Expressive description logic ALCHOI and it fragments [BHLS17] are
prominent ontological languages in semantic web [Har08]. Query answering
approaches for fragments of ALCHOT have been extensively studied in the
literature; see [KKZ12, CDGL*07, MRC14, RA10, Gli07]. In querying answering
problems one of the key target is transforming a BCQ into knowledge bases;
see the rolling-up technique [Tes01] and the tuple graph technique [CDGL98].
Interestingly the Q-Sep procedure also encodes query clauses to the knowledge
base. By the standard translation, problems in the description logic ALCHOT
canbe translated into guarded formulas (with equality) using unary and binary
predicate symbols. Thus our query answering procedures can also be used as
a practical decision procedure for the BCQ answering for the description logic
ALCHOT and its fragments.

The squid decomposition technique is a useful technique to analyse the com-
plexity for answering BCQs over weakly guarded Datalog* [CGK13]. In squid
decompositions, a BCQ is regarded as a squid-like graph in which branches are
‘tentacles” and variable cycles are ‘heads’. Squid decomposition finds ground
atoms that are complementary in the squid head, and then use ground unit
resolution to eliminate the heads. In contrast, our approach first uses the sepa-
ration rules to cut all “tentacles’, and then uses the top-variable resolution rule to
resolve cycles in “heads’. Our approach produces compact saturations of BCQs
and the targeted guarded fragments which avoids the significant overhead of
grounding, thus yielding a more practical BCQ answering procedure.
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Saturation-based BCQ rewriting problem

Traditional BCQ rewriting settings consider the following problem: given a
union g of BCQs, a set X of ontological languages, and datasets D, can we
produce (function-free) first-order formulas (or Datalog-like rules) X, so that
the problem of the entailment checking D U X |= g is reduced to that of the
model checking of D |= X;. We say that & and q ensure the first-order or
(Datalog) rewritability if *,; can be expressed in (function-free) first-order for-
mulas (or Datalog rules) [CDGL*07]. Problems on the first-order (and Datalog)
rewritability property has been extensively studied for fragments of the descrip-
tion logic [CDGL*07, HLPW18, BABF"10, TW20, TSCS15], and for fragments of
Datalog™* rules [GOP14, CGL12, HLPW18, BBLP18]. However it is known that
BCQ and GF (and its extensions) are not first-order or Datalog rewritable. An-
other interesting saturation-based rewriting approach is [HMS07], in which one
first saturates axioms of the description logic SH I Q, presenting the saturation
as disjunctive Datalog, and then these disjunctive Datalog are handled by tech-
niques of deductive databases . Unlike the first-order (or Datalog) rewritability
and the procedure in [HMS07], our saturation-based BCQ rewriting procedure
focus on back-translating clausal sets to a first-order formula, thus our rewriting

procedures and existing rewriting procedures are incomparable.



Chapter 9
Conclusions

By now we have presented the first practical (saturation-based) decision procedures
for arguably the most advanced first-order decision problems: the Boolean con-
junctive query answering problems for the guarded, the loosely guarded, the clique
guarded, the unary negation, the guarded negation, and the clique guarded negation
fragments, making development of automated decision procedures catch up with
the hunt of decidable fragments (problems) in first-order logic. Along with the
developed query answering procedures, we have provided new saturation-based
Boolean conjunctive query rewriting procedures for the considered guarded frag-
ments. We use saturation to compile the schema and query into a first-order
formula and reduce the problem to entailment checking relative to data.
Using the developed decision procedures, the research questions posed in
Problems 4-9 have been positively answered. To start with, Chapter 4 develops
the resolution-based P-Res and top-variable inference systems, and a query handling
procedure, solving the BCQ answering problem for the guarded fragment. For
the problem of query answering in the loosely and the clique guarded fragments,
Chapter 6 devises novel clausification processes so that these fragments are clausi-
tied to a unified form (viz. the class of loosely guarded clauses), and then revises
the previous top-variable inference system and query handling procedures to tackle
the loose guards. Finally, Chapter 7 solves the query answering problem in the
guarded negation and the clique guarded negation fragments. New clausification
processes are developed to transform these fragments to the class of loosely
guarded clauses with equality. As this clausal class allows equality, we devise
the superposition-based P-Res and top-variable inference systems and redevelop the
previous query handling procedures to accommodate equality, solving the query

204
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answering problem for the guarded negation fragments.

Another line of this thesis is the development of saturation-based BCQ rewrit-
ing procedures. Initially Chapter 5 identifies a refined clausal class (viz. aligned
guarded clauses) obtained by applying our clausifications to the guarded fragment,
formally proves that the query answering procedure for the guarded fragment
provides a decision procedure for this new clausal class, and gives a novel
procedure for back-translating clausal sets in this class to a first-order formula.
Chapter 6 successfully generalises these results to the loosely guarded and the
cliqgue guarded fragments. Chapter 7 further strengthens the previous results
by sharpening the definition of aligned clauses and adding additional transfor-
mations, so that the back-translated first-order formula can be expressed as a
(cligue) guarded negation formula.

By the devised practical decision procedures, this thesis gives the following

contributions.

e Our query answering procedures fill the gap of the absence of resolution-
based (or superposition-based) decision procedures for the clique guarded frag-
ment (with equality), and practical decision procedures for the unary negation,
the guarded negation and the clique guarded negation fragments.

e Our query answering procedures provide practical solutions to real-world
problems. As far as we know, our querying procedures provide the first
practical decision procedures for the loosely guarded, the clique guarded and
the frontier quarded Datalog* rules and the first practical decision procedures
for conjunctive query answering in the guarded, the loosely guarded, the clique
guarded and the frontier guarded Datalog™ rules. Our query answering pro-
cedures also give alternative practical decision procedures for conjunctive query
answering in the expressive description logic ALCHOI and its fragments.

e Our query answering procedures provide the theoretical foundations for
saturation-based ontology-enriched querying in any of the considered guarded
fragments.

e We have devised a series of the novel, robust and modular P-Res and top-
variable inference systems and introduced several new automated reasoning
techniques. These inference systems and techniques provide a powerful a
toolkit for developing practical decision procedures for satisfiability checking,
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conjunctive queries answering and back-translating tasks for other first-order

fragments.

e Our query answering procedures provide the minimal essentials for tun-
ing saturation-based theorem provers as preliminary querying engines, particu-
larly for the considered guarded fragments, thus bridging the gap of the
lack of theoretical foundations for saturation-based querying.

e Our saturation-based query rewriting procedures are well-suited to pro-
vide better explanations of saturation. Our rewriting procedures allow
users to view saturating clausal sets in the form of first-order formulas,
thus giving users explicit information (compared to clauses) on how in-
ferences are computed on the given queries and formulas. Moreover
our approach have the flexibility that they can be combined with other

reasoning methods applied to formulas, obtained by the back-translation.

Future work

Implementation We are confident that our systems provide a solid founda-
tion for practical implementations of decision procedures and query answering
systems for the family of guarded fragment considered. As we use the resolu-
tion and superposition-based framework in [BG01, BG98], any state-of-the-art
saturation-based theorem prover could provide a platform for an implementa-
tion of our procedures. The key novel techniques in this thesis are the separation
rules for query clauses, the P-Res and the top-variable inference systems, and the rules
in the back-translation procedures.

Given a query clause Q, the application of our separation rules to Q consists

of the following three steps:

1. Finding surface literals with respect to Q. Considering literals L in Q as
multisets containing the variable arguments of L, one needs to implement
a multiset ordering for literals in Q, in which the maximal multisets map

to the surface literals with respect to Q.

2. Finding separable subclauses in Q. This requires us to check every pair
of surface literals with respect to Q to see if they satisfy the conditions for

the separation rules.
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3. Separating subclauses C1 and C; of Q. This can be implemented as a form
of structural transformation with the newly introduced predicate symbols
containing only the overlapping variables of C1 and Co.

Suppose the P-Res rule is applied to a main premise C withliterals Ly, ..., L,
selected and side premises Cy, ..., C,. The P-Res resolvent of C and Cy, ..., Cy
can be computed by the following steps.

1. Without deriving resolvents apply the selection-based resolution rule (the
Res rule) to C and Cy, . .., Cp;, computing an mgu ¢’ for C and Cy, ..., Cy,.

2. Unselect the literals L1, ..., L, in C, and then select a subset L1, ..., L,, of
Ly,...,L, withm < n, performing the Res ruleon Cy, ..., Cy and C with
Li,...,L,, selected.

In the application of the top-variable resolution rule, L, . .., L,, are the top-
variable literals, computed by the variable ordering with respect to o’.

3. When the P-Res resolvent is derived, unselect L1, ..., Ly,.

The main techniques in our back-translation procedures are variations of the
term abstraction, the variable renaming and the unskolemisation rules. These rules
are standard rules in eliminating second-order quantifications, as implemented
in the SCAN system [Ohl96]. This provides evidence that implementing our
back-translation procedures is highly feasible.

Practical decision procedures for other problems As the P-Res and the
top-variable systems are formally proved sound and refutationally complete,
our inference systems are widely applicable to other problems in first-order
logic (with equality). It is interesting to exploit the capability of these systems.

It is interesting to push the application of the P-Res rule further. For ex-
ample can we use variations of the P-Res rule to handle transitivity relations?
Particularly one needs to consider how to avoid the increasing number of dis-
tinct variables in the conclusions. Deciding the guarded fragment with transitive
guards can be a good starting point. Although it is known that resolution
decides the guarded fragment with transitive guards [Kaz06, KANO04], it is still in-
teresting to see how our techniques tackle transitivity relations, since handling
of transitivity opens the door for deciding and / or querying a new range of frag-
ments such as the expressive description logic SH I, the modal logics K4, 54 and
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S5 and the monadic guarded two-variable fragment with transitive guards [GPT13].
Other possible fragments are the triguarded fragment [RS18] and the guarded
two-variable fragment with counting quantifiers [Pra07].

Applications Other future work includes implementing and evaluating our
query answering and rewriting procedures on real-world applications such as
the description logic ALCHOIT and the (frontier) guarded Datalog™ rules, since
the number of guarded formulas in the first-order theorem proving benchmark,
the TPTP library [Sut16], is rather small.

Generally one reduces the problem of answering conjunctive queries to that
of answering Boolean conjunctive queries. It would be interesting to investigate
whether our query answering procedures can be adapted to retrieve non-Boolean
answers from databases and knowledge bases.

We envisage that our back-translation methods could benefit the develop-
ment of procedures for computing Craig interpolation and uniform interpola-
tion (when they exist) for guarded negation fragments, but this will of course
need to be investigated.

Final remark Overall, this thesis develops practical decision procedures for
the conjunctive query answering and rewriting problems in a family of the
guarded first-order fragments. The developed inference systems and auto-
mated reasoning techniques provide the basis for potential practical reasoning
tasks in first-order logic (with equality). These procedures also lay the theoretical
foundations for the possibility of developing alternative methods to traditional

database approaches, based on first-order theorem proving methods.
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