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#### Abstract

This thesis presents the first practical Boolean conjunctive query answering and the first saturation-based Boolean conjunctive query rewriting procedures for the guarded fragment and its extensions: the loosely guarded, the clique guarded, the guarded negation and the clique guarded negation fragments. All these fragments are robustly decidable, hence they are exceptionally qualified candidates as logical formalisms. The problems of answering Boolean conjunctive queries in all of these fragments are also decidable, nonetheless it is open whether there exist practical decision procedures for these problems. We close this gap by developing a theoretical framework for practical query answering procedures for all of these fragments, presenting new techniques, new inference systems and new procedures. In particular we devise a partial selection-based resolution rule, based on which we establish new, elegant and powerful saturation-based systems, named the top-variable inference systems. We formally prove the system are sound and refutationally complete for firstorder clausal logic (with equality). Using these systems, we devise the first resolution-based decision procedure for the clique guarded fragment, and the first practical decision procedures for the unary negation, the guarded negation and the clique guarded negation fragments.

Another significant contribution is the presentation of saturation-based rewriting approaches, allowing a new perspective to the topic of query rewriting through the use of powerful automated deduction techniques. Our rewriting procedures guarantee successful back-translation from the clausal sets, derived with our query answering procedures, to a first-order formula. In general the back-translation problem is undecidable and often fails, nonetheless by our rules, this problem is solvable for Boolean conjunctive queries for all the considered guarded fragments. For practicality we use a saturation-based approach as the basis, so that all the procedures are well-primed for implementation in state-of-the-art modern first-order theorem provers in the future.
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## Chapter 1

## Introduction

Developing automated querying procedures is an indispensable, yet challenging task in modern information systems. On the abstract level in these systems, rules and queries are commonly formalised as first-order formulas, hence the querying problem is indeed a reasoning task in first-order logic. In particular a querying procedure should be sound, complete and practical. Due to undecidability of first-order logic [Chu36, Tur36], ideally one wants to use decidable and computationally well-behaved fragments of first-order logic as a basis for querying tasks. In this thesis, we devise the first practical decision procedures for querying in arguably the most pioneering and robustly decidable fragments of first-order logic, namely a family of the guarded first-order fragments; see [ANvB98, Grä99a, Mar07, tCS13, BtCS15].

Why the guarded first-order fragments? In mathematical logic, a fundamental problem is checking whether an arbitrary first-order formula is satisfiable. In 1928 this problem was formalised as the Entscheidungsproblem [HA28, Page 77], literally meaning 'decision problem'. The first groundbreaking result is Gödel's Incomplete Theorem [Göd30, Göd31], techniques of which inspired Church and Turing to independently prove that first-order logic is undecidable [Chu36, Tur36]. Despite the negative effect of the Church-Turing thesis, the decision problem retains its vitality, being revised as a classification problem posing the question: in first-order logic, which fragments are decidable and which are not?

As early as 1915, first-order logic with unary predicate symbols was proved decidable, but not with binary predicate symbols [Löw15]. This result was then
strengthened to three binary predicate symbols [Her31] and subsequently one binary predicate symbol [Kal37]. At the same period the prefix quantifier classes, of which quantifiers only occur at the outermost of formulas, are progressively discovered. Among others the Bernays-Schönfinkel class [BS28], the Ackermann class [Ack28] and the Gödel class [Göd32, Kal33, Sch34] were found to be decidable as well as many undecidable classes were identified [Gur65, Gur68, Gol84, GL75, Sur59]. By the early 1980s the classification task was by and large complete; see [DG79, BGG97, Lew79] for a comprehensive treatment and [Grä03] for a succinct discussion.

However from a practical perspective, the prefix quantifier classes are not suitable for computational purposes for lack of good model-theoretic properties. In contrast to the prefix quantifier classes, propositional modal logic [Pop94, BRV01a], because of its well-behaved model-theoretic properties [BvB07] and robust decidability [Var96], has been applied to various areas of computer science such as program verification [Pra80, CES86, Seg82], databases [dCCF82, Mar88, Fit00], artificial intelligence [BLMS94, MH69] and multi-agents systems [Lia03, HF89]; see also [BvBW07, Part 4]. Therefore, the possibility of first-order generalisation of modal logic was spotlighted.

The two-variable fragment of first-order logic [vB91, Gab81] can be seen as a first-order generalisation of modal logic, which has been proved to be decidable by reducing the decision problem of it to that of the Gödel class; see [Sco62]. Though the Gödel class with equality is undecidable [Gol84], the two-variable fragment with equality is decidable [Mor75]. Nevertheless, the decidability result of two-variable fragment is not as robust as that of modal logic, since with common properties such as transitivity the two-variable fragment becomes highly undecidable; see [GO99, GKV97, GOR99].

Eventually attention shifted to the guarded fragment [vB97, ANvB98]. Unlike all of the aforementioned decidable fragments, the guarded fragment is decidable [ANvB98], it has the tree model property and the finite model property like modal logic, and is thus robustly decidable [Grä99b]. Due to these hoped-for properties, the guarded fragment has been considered with numerous extensions: the guarded fragment with either functionality, or with counting quantifiers or with transitivity axioms is undecidable [Grä99b] but the guarded fragment with transitive guards, viz. the transitive predicate symbols appear only in the guard positions, is decidable [ST04]. The guarded fragment has also been
merged with characterisations the two-variable fragment: the combination of the guarded fragment and the two-variable fragment is decidable [Kaz06], the triguarded fragment extending both the guarded and the two-variable fragments is decidable [RS18], the two-variable guarded fragment with transitive relations is undecidable [GMV99] and the guarded two-variable fragment with counting quantifiers is decidable [Pra07].

By relaxing the condition of the 'guard' literals, the guarded fragment extends to the loosely guarded fragment (the pairwise guarded fragment) [vB97] and the clique guarded fragment [Grä99a], which is also called the packed fragment [Mar07]. These fragments are called the guarded quantification fragments since the distinguishing 'guardedness' pattern is in quantified formulas of these fragments. If the 'guardedness' restriction is applied to the negated formulas, then one obtains the guarded negation fragments, consisting of the unary negation fragment [tCS13] and its extensions: the guarded negation and the clique guarded negation fragments [BtCS15]. All these guarded fragments are robustly decidable and they enjoy well-behaved computational properties; see also [Grä99b, BBtC18, HM02, BtCO12, BBtC13]. Further details on these guarded fragments are presented in

## Section 2.1.

In real-world applications, multiple restricted forms of the aforementioned guarded fragments have been used as logical formalism in several areas of computer science. In knowledge representation and semantics web expressive description logic $\mathcal{A} \mathcal{L C H O I}$ and its fragments [BHLS17, BN07, CG07], which can be viewed as guarded fragments with unary and binary predicate symbols, are successfully applied to diverse areas such as medical informatics and natural language processing; see [HPMW07, Part III] and [HPvH03]. In the past twelve years, Datalog ${ }^{ \pm}$, an extension of Datalog [CGT89], has been developed as an expressive ontological language for querying purposes; see [CGL09, CGL ${ }^{+} 10$, CGL12]. In Datalog ${ }^{ \pm}$rules, the linear, the guarded and the frontier guarded Datalog ${ }^{ \pm}$rules are pinpointed for having nice computational properties as these rules are Horn fragments of the guarded negation fragment; see [BLMS11, BtCO12, GRS14]. Datalog ${ }^{ \pm}$is also investigated in connection with existential rules and tuple-generating dependency.

These facts motivated us to develop practical decision procedures for satisfiability checking and querying for these guarded fragments.

Why the saturation-based procedures? Given an arbitrary problem, can one solve it by formalising the problem and then applying mechanical computations to the formalised axioms? This vision can be traced back to the calculus ratiocinator by Leibniz. After about three centuries this vision is eventually realised in the availability of automated theorem provers. Using mathematical logic as foundation, automated theorem provers productively build proofs for a given problem. Unlike model-theoretic procedures, automated provers are rooted in the proof-theoretic tradition, empowering machines to automatically or interactively solve problems, given as sets of formulas.

An important landmark in the development of automated provers is Robinson [Rob65a], inventing the combined use of unification and the resolution principle. In the same year many efficient and elegant techniques such as the hyperresolution rule [Rob65b] and the set-of-support strategy [WRC65] were created. Until now for many practical reasoning tasks the area has flourished with diverse advanced methods such as the tableaux methods [Häh01], the inverse method [DV01b], the resolution calculus [BG01], the paramodulation calculus [GR69] the superposition calculus [BG98] and the sequent calculus [DV01a] being developed. Among these techniques resolution and superposition are the core to saturation-based inference systems, on which state-of-the-art firstorder automated theorem provers such as E [Sch13], Vampire [RV01b] and Spass [WDF $\left.{ }^{+} 09\right]$ are built. The foundation to these saturation-based provers are the powerful resolution and superposition-based frameworks of [BG01, BG98]. Currently automated theorem proving have been broadly applied to real-world applications such as problem solving [FN71, Gre69], software engineering [Sch01], verification [Har08, CRSS94, Moo10] and assisting mathematical proofs [NS56]; see also [Sut] and also [NML ${ }^{+} 19$ ] for a survey of theorem provers.

In the seminal work of [Joy76] resolution is used as a basis for decision procedures for several prefix quantifier classes. About 1990 the development of resolution-based (and superposition-based) decision procedures outbursts fruitful results for decidable classes of first-order clauses; see [HS99, FLTZ93, FLHT01] for comprehensive treatments and also [GHS02, SH00, dN00, BGW93]. Due to the many successful applications of modal logic and its close cousin description logic to computer science, practical resolution-based decision procedures have been developed for these logics; see [Hus99, AdRdN01, AdNdR99, FLHT01] for both modal logics and description logics; see also [Mot06, KM08,

HMS08, Kaz06] for description logics and [HdNS00, Sch96, GHMS98, Sch98, Sch99, SH13, ZHD09, NDH19] for modal logics.

After 2000 attention gradually turned to developing practical decision procedures for the first-order generalisations of modal logic. Resolution-based procedures have been devised for the two-variable fragment with equality [dNP01] and a restricted form of the guarded fragment, viz. GF1- and its extensions [GHS03]. As for the guarded fragments we are interested in this thesis, resolution-based decision procedures have been devised for the guarded fragment [dNdR03, Kaz06], the loosely guarded fragment [dNdR03, ZS20a], the guarded fragment with equality [GdN99, Kaz06] and the loosely guarded fragment with equality [GdN99]; see also [KdN04] and [Kaz06] for investigation on deciding the guarded fragment with transitive guards and transitive and compositional guards, respectively. The tableau-based decision procedures were also developed for GF1- [LST99], the guarded fragment [Hla02] and the clique guarded fragment with equality [HT01]. At that time the development of practical decision procedures kept up with the hunt of new decidable first-order fragment. At present there exist however no practical decision procedures for the newly discovered unary negation, the guarded negation and the clique guarded negation fragments, not to mention the absence of practical decision procedures for querying in the guarded, the loosely guarded, the clique guarded, the unary negation, the guarded negation and the clique guarded negation fragments. This thesis aims to close this gap. Our methods are based on the resolution and superposition situated in the saturation-based frameworks of [BG01, BG98].

Why the targeted querying problems? Conjunctive queries [AHV95, Ull89], corresponding to select-project-join queries in relation algebras, enjoy prominent presence in the areas of database and knowledge presentation. Boolean conjunctive queries (BCQs), also known as positive existential queries, are conjunctive queries without answer variables (free variables). The problem of answering conjunctive queries is generally understood as that of answering BCQs, since by instantiating the answer variables in conjunctive queries with constants in the database, the problem of conjunctive query answering can be reduced to that of BCQ answering in polynomial time. More importantly, vital problems such as query evaluation [CM77], query containment [CM77], constraint-satisfaction problems [KV00] and homomorphism problems [Var00], can be recast as BCQ
answering problems.
Ontology-mediated querying, also called ontology-based data access (OBDA), is widely regarded as a key component of next generation information systems; see $\left[\mathrm{PLC}^{+} 08, \mathrm{CDGL}^{+} 07, \mathrm{DFK}^{+} 08, \mathrm{HMA}^{+} 08\right]$ for its origins. Given (possibly incomplete) data D of multiple (possibly heterogeneous) databases and a query $q$, an OBDA system defines a global conceptual schema (i.e. a knowledge base or an ontology) $\Sigma$ from the databases, so that with a new query $\Sigma_{q}$ compiled from $\Sigma$ and $q$, the problem of checking $q$ over multi-schemas and cross-datatypes databases is reduced to a model checking problem $\mathrm{D} \vDash \Sigma_{q}$, which can be solved by highly-efficient SQL, Datalog or other database engines. OBDA systems are
 query rewriting techniques with the ontologies generally expressible in the considered guarded fragments are [GOP14, AOS18, BBGP21] for guarded Datalog ${ }^{ \pm}$ and [CTS11, PHM09, CGL+07] for description logics. See [XCK ${ }^{+}$18, Kog12] for surveys on OBDA techniques and systems; [KRZ13] gives a tutorial on OBDA.

Unfortunately with arbitrary formulas $\Sigma$ in any of the guarded fragment and its extensions, a union $q$ of BCQs and datasets D , there may not exist a firstorder formula (or a Datalog rule) $\Sigma_{q}$ such that the entailment checking problem $\Sigma \cup \mathrm{D} \mid=q$ can be reduced to a model checking problem $\mathrm{D} \mid=\Sigma_{q}$. [BBGP21] gives a counter-example (Example 2.2) for the case of guarded Datalog. In this case $\Sigma$ and $q$ are said to be not first-order (Datalog) rewritable [CDGL ${ }^{+} 07$ ]. For recent techniques and results on the first-order and the Datalog rewritings, the papers [BKK ${ }^{+} 18$, HLPW18, TW21, KNG16, FKL19, AOS20] may be consulted.

Due to the negative result of first-order rewritability for the guarded fragment and its extensions, we propose novel settings of saturation-based BCQ answering and rewriting for the considered guarded fragments. The following two scenarios show the benefit of using saturation-based approaches for solving BCQ answering problems: deciding the entailment $\Sigma \cup \mathrm{D} \vDash q$ or equivalently checking unsatisfiability of $\{\neg q\} \cup \Sigma \cup D$ with $\Sigma$ formulas in any of the considered guarded fragments, $q$ a union of BCQs and $D$ databases.

1. Suppose $\Sigma$ is fixed and $N_{1}$ is computed as the saturation of $\Sigma$. With constantly updated $q$ and $\mathrm{D}, N_{1}$ can be reused in saturating $\{\neg q\} \cup N_{1} \cup \mathrm{D}$ to avoid repeated inference steps in saturating $N_{1}$, thus accelerating the querying processes.
2. Suppose both $\Sigma$ and $q$ are fixed. Different to the case of Scenario 1., here
it makes sense to pre-saturate $\{\neg q\} \cup \Sigma$. If $N_{2}$ is this pre-saturation, then regardless as to whether adding, deleting or updating datasets $\mathrm{D}, N_{2}$ can be reused to prevent recomputing numerously inferences unnecessarily in checking the satisfiability of $N_{2} \cup \mathrm{D}$.

Next we motivate the our saturation-based BCQ rewriting problem. Suppose $N_{3}$ is a clausal set produced by saturating $\{\neg q\} \cup \Sigma$. We propose an attempt to back-translate (and then negate) $N_{3}$ into a first-order formula $F$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash F . F$ is then a first-order formula or even a (clique) guarded formula that gives user an explicit view of the querying process. The saturation-based rewritings have potential to be useful for query explanation. Most importantly devising the back-translation procedures is interesting and challenging in its own right, as in general it is an undecidable problem and often fails.

The problem of BCQ answering for ontologies is traditionally handled by database techniques such as the chase algorithm [ABU79, MMS79] (also known as materialisation), and the forward and backward chaining techniques [RN20, Chapter 7]. Versatile as automated theorem provers are, they have insufficiently used as query engines. Hence, we are interested to see how automated reasoning techniques handle BCQ answering and rewriting problems, especially how saturation-based decision procedures can be developed to solve conventional querying problems.

## Challenges

The focuses of the thesis are the following two problems.
i. BCQ answering: Given a set $\Sigma$ of first-order formulas in any of the considered guarded fragments, a dataset D and a union $q$ of BCQs, we determine whether $\Sigma \cup \mathrm{D} \mid=q$, viz. test if $\{\neg q\} \cup \Sigma \cup \mathrm{D}$ is unsatisfiable.
ii. Saturation-based BCQ rewriting: As the saturation-based frameworks are based on first-order clauses, saturations $\{\neg q\} \cup \Sigma \cup$ D represented as clausal sets. The second problem we are interested in is the saturation of the set $\{\neg q\} \cup \Sigma$ and its back-translation into a first-order formula $\Sigma_{q}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$.

Problems i. and ii. are formally defined in Section 2.2.

To use saturation-based methods to address i. and ii. the first and foremost task is devising saturation-based inference systems that are sound and refutationally complete. The next main task is to develop refinements to ensure termination on all input problems. As our procedures are in line with either resolution [BG01] or superposition-based framework of [BG98], for termination the following properties must hold.

1. The depth, viz. the nesting number of compound terms, of any derived clauses is finitely bounded.
2. The width, viz. the number of distinct variables, in any derived clause, is finitely bounded.
3. In any derivation the number of symbols in the signature is finitely bounded.

In a saturation-based derivation, Properties 1.-3. can be ensured if the conclusions are no deeper and no wider than at least one of its premises and only finitely many signature symbols are needed. Property 2. above assumes that clauses are condensed [NW01] and are identical modulo variable renaming.

For conciseness we use the notations BCQ and FOL to represent the Boolean conjunctive query and first-order logic, respectively, and use $\mathrm{BCQ}_{\approx}$ and $\mathrm{FOL}_{\approx}$ to denote $B C Q$ with equality and $F O L$ with equality, respectively. Further we use the notations GF, LGF, CGF, UNF, GNF and CGNF to denote the guarded, the loosely guarded, the clique guarded, the unary negation, the guarded negation and the clique guarded negation fragments, respectively. In general when we say BCQ, we mean BCQ when the querying fragments are one of the guarded quantification fragments (as equality is not allowed), otherwise we mean $B C Q_{\approx}$. Note that UNF is a special case of GNF with only equality literals as the 'guard' literals, therefore all results established for GNF immediately hold for UNF. Hence this thesis does not particularly discuss the querying procedures for UNF. All the aforementioned fragments are surveyed in Section 2.1.

To solve the two main problems i. and ii. of interest the following challenges need to be tackled.

1) Devising saturation-based decision procedures for checking satisfiability of GF, LGF, CGF, GNF and/or CGNF.
2) Handling BCQs with the presence of GF, LGF, CGF, GNF and/or CGNF.
3) Finely combining the procedures for 1) and 2) to solve $B C Q$ answering for GF, LGF, CGF, GNF and/or CGNF.
4) Back-translating the clausal sets obtained by the procedures developed in 3) to a first-order formula, thereby obtaining saturation-based BCQ rewriting procedures for GF, LGF, CGF, GNF and / or CGNF.

We separately discuss how Challenges 1)-4) have been tackled in this thesis.

Deciding the guarded first-order fragments The first challenge is developing saturation-based decision procedures for the considered guarded fragments. For each fragment it requires us to address three tasks, namely devising a clausification process, developing a saturation-based inference system and proving a termination result.

We first develop the clausification processes for BCQs and the considered guarded fragments. For GF and LGF we devise the clausification process Trans ${ }^{\mathbf{G F}}$, transforming formulas into guarded and loosely guarded clauses (LG clauses), respectively. By rigorously investigating the guardedness patterns in CGF, GNF and CGNF, we devise three innovative clausification processes, namely the Trans ${ }^{\mathbf{C G F}}$, the Trans ${ }^{\mathrm{GNF}}$ and the Trans ${ }^{\mathbf{C G N F}}$ processes, so that CGF, GNF and CGNF are transformed to LG clauses, guarded clauses with equality and query clauses with equality $\left(G Q_{\approx}\right.$ clauses) and loosely guarded clauses with equality and query clauses with equality ( $L G Q_{\approx}$ clauses), respectively. Our clausification transforms a union of BCQs to query clauses and query clauses with equality $\left(Q_{\approx}\right.$ clauses). The class of $\mathrm{LGQ}_{\approx}$ clauses can be seen as the combination of loosely guarded clauses with equality ( $L G_{\approx}$ clauses) and $Q_{\approx}$ clauses. Figure 1.1 summaries the way that the formulas from different guarded fragments and BCQs are transformed into their respective types of clauses.

Next, we devise the saturation-based inference systems in accordance with either the resolution-based framework of [BG97, BG01] or the superpositionbased framework of [BG98]. Our inference systems aim to decide satisfiability of the classes of guarded, $L G, G Q_{\approx}$ and $L G Q_{\approx}$ clauses associated with the targeted fragments. Unlike conventional saturation-based systems (such as the Satu and Satu $\mathbf{N a}_{\text {systems presented in Section 3.4), our inference systems make use }}$ of two innovative techniques: the partial selection-based resolution rule (the $\boldsymbol{P}$-Res rule) and the top-variable resolution refinement.

1. The P-Res rule is critical to our systems. Whenever the standard selectionbased ordered resolution rule (the Res rule) is applicable to a clause $C$ (as the main premise) and clauses $C_{1}, \ldots, C_{n}$ (as the side premises), one


Figure 1.1: The relationship of the targeted fragments, the customised clausification processes and the obtained clausal classes
can apply the P-Res rule to $C$ (as the main premise) and a subset of $C_{1}, \ldots, C_{n}$ (as the side premises) instead. With the same main premise as the Res rule, a P-Res inference step allows any subset of the Res side premises to be its side premises, thus gives us the flexibility to derive only the desirable P-Res resolvents from all the possible P-Res resolvents.

Given any sound and refutationally complete saturation-based resolution inference system, its resolution rule can be safely replaced by the $\mathbf{P}$-Res rule. In this thesis we develop the $\boldsymbol{P}$-Res inference systems $\mathbf{I n f}$ and $\mathbf{I n f}_{\approx}$, for first-order clausal logic without and with equality, respectively.
2. For the $\mathbf{P}$-Res rule, we devise the top-variable resolution refinement so that in an P-Res inference step the chosen Res side premises contain the potentially deepest terms. For the considered clausal classes, this refinement effectively avoids term depth increase in the P-Res resolvents, ideally satisfying Property 1. crucial for having termination.
Based on the top-variable refinement, we define the T-Ref ${ }^{\mathbf{G Q}}$, the $\mathbf{T}$ $\operatorname{Ref}^{\mathrm{LGQ}}$ and the $\mathbf{T}-\operatorname{Ref}_{\approx}{\underset{\sim}{L G Q}}_{\sim}$ refinements. These refinements and the P-Res inference systems provide the basis for the top-variable resolution systems T-Inf ${ }^{\text {GQ }}, \mathbf{T - I n f}{ }^{\text {LGQ }}$ and the top-variable superposition system $\mathbf{T}-\mathbf{I n f}_{\approx} \mathbf{L G Q}_{\sim}$ we devise. All are proved sound and refutationally complete for first-order


Figure 1.2: The relationship of the newly devised inference systems and the related clausal classes
clausal logic (with equality). Figure 1.2 describes the relationship of the $\mathbf{P}$ Res systems, the top-variable-based refinements (and the sections when they are presented), the top-variable inference systems and the relevant clausal classes.

The $\mathbf{P}$-Res rule and the top-variable technique are presented in Sections 4.2 and 4.3 , respectively. The inference systems presented in this thesis are exhibited in Figure 1.3 with the sections where they can be found.

The last task is proving that for the aforementioned guarded clausal classes, the top-variable inference systems are guaranteed to terminate. With termination established, these systems provide decision procedures for our guarded clausal classes due to the fact that these systems are sound and refutationally complete for first-order clausal logic (with equality). We formally prove application of the T-Inf ${ }^{\text {GQ }}, \mathbf{T}-$ Inf $^{\text {LGQ }}$ and the $\mathbf{T - I n f} \tilde{\sim}^{\text {LGQ }}{ }^{2}$ systems, respectively, to classes of guarded, $L G$ and $L G \approx$ clauses derive only guarded, $L G$ and $L G \approx$ clauses with bounded width. Hence the T-Inf ${ }^{G Q}$, T-Inf ${ }^{L G Q}$ and the T-Inf ${\underset{\sim}{\approx}}^{L G Q_{\sim}}$ systems decide satisfiability of the guarded, $L G$ and $L G \approx$ clauses classes, respectively.

|  | resolution-based (for FOL) | superposition-based (for FOL ) |
| :---: | :---: | :---: |
| basic inference systems | Satu (Section 3.4) | Satu $\approx($ Section 3.4) |
| the $\mathbf{P}$-Res inference systems | Inf (Section 4.2) | $\mathbf{I n f}_{\approx}($ Section 7.2) |
| the top-variable inference systems | $\begin{gathered} \text { T-Inf }{ }^{\mathrm{GQ}}(\text { Section } 4.3) \\ \text { T-Inf } \\ (\text { Section 6.2 } \end{gathered}$ | T-Inf ${ }_{\sim}^{\text {LGQ }}{ }_{\sim}($ Section 7.2) |

Figure 1.3: A classification of the provided inference systems

Roughly speaking in our top-variable refinements, we adopt the principle that the eligible literals in a clause are the deepest and the widest literals, one of which is the key to ensure termination. Sections 4.4,6.3 and 7.3 present how satisfiability of the guarded, $L G$ and $L G \approx$ clausal classes are can be decided.

Handling BCQs The second main challenge is the handling of the given union of BCQs. In the previously discussed clausification processes, a union of BCQs is transformed to query clauses and $Q_{\approx}$ clauses (i.e., query clauses with equality). In the conclusions of query and $Q_{\approx}$ clauses, one needs to ensure that no unbounded depth or width increase occurs. For this goal we introduce new techniques, concisely discussed as follows.
I. For $Q_{\approx}$ clauses with inequality literals occurring we use the equality resolution rule (the E-Res rule). By the carefully devised superposition refinement, it is ensured that in our inference systems only the E-Res rule is applicable to $Q_{\approx}$ clauses, so that applying rules in the top-variable systems to $Q_{\approx}$ clauses solely derives $Q_{\approx}$ clauses and query clauses.
II. In query clauses occurrences of variables are unrestricted, thus analysing the conclusions of these clauses is difficult. To dissect variables in query clauses, we create two novel separation rules and a goal-oriented query separation procedure (the Q-Sep procedure). The Q-Sep procedure is crucial to control the computations of inferences on query clauses. By this procedure, a query clause $Q$ is replaced by an equisatisfiable set $N$ of less wide inseparable query clauses and Horn guarded clauses (HG clauses).

By our definitions the inseparable query clauses are formally defined as indecomposable chained-only query clauses (indecomposable CO clauses), which enjoy a key property: in these query clause each variable 'chains' at least two distinct literals.
III. We use the top-variable resolution rule to compute the conclusions of indecomposable CO clauses with in the presence of guarded, $L G$ and $L G_{\approx}$ clauses. In this resolution computation, an indecomposable CO clause is the main premise and guarded clauses (respectively LG and $\mathrm{LG} \approx$ clauses) are the side premises. By the top-variable technique, the derived top-variable resolvent is guaranteed to be no deeper than at least one of its premises. However, the resolvent can be wider than all of its premises.


Figure 1.4: Handling query clauses in the presence of studied clausal classes
IV. For the top-variable resolvents $R$ of indecomposable CO clauses in the presence of guarded, $L G$ and $L G_{\approx \text { clauses, we devise a sophisticated form of }}$ structural transformation (the T-Trans rule) so that $R$ is transformed into an equisatisfiable set $N$ of query clauses and guarded, $L G$ and $L G_{\approx}$ clauses, respectively. In particular in $N$ each clause is no wider than at least one of its top-variable premises. The derived query clauses are coped with by the Q-Sep procedure, and the derived guarded, $L G$ and $L G \approx$ clauses are handled by their respective top-variable inference systems.

The results of I.-II. are presented in Sections 7.3 and 4.5, respectively. For guarded, $L G$ and $L G \approx$ clauses, the rest of results are discussed in Sections 4.5, 6.3 and 7.3 , respectively. Figure 1.4 is a flow chart of the query handling procedure presented in II.-IV.

Devising BCQ answering procedures With the query handling procedures and the decision procedures for the targeted guarded fragments created, the next main challenge is to properly amalgamate these procedures, give us the sought decision procedures for answering BCQs in the targeted guarded fragments.

Integrating the query handling processes into saturation-based systems poses new challenges. Once two procedures are combined, new predicate symbols (introduced in handling queries) occur in the saturation, hence for the termination results we need to ensure only finitely many of these symbols are introduced. We formally prove that if we reuse the existing introduced predicate symbols to define clauses that are identical modulo variable renaming, in the saturation only finitely many new predicate symbols are required. This result is based on the facts that newly introduced clauses have a bounded number


Figure 1.5: The saturation-based query answering procedure
of variables, and these clauses are composed of the signature symbols before saturation processes.

The next task considers the inference steps in the saturation for query clauses and $Q_{\approx}$ clauses. As said above, for $Q_{\approx}$ clauses we devise superposition refinement so that only the E-Res rule is applicable to these clauses. In query clauses only the indecomposable CO clauses derives conclusions, therefore for these clauses we devise an appropriate resolution refinement, so that it is guaranteed that only the top-variable resolution rule is applicable to the indecomposable CO clause with itself being the main premise and guarded clauses (LG and $L G \approx$ clauses thereof) being the side premises.

The final task requires us to formally present the query answering procedures in the saturation-based framework. Though our procedures do not rely on a particular form of saturation processes, we devise the query answering procedures in accordance with the given-clause algorithm in [Wei01, MW97], since this algorithm has been implemented as a basis for modern first-order theorem provers such as Spass [WDF ${ }^{+} 09$ ], Vampire [RV01b] and E [Sch13]. This choice ensures the implementation of our procedures is practical and approachable.

Suppose $\Sigma$ are formulas in one of our guarded fragments, $q$ is a union of BCQs and D is a set of ground atoms. To check whether $\Sigma \cup \mathrm{D} \vDash q$, we transform $\{\neg q\} \cup \Sigma \cup D$ to a clausal set $N$. If $N$ is unsatisfiable, then it is the case that $\Sigma \cup \mathrm{D} \vDash q$, otherwise $\Sigma \cup \mathrm{D} \not \vDash q$. Figure 1.5 illustrates our decision procedures for answering $q$ in $\Sigma$ and D . The decision procedures for answering BCQs for GF (the $\boldsymbol{Q}-A n \boldsymbol{s}^{\mathbf{G F}}$ procedure), LGF/CGF (the $\boldsymbol{Q}-A n \boldsymbol{s}^{\text {CGF }}$ procedure) and GNF/CGNF (the $\boldsymbol{Q}-$ Ans $^{\text {CGNF }}$ procedure) are presented in Sections 4.6, 6.4 and 7.4, respectively.

Devising saturation-based BCQ rewriting procedures Finally we address Challenge 4): back-translating the clausal set, produced by the previous BCQ answering procedures, to a first-order formula. The target of Challenge 4) is stronger than that of main problem ii. since this challenge aims to back-translate a derivation, not necessarily a saturation.

For the considered guarded clausal classes the back-translation task is not straightforward. For example it is impossible to back-translate the guarded clause $\neg G(x, y) \vee A_{1}(f(x, y)) \vee A_{1}(f(y, x))$ to a first-order formula, due to the co-occurrences of the compound terms $f(x, y)$ and $f(y, x)$. In fact a clausal set $N$ can be successfully back-translated to a first-order formula if $N$ is normal, unique, globally consistent and globally linear [Eng96]. Based on the these prerequisites we devise our back-translation procedures. To avoid ambiguity the word compatible is used to replace the word consistent.

By investigating the applications of our clausification processes to GF, LGF, CGF, GNF and CGNF, we realise from these fragments the clausal classes have a nice property, viz. the strong compatibility property, which requires that the argument lists of all compound terms on one clause are identical. These clauses are the aligned clauses. To be specific the problem of answering BCQs for GF, for LGF/CGF and for GNF / CGNF is reduced to deciding satisfiability of the class of query clauses and aligned guarded clauses ( $G Q^{-}$clauses, consisting of query clauses and $G^{-}$clauses), of query clauses and aligned loosely guarded clauses (LGQ clauses, consisting of query clauses and $L G^{-}$clauses) and of query clauses with equality and aligned loosely guarded clauses with equality ( $L G Q_{\approx}^{-}$clauses, consisting of $Q_{\approx}$ clauses and $L G_{\approx}^{-}$clauses), respectively.

Next, we formally prove that our query answering procedures as well decide satisfiability of the classes of $\mathrm{GQ}^{-}, \mathrm{LGQ}^{-}$and $\mathrm{LGQ}_{\approx}^{-}$clauses. Notably these


Figure 1.6: The back-translation procedure
clausal classes are each closed under the application of these query answering procedures. To back-translate $\mathrm{GQ}^{-}, \mathrm{LGQ}^{-}$and/or $\mathrm{LGQ}_{\approx}^{-}$clausal sets to a first-order formula, one first needs to transform these clausal sets into logically equivalent normal, unique, globally compatible and globally linear clausal sets. Based on the term abstraction and variable renaming rules in [Eng96, GSS08a], we devise customised rules (the constant and variable abstraction procedure (the Q-Abs procedure) and the variable renaming procedure (the Q-Rena procedure)), so that $\mathrm{GQ}^{-}, \mathrm{LGQ}^{-}$and/or $\mathrm{LGQ}_{\approx}^{-}$clausal sets are ensured to be transformed into a clausal set $N$ satisfying the mentioned pre-requisites for successful backtranslation. By our customised unskolemisation procedure (the Q-Unsko procedure), $N$ is ensured to be unskolemised into a first-order formula. Unlike the classes of $\mathrm{GQ}^{-}$and $\mathrm{LGQ}^{-}$clauses, the $\mathrm{LGQ}_{\approx}^{-}$clausal class is defined with the protect property, so that by a special transformation (the D-Trans procedure), the first-order formula $F$ (back-translated from an LGQ $_{\approx}^{-}$clausal set) is reformulated as a clique guarded negation formula. The back-translation of $\mathrm{GQ}^{-}$and $\mathrm{LGQ}^{-}$ clauses is not ensured to be reformed as formulas in GF, LGF and/or CGF, due to the fact that our back-translation procedures may introduce equality, which is not allowed in GF, LGF and / or CGF. Figure 1.6 describes the back-translation procedures for the targeted aligned clausal classes.

The decision procedures for the saturation-based $B C Q$ rewriting for $G F$ (the $Q$ Rew $^{G F}$ procedure), LGF/CGF (the Q-Rew ${ }^{\text {CGF }}$ procedure) and GNF/CGNF (the


Figure 1.7: The saturation-based query rewriting procedure

Q-Rew ${ }^{\text {CGNF }}$ procedure) are presented in Chapter 5, Sections 6.4 and 7.4 , respectively. Figure 1.7 gives a complete view of the saturation-based query rewriting procedures with $q$ a union of BCQs and $\Sigma$ formulas in the fragments considered in this thesis.

Figure 1.8 on the next page summarises the relationships between the studied guarded fragments, queries, and clausal classes, in which an upper node is strictly more expressive than the adjacent one below it.

## Contributions

The main contributions of thesis are:

1. We give the first resolution-based decision procedure for CGF, and the first practical decision procedures for UNF, GNF and/or CGNF.
2. We devise the first practical decision procedures for answering BCQs for GF, LGF, CGF, UNF, GNF and/or CGNF. These procedures provide practical solutions to arguably the most difficult decision problems currently open in first-order logic (with equality).
3. We develop the first practical decision procedures for saturation-based $B C Q$ rewriting in GF, LGF, CGF, UNF, GNF and/or CGNF. In general backtranslating a clausal set to a first-order formula is an undecidable problem and often fails, however by our clausification processes, saturation procedures and back-translation techniques, for the clausal classes we define it is ensures that the clausal sets can be back-translated to a first-order formula. The clausal sets of GNF and CGNF are even ensured to be back-translated to a (clique) guarded negation formula. These are interesting results.
4. We devise innovative and elegant $\boldsymbol{P}$-Res inference systems and top-variable inference systems. These systems are robust as they are formally proved to be sound and refutationally complete for general first-order clausal logic (with equality), not just our clausal classes. These systems are well-prepared to provide good foundations of practical decision procedures for checking satisfiability for function-free fragments of first-order logic (with equality). With suitable clausification processes, the top-variable technique guarantees to avoid term depth increase in the conclusions (although in general this

Figure 1.8: Relationships between the studied clausal classes and fragments
technique does not guarantee that the conclusions is no wider than its premises).
5. We devise original automated reasoning techniques that may advance the development of saturation-based theorem proving. The techniques include but are not limited to the customised separation rules and goal-oriented query handling procedures, the novel clausification processes, and the back-translation rules and procedures.
6. Our inference systems are modular. For any of our inference systems, by either removing some refinement or adding a new refinement (satisfying the minimal requirements of admissible orderings and selection functions), the system remains sound and refutationally complete for first-order clausal logic (with equality). In addition simplification rules and redundant elimination techniques (compatible with the saturation framework of [BG01]) are freely allowed in any of our systems.

More broadly the contributions of this thesis are:

1. We take a step forwards bridging the gap between automated reasoning and databases. In the area of databases saturation-based procedures are not typically applied as querying methods, as there are more well-developed techniques (such as the chase algorithm [ABU79, MMS79] and its variations) for database querying problems. Nevertheless due to the successful applications of highly-tuned automated theorem provers to real-world problems, it would be interesting to see how automated reasoners can be developed as query engines for solving real-world database querying problems. This direction of research has also been suggested in the database community [BKM ${ }^{+}$17].
2. Our saturation-based query answering and rewriting procedures are well-equipped to provide the foundation for other querying applications such as query explanation. Our query rewriting procedures produce a Skolem-symbol-free formula representing a derivation, thus allows users to abstract explicit information during proof search of the given queries and formulas.
3. Our procedures are primed for querying in real-world ontological languages such as guarded Datalog ${ }^{ \pm}$and frontier guarded Datalog ${ }^{ \pm}$[CGK13, BLMS11]
and the expressive description logic $\mathcal{A L C H O I}$ [BHLS17] since these languages can be embedded in the considered guarded fragments.

## Organisation

This thesis is organised as follows.

- Chapter 2 formally defines all of the considered guarded fragments, the saturation-based BCQ answering and rewriting problems and summarises the known results for these fragments.
- Chapter 3 gives both basic and customised notions of first-order logic, and the fundamentals of saturation-based theorem proving.
- Chapter 4 first presents the $\boldsymbol{P}$-Res and the top-variable resolution inference systems, and then devises a saturation-based decision procedure for answering a union of BCQs for GF, which is the first main contribution of this thesis. A part of the result in this chapter is published in [ZS20b] Sen Zheng and Renate A. Schmidt. Querying the guarded fragment via resolution (extended abstract). In Proc. PAAR'20, volume 2752 of CEUR Workshop Proceedings, pages 167-177. CEUR-WS.org, 2020.
- Chapter 5 devises the decision procedure for saturation-based BCQ rewriting in GF. Notably we define a refined clausal form of GF, namely the aligned guarded clauses, which by our customised rules, is guaranteed to be backtranslatable to a first-order formula.
- In Chapter 6, we develop the decision procedures for BCQ answering and saturation-based BCQ rewriting in LGF and/or CGF. Unlike the procedures in Chapters 4 and 5, in this chapter our procedures particularly cope with the loose and the clique guards in LGF and CGF, respectively. The result of answering BCQs for the Horn fragment of LGF is published in [ZS20a] Sen Zheng and Renate A. Schmidt. Deciding the Loosely Guarded Fragment and Querying Its Horn Fragment Using Resolution. In Proc. AAAI'20, pages 3080-3087. AAAI, 2020.
- Chapter 7 is dedicated to devising the BCQ answering and saturation-based $B C Q$ rewriting procedures for GNF and/or CGNF. Due to the occurrence of
equality and inequality literals in GNF and CGNF, a novel superpositionbased top-variable inference system is devised. Furthermore we identify a more sophisticated clausal form, viz. aligned (loosely) guarded clauses with equality, which comes with the assurance of being back-translatable to a (clique) guarded negation formula.
- Chapter 8 discusses related work in three respects: existing resolutionbased or superposition-based decision procedures for GF and LGF, current advancement for answering query in the fragments of the considered fragments and known query rewriting techniques.
- The last chapter concludes the thesis and suggests directions for future work.


## Chapter 2

## The guarded fragments and the querying problems

### 2.1 The guarded first-order fragments

The guarded fragment (GF) and the loosely guarded fragment (LGF) are introduced in [vB97, ANvB98], characterised as modal fragments of first-order logic (FOL). By the standard translation [BRV01b], modal formulas are translated into guarded formulas, where all quantified variables are 'guarded' by an atom. LGF, occasionally referred to as the pairwise guarded fragment [vB97, AMdNdR99], properly extends GF such that temporal operators [RU12] until and since can be expressed. Roughly speaking, in a loosely guarded formula all quantified variables are pairwise 'guarded' by a conjunction of atoms, namely a loose guard, in which the quantified variables form a 'clique'. Further LGF is extended to the clique guarded fragment (CGF) [Grä99a] such that existential quantifications are allowed in the loose guard, converting the 'clique' for the quantified variables to a branched 'clique' with branches made of the existential quantified variables in the loose guard. In [Hod02, Mar07] CGF is called the packed fragment. The findings of GF, LGF and CGF are based on the observation that all quantified formulas are relativised to (a conjunction of existentially quantified) atoms, hence the aforementioned guarded fragments are also called the guarded quantification fragments.

In the recent proposals, the guardedness pattern is associated with the negated formulas, leading to the unary negation fragment (UNF) [tCS13], the


Figure 2.1: The relationship of the considered guarded fragments and FOL
guarded negation fragment (GNF) [BtCS15] and the clique guarded negation fragment (CGNF) [BtCS15], all of which are called the guarded negation fragments thereof. Unlike GF, UNF orthogonally generalises modal logic such that the negated formulas only have one free variable, thus UNF and GF are incomparable in terms of expressive power. GNF on the other hand, is more expressive than GF, since every guarded sentence can be represented as a guarded negation sentence [BtCS15]. In GNF all free variables of negated formula must be 'guarded' by an atom, and if that atom is an inequality literal $x \not \approx x$, GNF reduces to UNF. CGNF adopts the notion of 'clique' from CGF, extending GNF by allowing all free variables of the negated formulas to be pairwise 'guarded' by a conjunction of existentially quantified atoms. An informative introduction for the guarded negation fragments can be found in [Seg17]. Figure 2.1 presents the relationship between the aforementioned guarded fragments and FOL.

Both the guarded quantification and the guarded negation fragments are robustly decidable [Var96], meaning that these fragments have the finite model property, viz. every satisfiable formula has a finite model, and the tree-like model property, viz. if a formula has a model, then it has one of bounded tree width; see references in Figure 2.2. Satisfiability checking for any of guarded quantification fragments is 2ExpTime-complete, and is reduced to ExpTime-complete if a fragment has a fixed signature [Grä99b], however regardless of fixed signatures, checking satisfiability for any of guarded negation fragments is 2ExpTimecomplete [tCS13, BtCS15].

|  | Guarded quantification fragments |  |  | Guarded negation fragments |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GF | LGF | CGF | UNF | GNF | CGNF |
| Decidability | $\begin{gathered} \checkmark \\ \text { [vB97] } \\ \text { [ANvB98] } \end{gathered}$ | $\stackrel{\checkmark}{\text { [vB97] }}$ | $$ | $\stackrel{\checkmark}{[\mathrm{t} \text { CS13] }}$ | $\stackrel{\checkmark}{[B+C S 15]}$ |  |
| Satisfiability checking | $\begin{gathered} \text { EXP } \\ \text { [Grä99b] } \end{gathered}$ | $\begin{gathered} \text { EXP } \\ \text { [Grä99b] } \end{gathered}$ | $\begin{gathered} \text { EXP } \\ {[\text { [Grä99b] }} \\ {[\text { Mar07] }} \end{gathered}$ | $\begin{gathered} \text { 2EXP } \\ {[\mathrm{tCS} 13]} \end{gathered}$ | $\begin{gathered} \text { 2EXP } \\ \text { [BtCS15] } \end{gathered}$ |  |
| Tree-like model property | $\stackrel{\checkmark}{[G r a ̈ 99 b]}$ | $\begin{gathered} \stackrel{\checkmark}{2} \\ \text { [Grä99a] } \end{gathered}$ | $\stackrel{\checkmark}{[G r a ̈ 99 a]}$ | $\stackrel{\checkmark}{[\mathrm{t} \text { S13] }}$ |  | SS15] |
| Finite model property | $\stackrel{\checkmark}{[G r a ̈ 99 b]}$ | $\stackrel{\checkmark}{[H o d 02]}$ | $\begin{gathered} \checkmark \\ {[\text { Mar07] }} \\ {[\text { Hod02] }} \end{gathered}$ | $\stackrel{\checkmark}{[\mathrm{tCS} 13]}$ |  | CS15] |
| Craig interpolation | $\begin{gathered} x \\ {[\mathrm{HM} 02]} \end{gathered}$ |  |  | $\stackrel{\checkmark}{[\mathrm{t} \text { S13] }}$ |  | KS15] |
| Uniform interpolation | [HM02] |  |  | open |  |  |

Figure 2.2: Interesting properties of the considered guarded fragments

We briefly discuss the uniform interpolation problem for these guarded fragments. A logical fragment $S$ is said to have the Craig interpolation property [Cra57a, Cra57b] if $F_{1}$ and $F_{2}$ are two formulas in $S$ such that $F_{1}=F_{2}$, then in $S$ there exists a formula $F$ expressed using only the common symbols of $F_{1}$ and $F_{2}$ such that $F_{1} \vDash F$ and $F \models F_{2}$. A fragment $S$ has the uniform interpolation property [Hen63] if for any S-formula $F$ and a set of predicate symbols $\Delta$, there is an S-formula $F^{\prime}$ with its symbols occurring in $\Delta$ such that $F=F^{\prime}$ and $F$ is the strongest such entailment. Uniform interpolation entails Craig interpolation, but not vice-versa. The guarded quantification fragments do not have the Craig interpolation property, and hence also not the uniform interpolation property [HM02]. The guarded negation fragments have the Craig interpolation property [tCS13, BtCS15], yet it is unknown whether any the guarded negation fragments have the uniform interpolation property. For a restricted form of uniform interpolation (the uniform modal interpolation) for GF, see [DL15].

Figure 2.2 lists important properties of all these guarded fragments, using $\checkmark$ and $\boldsymbol{X}$ to denote positive and negative answers, respectively. In the satisfiability checking row in Figure 2.2, all guarded fragments are assumed to have a fixed signature, so that they satisfy the assumptions of the thesis.

As UNF is a trivial special case of GNF with $x \approx x$ as guards, this thesis does not independently discuss UNF. The decision procedures established for querying in GNF instantly are the practical decision procedures for querying in UNF.

## The first-order guarded fragments

Guarded quantification fragments We now formally define the guarded, the loosely guarded and the clique guarded fragments. In guarded quantification fragments constants are freely allowed, but not equality.

Definition 1. The guarded fragment (GF) is a fragment of FOL without function symbols, inductively defined as follows:

1. T and $\perp$ belong to $G F$.
2. If $A$ is an atom, then $A$ belongs to $G F$.
3. GF is closed under Boolean connectives.
4. Let $F$ be a guarded formula and $G$ an atom. Then $\exists \bar{x}(G \wedge F)$ and $\forall \bar{x}(G \rightarrow F)$ belong to $G F$ if all free variables of $F$ occur in $G$.

Definition 2. The loosely guarded fragment (LGF) is a fragment of FOL without function symbols, inductively defined as follows:

1. $T$ and $\perp$ belong to $L G F$.
2. If $A$ is an atom, then $A$ belongs to $L G F$.
3. LGF is closed under Boolean connectives.
4. Let $F$ be a loosely guarded formula and $\mathbb{G}$ a conjunction of atoms. Then $\forall \bar{x}(\mathbb{G} \rightarrow$ $F)$ and $\exists \bar{x}(\mathbb{G} \wedge F)$ belong to LGF if
(a) all free variables of $F$ occur in $\mathbb{G}$, and
(b) for each variable $x$ in $\bar{x}$ and each variable $y$ occurring in $\mathbb{G}$ that is distinct from $x, x$ and $y$ co-occur in an atom of $\mathbb{G}$.

Definition 3. The clique guarded fragment (CGF) is a fragment of FOL without function symbols, inductively defined as follows:

1. T and $\perp$ belong to $C G F$.
2. If $A$ is an atom, then $A$ belongs to $C G F$.
3. CGF is closed under Boolean connectives.
4. Let $F$ be a clique guarded formula and $\mathbb{G}(\bar{x}, \bar{y})$ a conjunction of atoms. Then $\forall \bar{z}(\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y}) \rightarrow F)$ and $\exists \bar{z}(\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y}) \wedge F)$ belong to CGF, if
(a) all free variables of $F$ occur in $\bar{y}$, and
(b) each variable in $\bar{x}$ occurs in only one atom of $\mathbb{G}(\bar{x}, \bar{y})$, and
(c) for each variable $z$ in $\bar{z}$ and each variable $y$ occurring in $\mathbb{G}(\bar{x}, \bar{y})$ that is distinct from $z, z$ and $y$ co-occur in an atom of $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$.

In 4. of Definitions $1-3$, the atom $G$, the conjunction of atoms $\mathbb{G}$ and the formula $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$ are called the guard, the loose guard and the clique guard for the formula $F$, respectively.

In guarded formulas all quantified formulas contain at least one guard. Consider the following formulas.

$$
\begin{array}{ll}
F_{1}=A(x) \quad F_{2}=\forall x[A(x)] & F_{3}=\forall x[A(x, y) \rightarrow B(x, y)] \\
F_{4}=\forall x[A(x, y) \rightarrow \exists y(B(y, z))] & F_{5}=\forall x[A(x, y) \rightarrow \perp] \\
F_{6}=\exists x[A(x, y) \wedge \forall z(B(x, z) \rightarrow \exists u(R(z, u)))] & \\
\left.F_{7}=\forall x[P(x) \rightarrow \exists y(R(x, y) \wedge \forall z(R(y, z) \rightarrow P(z))))\right] &
\end{array}
$$

The formulas $F_{1}, F_{3}, F_{5}, F_{6}$ and $F_{7}$ are guarded formulas, but the rest are not. The formulas $F_{2}$ and $F_{4}$ are not guarded as they do not contain a 'guard' atom. The formula $F_{7}$ is the standard translation [BRV01b] of the description logic $\mathcal{A} \mathcal{L} C \mathcal{H O I}$ axiom $P \sqsubseteq \exists R . \forall R . P$ and the modal formula $P \rightarrow \diamond \square P$.

By the standard translation, description logic $\mathcal{A} \mathcal{L C H O I}$ axioms and modal formulas can be translated into non-guarded formulas. For example applying the standard translation to $\forall R . P \sqsubseteq \perp$ produces

$$
F=\forall x(\forall y(R(x, y) \rightarrow P(y)) \rightarrow \perp)
$$

with $x$ not guarded. Nonetheless as these translated formulas contain only one 'unguarded' variable $x$, this variable can be regarded as being implicitly guarded by $x \approx x$. In this example $F$ can be reformulated as a logical equivalent formula $\left.F^{\prime}=\forall x(x \approx x \rightarrow \forall y(R(x, y) \rightarrow P(y)) \rightarrow \perp)\right)$. The formula $F^{\prime}$ is a guarded formula with equality, handled by the decision procedure for querying in GNF as GNF subsumes GF with equality.

LGF strictly extends GF by allowing a conjunction of atoms to pairwise
guard quantified variables. For example $\forall z((R(x, z) \wedge R(z, y)) \rightarrow P(z))$ is loosely guarded, not guarded. The standard translation the temporal formula $P$ until $Q$, namely

$$
\exists y(R(x, y) \wedge Q(y) \wedge \forall z((R(x, z) \wedge R(z, y)) \rightarrow P(z))))
$$

belongs to LGF, but not GF. The transitivity formula

$$
\forall x y z((R(x, y) \wedge R(y, z)) \rightarrow R(x, z))
$$

is neither guarded nor loosely guarded.
CGF further extends LGF by allowing existential quantification to atoms in loose guards. For example,

$$
F=\forall x_{1} x_{2}\left(G\left(x_{1}, x_{2}\right) \rightarrow \forall x_{3}\left(A_{1}\left(x_{1}, x_{3}\right) \wedge B_{1}\left(x_{2}, x_{3}\right) \rightarrow \exists x_{6} D\left(x_{1}, x_{6}\right)\right)\right)
$$

is a loosely guarded formula, in which $A_{1}\left(x_{1}, x_{3}\right) \wedge B_{1}\left(x_{2}, x_{3}\right)$ and $G\left(x_{1}, x_{2}\right)$ are, respectively, the loose guards for $\forall x_{3}\left(A_{1}\left(x_{1}, x_{3}\right) \wedge B_{1}\left(x_{2}, x_{3}\right) \rightarrow \exists x_{6} D\left(x_{1}, x_{6}\right)\right)$ and $F$. By adding existential quantifications the loose guards of $\forall x_{3}\left(A_{1}\left(x_{1}, x_{3}\right) \wedge\right.$ $\left.B_{1}\left(x_{2}, x_{3}\right) \rightarrow \exists x_{6} D\left(x_{1}, x_{6}\right)\right)$, one obtains the clique guarded formula

$$
\forall x_{1} x_{2}\left(G\left(x_{1}, x_{2}\right) \rightarrow \forall x_{3}\left(\exists x_{4} x_{5}\left(A\left(x_{1}, x_{3}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{5}\right)\right) \rightarrow \exists x_{6} D\left(x_{1}, x_{6}\right)\right)\right)
$$

where $\exists x_{4} x_{5}\left(A\left(x_{1}, x_{3}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{5}\right)\right)$ is the clique guard for

$$
\left.\forall x_{3}\left(\exists x_{4} x_{5}\left(A\left(x_{1}, x_{3}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{5}\right)\right) \rightarrow \exists x_{6} D\left(x_{1}, x_{6}\right)\right)\right),
$$

and $G\left(x_{1}, x_{2}\right)$ is the guard for the entire formula.
Although equality is prohibited in the guarded quantification fragments, it is allowed in the guarded negation fragments, which in general subsume the guarded quantification fragments.

Guarded negation fragments Next, we formally define the unary negation, the guarded negation and the clique guarded negation fragments. Compared to the guarded quantification fragments, both constants and equality are freely allowed in guarded negation fragments.

Definition 4. The unary negation fragment (UNF) is a fragment of $F O L_{\approx}$ without functional symbols, inductively defined as follows:

1. T and $\perp$ belong to $U N F$.
2. If $A$ is an atom, then $A$ belongs to $U N F$.
3. If $A$ and $B$ are atoms, then $A \vee B$ and $A \wedge B$ belong to $U N F$.
4. If $F$ belongs to UNF, then $\exists \bar{x} F$ belongs to UNF.
5. Let $F$ be a unary negation formula. Then $\neg F$ belongs to UNF if $F$ contains only one free variable.

Definition 5. The guarded negation fragment (GNF) is a fragment of $F O L_{\approx}$ without functional symbols, inductively defined as follows:

1. T and $\perp$ belong to $G N F$.
2. If $A$ is an atom, then $A$ belongs to $G N F$.
3. If $A$ and $B$ are atoms, then $A \vee B$ and $A \wedge B$ belong to $G N F$.
4. If $F$ belongs to $G N F$, then $\exists \bar{x} F$ belongs to $G N F$.
5. Let $F$ be a guarded negation formula and $G$ an atom. Then $G \wedge \neg F$ belongs to GNF if all free variables of $F$ belong to the variables of $G$.

Definition 6. The clique guarded negation fragment (CGNF) is a fragment of $F O L_{\approx}$ without functional symbols, inductively defined as follows:

1. T and $\perp$ belong to $C G N F$.
2. If $A$ is an atom, then $A$ belongs to CGNF.
3. If $A$ and $B$ are atoms, then $A \vee B$ and $A \wedge B$ belong to CGNF.
4. If $F$ belongs to $C G N F$, then $\exists \bar{x} F$ belongs to CGNF.
5. Let $F$ be a clique guarded negation formula and $\mathbb{G}(\bar{x}, \bar{y})$ a conjunction of atoms. Let $\bar{z}$ denote the free variables of $F$. Then $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y}) \wedge \neg F$ belongs to CGNF if
(a) $\bar{z}$ is a subset of $\bar{y}$, and
(b) each variable in $\bar{x}$ occurs in only one atom of $\mathbb{G}(\bar{x}, \bar{y})$, and
(c) each pair of distinct variables in $\bar{y}$ co-occurs in an atom of $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$.

In 5. of Definitions 5-6, the atom $G$ and the formula $\exists \bar{x} G(\bar{x}, \bar{y})$ are called the guard and the clique guard for the formula $F$, respectively.

GNF subsumes GF since every guarded sentence is expressible in GNF, but not vice-versa [BtCS15, Proposition 2.2]. However not all guarded formulas can
be transformed to a guarded negation formula; consider $\neg A(x, y, z)$. By limiting the guard of a guarded negation formula to be an equality literal, one obtains a unary negation formula.

Comparing $5 c$. in the definitions of GCNF and CGF, an important distinction is that the pairwise guarded condition is changed from the quantified variables to the variables occurring in the negated formulas. In the clique guarded formula $\exists \bar{z}(\exists \bar{x} G(\bar{x}, \bar{y}) \wedge F)$ the pairwise guardedness is required for the variables in $\bar{z}$ and the variables in $\bar{y}$, whereas in the clique guarded negation formula $\exists \bar{x} \mathcal{G}(\bar{x}, \bar{y}) \wedge \neg F$ the pairwise guardedness is imposed on the variables in $\bar{y}$. A sample clique guarded negation formula is:

$$
F=\left[\begin{array}{lll}
\neg \exists x_{1} x_{2} x_{3}( & \exists y_{1} y_{2}\left(A_{1}\left(x_{1}, x_{2}, y_{1}\right) \wedge A_{1}\left(x_{2}, x_{3}, y_{2}\right) \wedge x_{1} \approx x_{3}\right) \wedge \\
\neg \exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right)
\end{array}\right] .
$$

Using the notion of generalised guard for GNF in [BtCO12], we obtain generalised guards, generalised loose guards and generalised clique guards, by the following method. Suppose $F$ is a formula in any of guarded first-order fragments and $F_{1}$ is a disjunction of existentially quantified atoms such that the free variables of $F$ occur in each atom of $F_{1}$. Then if one adds a guard, a loose guard or a clique guard to $F$, any atom $A$ in these guards can be replaced by $F_{1}$, forming a generalised guard, a generalised loose guard or a generalised clique guard for $F$, respectively. By replacing $A$ with $F_{1}$ in $F$, one obtains the generalised formula $F^{\prime}$. The formula $F^{\prime}$ extends the expressive power of $F$ if $F$ belongs to GF, LGF or CGF, otherwise $F$ and $F^{\prime}$ are of the same expressivity. For example by replacing $A(x, y)$ by $\exists x_{1} A_{1}\left(x, y, x_{1}\right) \vee \exists x_{2} A_{2}\left(x, y, x_{2}\right)$ for the guarded formula

$$
F=\forall x(A(x, y) \rightarrow \exists y B(y)),
$$

one obtains the generalised guarded formula

$$
F^{\prime}=\forall x\left(\left(\exists x_{1} A_{1}\left(x, y, x_{1}\right) \vee \exists x_{2} A_{2}\left(x, y, x_{2}\right)\right) \rightarrow \exists z B(y, z)\right)
$$

The formula $F^{\prime}$ is not in GF or LGF due to the occurrence of the existential quantifiers and the disjunction in its guard, and it is not in CGF as the generalised guard $\exists x_{1} A_{1}\left(x, y, x_{1}\right) \vee \exists x_{2} A_{2}\left(x, y, x_{2}\right)$ is a disjunction, not conjunction.

### 2.2 The BCQ answering and rewriting problems

The queries considered in this thesis are unions of Boolean conjunctive queries. A conjunctive query (CQ) is a first-order formula (with equality) of the form $\exists \bar{x} F(\bar{x}, \bar{y})$, where $F(\bar{x}, \bar{y})$ is a conjunction of atoms, with only variables and constants occurring as arguments. A Boolean conjunctive query (BCQ) is a firstorder sentence (with equality) of the form $\exists \bar{x} F(\bar{x})$ where $F(\bar{x})$ is a conjunction of atoms with only variables and constants occurring as arguments. A Boolean conjunctive query with equality $\left(\mathrm{BCQ}_{\approx}\right)$ is a BCQ with equality literals allowed. $A$ union of Boolean conjunctive queries (union of BCQs) is a disjunction of BCQs (and a union of $B C Q_{\approx} s$ ).

Recall that equality is allowed in the guarded negation fragments, but not in the guarded quantification fragments. Consequently in querying for the guarded negation fragments, we consider $B C Q_{\approx} s$ as the query language, and for the rest of the query tasks we consider $B C Q$ s. For readability $B C Q$ and $B C Q_{\approx}$ are mostly not distinguished in the rest of the thesis.

## BCQ answering problems

Now we give the formal definition of the BCQ answering problem we investigate.

Problem 1. Given a set $\Sigma$ of first-order formulas (with equality), a set D of ground atoms and a union $q$ of BCQs, can a saturation-based procedure decide $\Sigma \cup \mathrm{D} \vDash q$ ?

Since ground atoms belong to any of the considered guarded fragments, Problem 1 can be refined as follows.

Problem 2. Given a set $\Sigma$ of first-order formulas (with equality) and a union $q$ of $B C Q s$, can a saturation-based procedure decide $\Sigma \vDash q$ ?

In the formal definition of the BCQ answering problem for the guarded first-order fragments, the formulation of Problem 2 is used for its simplicity.

In Problem 2 one negates the given union of BCQs, obtaining the negated $B C Q$, so that Problem 2 is reduced to deciding whether the combination of the given formulas and the negated BCQs is satisfiable. BCQs (a union of BCQs) and their negations are expressible in the guarded negation fragments, but not in the guarded quantification fragments. Figure 2.3 summaries the relationship of the aforementioned guarded fragments, the negated BCQ and FOL.


Figure 2.3: The relationship between the considered fragments, negated BCQ and FOL

The computational complexity of the BCQ answering problem for GF is 2ExpTime-complete [BGO14]. By the fact that formulas in CGF and the negated BCQs are expressible in CGNF, the problem of answering BCQs for LGF and/or CGF is a subproblem of deciding satisfiability of CGNF. Therefore, answering BCQs for LGF and/or CGF is 2ExpTime-complete [BtCS15]. Due to the fact that the negated BCQs are expressible in GNF or CGNF, the problems of BCQ answering for GNF and/or CGNF have the same complexity as the satisfiability checking problem for GNF and CGNF, which is 2ExpTime-complete [BtCS15]. These complexity results mean that the problems of answering BCQs for GF, LGF, CGF, GNF and/or CGNF are all decidable.

## Saturation-based BCQ rewriting and back-translation problems

The saturation-based rewriting problem is motivated by the first-order rewritability, introduced for the lightweight description logic DL-Lite family, tackling the ontology-mediated querying tasks [CGL $\left.{ }^{+} 07\right]$. For a union of BCQs, first-order rewritability is formally defined as follows.

Definition 7. Given a set $\Sigma$ of first-order formulas (with equality), a set D of ground atoms and a union $q$ of BCQs, $q$ and $\Sigma$ are said to be first-order rewritable if $q$ and $\Sigma$ can be complied into a (function-free) first-order formula $\Sigma_{q}$ such that for any D , $\Sigma \cup \mathrm{D} \mid=q$ if and only if $\mathrm{D} \mid=\Sigma_{q}$.

As given in Definition 7, the first-order rewritability is devised such that the entailment checking problem $\Sigma \cup \mathrm{D} \vDash q$ is reduced to the model checking

|  | GF | LGF | CGF | UNF | GNF |
| :---: | :---: | :---: | :---: | :---: | :---: | CGNF

Figure 2.4: Known properties of querying in the studied fragments
problem $\mathrm{D} \vDash \Sigma_{q}$. The latter is in the $\mathrm{AC}^{0}$ complexity class [Var95]. Though desirable as the first-order rewritability is, BCQs (and their extensions thereof) and GF (and its extensions thereof) do not have this property; see [BBGP21, Example 2.2] and [BBLP18, Example 1]. Figure 2.4 summarises the known results for the complexity of BCQ answering and first-order rewritability of all the targeted guarded fragments (with respect to BCQs). In the figure, the $\boldsymbol{X}$ mark means a negative answer.

Proposing a new perspective to the rewriting problem, we consider it as a back-translation problem, formally stated as follows.

Problem 3. Given a set $\Sigma$ of first-order formulas (with equality), a set D of ground atoms and a union q of BCQs, can we compute a (function-free) first-order formula (with equality) $\Sigma_{q}$ that is the negated back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$ ?

Problem 3 is formalised in a way so that it is established on the solutions to Problem 1. In Problem 1 the problem of $\Sigma \cup D \vDash q$ is generally considered as that of checking unsatisfiability of $\{\neg q\} \cup \Sigma \cup D$. Without $D$, from $\{\neg q\} \cup \Sigma$ one can either derive $\perp$ or a saturated clausal set $N$. Suppose $\perp$ is derived. This case is trivial when $\Sigma \vDash q$ and hence $\Sigma_{q}$ in Problem 3 is $T$. Otherwise $N$ is derived, and Problem 3 then aims to back-translate $N$ to a first-order formula, which is then negated and used as $\Sigma_{q}$ in deciding $\mathrm{D} \vDash \Sigma_{q}$.

The technical challenge in Problem 3 is the back-translation of a clausal set to a first-order formula, which is a form of second-order quantifier elimination [GSS08a]. In Problem 3 it is the existentially quantified Skolem function symbols and constants are intended to be eliminated.

## Chapter 3

## Saturation-based theorem proving for first-order logic

This chapter is organised as follows. Section 3.1 introduces basic notions of first-order logic and first-order clausal logic. Section 3.2 and Section 3.3 give the clausification and the back-translation techniques, respectively. Section 3.4 presents fundamentals for saturation-based inference systems.

### 3.1 First-order logic

## Basic notions in first-order logic

This section formally defines the syntax of first-order logic (FOL). Let C, F, P and $V$ be four countably infinite sets that are pair-wise disjoint. The elements in C, F and P are the constant symbols (constants), the function symbols and the predicate symbols. We say a tuple ( $\mathrm{C}, \mathrm{F}, \mathrm{P}$ ) is a signature. The elements in V are variables. A function symbol or a predicate symbol is considered with a unique integer, denoting the arity of that symbol. A predicate symbol of arity zero is a propositional variable. Note that in this thesis the function symbols are considered as non-constant function symbols.

A term is either a constant, or a variable, or $f\left(t_{1}, \ldots, t_{n}\right)$ if i) $f$ is a function symbol of arity $n$ and ii) $t_{1}, \ldots, t_{n}$ are terms. A term $s$ is a subterm of a term $t$ if $s$ is identical to $t$, or $t=f\left(t_{1}, \ldots, t_{n}\right)$ and $s$ is a subterm of one of terms $t_{1}, \ldots, t_{n}$. A term $s$ is a strict subterm of a term $t$ if $s$ is a subterm of $t$, and $s$ is not identical to $t$. A compound term is a term that is neither a constant nor a variable.

We use the following logical connectives: $\top$ (verum), $\perp$ (falsum), $\neg$ (negation), $\vee$ (disjunction), $\wedge$ (conjunction), $\rightarrow$ (implication) and $\leftrightarrow$ (double implication). A Boolean connective is one of the following symbols: $\wedge, \vee, \rightarrow$ and $\leftrightarrow$. The symbol $\forall$ is the universal quantifier and is read 'for all'. The symbol $\exists$ is the existential quantifier and is read 'there exists'.

If $P$ is a predicate symbol of arity $n$, and $t_{1}, \ldots, t_{n}$ are terms, then $P\left(t_{1}, \ldots, t_{n}\right)$ is an atomic formula (atom). We regard $T$ and $\perp$ as atoms. A literal is either an atom (denoted as a positive literal), or a negated atom (denoted as a negative literal). The literal $L$ denotes either an atom $A$ or a negated atom $\neg A$. A literal in propositional logic is either a propositional variable or its negation. Two literals $A$ and $\neg A$ are called a complementary literals. For a literal $L\left(t_{1}, \ldots, t_{n}\right)$ and a compound term $f\left(t_{1}, \ldots, t_{n}\right)$, i) a term in $t_{1}, \ldots, t_{n}$ is called an argument of $L$ and $t$, respectively, and ii) $t_{1}, \ldots, t_{n}$ is called the argument list of $L$ and $t$, respectively.

A set of first-order formulas (formulas) over a signature (C, F, P) is inductively defined as follows.

1. If $A$ is an atom, then $A$ and $\neg A$ are first-order formulas.
2. First-order formulas are closed under Boolean connectives.
3. If $F$ is a first-order formula and $x$ is a variable, then $\forall x F$ and $\exists x F$ are first-order formulas.

The proper subformula of a first-order formula $F$ is inductively defined as follows.

1. Atomic formulas have no proper subformulas.
2. $F=\neg F_{1}$ : The proper subformulas of $F$ are $F_{1}$ and all proper subformulas of $F_{1}$.
3. $F=F_{1} \circ F_{2}$ where $\circ$ denotes a Boolean connective: The proper subformulas of $F$ are $F_{1}, F_{2}$, and all proper subformulas of $F_{1}$ and $F_{2}$.
4. $F=Q x F_{1}$ where $Q$ denotes a quantifier: The proper subformulas of $F$ are $F_{1}$ and all proper subformulas of $F_{1}$.

The subformula of $F$ are $F$ and the proper subformulas of $F$. The immediate subformula of a first-order formula $F$ is inductively defined as follows.

1. Atomic formulas have no immediate subformulas.
2. $F=\neg F_{1}$ : The immediate subformula of $F$ is $F_{1}$.
3. $F=F_{1} \circ F_{2}$ where $\circ$ denotes a Boolean connective: The immediate subformulas of $F$ are $F_{1}$ and $F_{2}$.
4. $F=Q x F_{1}$ where $Q$ denotes a quantifier: The immediate subformula of $F$ is $F_{1}$.

In a quantified formula $\forall x F, x$ is the quantified variable and $F$ is the scope of the quantified variable $x$. An occurrence of a variable $x$ in a first-order formula $F$ is a free variable of $F$ if and only if $x$ is not within the scope of quantified variables. A variable is a bound variable of $F$ if it is not a free variable of $F$. A sentence (closed formula) is a first-order formula without free variables.

If a signature ( $\mathrm{C}, \mathrm{F}, \mathrm{P}$ ) allows special predicate symbols $\approx$ and $\not \approx$, then we consider first-order logic with equality, an extension of FOL. We use the infix notation for equational atoms, denoted as $s \approx t$. We use the notation $s \not \approx t$ to denote the negation of $s \approx t$. The literals $s \approx t$ and $s \not \approx t$ are called an equality literal and an inequality literal, respectively.

## First-order clauses

A first-order clause (clause) is a multiset of literals, denoting a finite disjunction of literals. A first-order clause with equality (clause with equality) is a first-order clause that may contain the predicate symbols $\approx$ and $\not \approx$. A subclause $D$ of a clause $C$, is a sub-multiset $D$ of $C$. A set $S$ of clause (clausal set $S$ ) is a conjunction of all clauses in $S$, where every variable in $S$ is considered to be universally quantified.

An expression $E$ is either a term, or an atom, or a literal or a clause. An expression $E$ is a subexpression of an expression $E_{1}$ if $E$ occurs in $E_{1}$. An expression $E$ is a proper subexpression of an expression $E_{1}$ if $E$ is a subexpression of $E_{1}$ and $E$ is not identical to $E_{1}$. The expressions $E_{1}$ and $E_{2}$ are variabledisjoint if they share no common variables. A ground expression is a variable-free expression. A clause $C$ is Horn if $C$ contains at most one positive literal. A clause $C$ is negative if $C$ contains only negative literals. A clause $C$ is positive if $C$ contains only positive literals. A clause $C$ is decomposable if $C$ can be partitioned into two variable-disjoint subclauses, or else $C$ is indecomposable.

## Customised definitions

Now we give definitions particularly devised for this thesis.
The set of variables that occurs in an expression $E$ is denoted as $\operatorname{var}(E)$. We use notations $C(t)$ and $F(t)$ to, respectively, denote a clause with equality $C$ and
a formula with equality $F$, in which the term $t$ occurs.
To describe argument positions in a pair of terms, in [dNdR03] the notion pair is introduced. Given two expressions $E_{1}=A(\ldots, t, \ldots)$ and $E_{2}=$ $B(\ldots, s, \ldots)$, we say $t$ pairs $s$ (with respect to $t$ of $E_{1}$ and $s$ of $E_{2}$ ) if the argument position of $t$ in $A$ is the same as that of $u$ in $B$. For example in $A\left(x_{1}, f\left(x_{1}, x_{2}\right), x_{2}\right)$ and $B\left(g\left(y_{1}\right), y_{1}, y_{2}\right), x_{1}$ pairs $g\left(y_{1}\right), f\left(x_{1}, x_{2}\right)$ pairs $y_{1}$, and $x_{2}$ pairs $y_{2}$.

The depth of a term $t$ is denoted as $\operatorname{dep}(t)$, defined as follows:

1. If $t$ is a variable or a constant, then $\operatorname{dep}(t)=0$, and
2. if $t$ is a compound term $f\left(t_{1}, \ldots, t_{n}\right)$, then $\operatorname{dep}(t)=1+\max \left(\left\{\operatorname{dep}\left(t_{i}\right) \mid 1 \leq\right.\right.$ $i \leq n\}$ ).

The depth of an expression $E$ is the deepest term depth in $E$, denoted as $\operatorname{dep}(E)$. If no terms occur in an expression $E$, then $\operatorname{dep}(E)=0$. The width of the expression $E$ is the number of distinct variables in $E$. For example, given the clause $C=\neg A_{1}\left(f\left(x_{1}\right), x_{1}\right) \vee A_{2}\left(x_{1}, x_{2}\right) \vee A_{3}\left(x_{2}, g\left(x_{2}, x_{3}\right)\right)$, the depth of $C$ is one since the deepest term in $C$ is $f\left(x_{1}\right)$, and $g\left(x_{2}, x_{3}\right)$ and the width of $C$ is three since $C$ contains three distinct variables $x_{1}, x_{2}$ and $x_{3}$.

In [FLTZ93] the notion covering for terms is introduced. In this thesis, we generalise this notion so that it is applicable to clauses. A term $t$ is covering if for every compound subterm $s$ of $t$, the variables sets of $s$ and $t$ are identical, namely $\operatorname{var}(s)=\operatorname{var}(t)$. A literal $L$ is covering if each argument of $L$ is either a constant, or a variable or a covering term $t$ satisfying $\operatorname{var}(t)=\operatorname{var}(L)$. A clause $C$ is covering if for each literal $L$ in $C$, each argument of $L$ is either a constant, or a variable, or a covering term $t$ satisfying $\operatorname{var}(t)=\operatorname{var}(C)$. For instance, $C_{1}=A_{1}\left(f\left(x_{1}, x_{2}, a\right), x_{1}\right) \vee A_{2}\left(x_{1}, x_{2}\right)$ is a covering clause since the only compound term $f\left(x_{1}, x_{2}, a\right)$ in $C_{1}$ satisfies that $\operatorname{var}\left(f\left(x_{1}, x_{2}, a\right)\right)=\operatorname{var}\left(C_{1}\right)$. The clause $C_{2}=A_{1}\left(f\left(x_{1}\right), x_{1}\right) \vee A_{2}\left(g\left(x_{2}\right)\right)$ is not covering since $\operatorname{var}(C) \neq \operatorname{var}\left(g\left(x_{2}\right)\right)$, however $A_{1}\left(f\left(x_{1}\right), x_{1}\right)$ is a covering literal since $\operatorname{var}\left(f\left(x_{1}\right)\right)=\operatorname{var}\left(A_{1}\left(f\left(x_{1}\right), x_{1}\right)\right)$.

The notions of flatness and simpleness are introduced in [GdN99]. We use flat and simple to define an expression that is of depth zero and of depth zero or one, respectively. A compound term $f\left(t_{1}, \ldots, t_{n}\right)$ is flat if each term in $t_{1}, \ldots, t_{n}$ is either a variable or a constant. A literal $L$ is flat if each argument in $L$ is either a constant or a variable. A clause $C$ is flat if all literals in $C$ are flat. A literal $L$ is simple if each argument of $L$ is either a variable, or a constant or a flat compound term. A clause C is simple if all literals in C are simple. A literal (clause) is a compound-term literal (compound-term clause) if the depth of this literal (clause)


Figure 3.1: The hypergraphs associated with $C_{1}$ and $C_{2}$
is one. The definitions of the compound-term literal (clause) are restricted to non-nested compound terms since this thesis only focuses on simple clauses. For example $A_{1}\left(x_{1}\right), \neg A_{1}\left(x_{1}, a_{1}\right) \vee A_{2}\left(x_{2}, x_{3}\right)$ and $A_{1}\left(a_{1}\right) \vee A_{2}\left(a_{2}, a_{3}\right)$ are flat and simple clauses, however the clauses $\neg A_{1}\left(f\left(x_{1}\right), a_{1}\right) \vee A_{2}\left(x_{2}, x_{3}\right)$ and $A_{1}\left(a_{1}\right) \vee$ $A_{2}\left(f\left(a_{2}\right), a_{3}\right)$ are simple but not flat as they contain flat compound terms. In fact they are compound-term clauses. The clause $\neg A_{1}\left(x_{1}, a_{1}\right) \vee A_{2}\left(x_{2}, f\left(f\left(x_{3}\right)\right)\right)$ is neither flat nor simple as it contains a non-flat compound term $f\left(f\left(x_{3}\right)\right)$.

An expression is flat if each of its argument is either a variable or a constant. Given a flat expression $E$ and a term $t$ occurring in $E$, we use $\operatorname{Occ}(t, E)$ to denote the number of occurrences of $t$ in $E$. For example, $\operatorname{Occ}(x, f(x, y, x))=2$ as $x$ occurs twice in $f(x, y, x)$ and $\operatorname{Occ}\left(a, \neg A_{1}(x, y) \vee A_{2}(z, a)\right)=1$ as $a$ occurs once in $\neg A_{1}(x, y) \vee A_{2}(z, a)$.

Suppose $C$ is a flat clause and $\mathcal{H}(V, E)$ is a hypergraph consisting of a set $V$ of vertices and a set $E$ of hyperedges. Then we associate the hypergraph $\mathcal{H}(V, E)$ with $C$ as follows: The set $V$ of vertices consists of all variables in $C$, and the set $E$ of hyperedges contains, for each literal $L$ in $C$, the set of variables that appear in $L$. To represent a flat clause by a hypergraph, we use rectangles and variable symbols to represent hyperedges and vertices, respectively. Dotted-line and solidline rectangles represent positive and negative literals, respectively, and negation symbols are omitted. Figure 3.1 presents the hypergraphs associated with $C_{1}=A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{2}, x_{3}\right)$ and $C_{2}=\neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{2}, x_{3}\right) \vee A_{3}\left(x_{3}, x_{4}\right)$.

In the rest of the thesis, we use the following notational conventions:

- $x, y, z, u, v, x_{1}, \ldots$ for variables
- $f, g, h, \ldots$ for function symbols
- $p, p_{1}, \ldots$ for propositional variables
- $C, D, Q, C_{1}, \ldots$ for clauses
- $L, L_{1}, \ldots$ for literals
- $a, b, c, a_{1}, \ldots$ for constant symbols
- $A, B, G, P, \ldots$ for predicate symbols
- $F, F_{1}, \ldots$ for formulas
- $s, t, u, \ldots$ for terms


### 3.2 Clausification techniques

This section gives the techniques that transform a formula to a clausal set. This transformation is called the clausal normal form transformation or clausification.

## Negation normal form

A formula $F$ is in negation normal form if every negation symbol in $F$ occurs directly in front of an atom. Exhaustively applying the following rules to a formula transforms it to negation normal form.

## The NNF rules

$$
\begin{aligned}
F_{1} \leftrightarrow F_{2} & \Rightarrow\left(F_{1} \rightarrow F_{2}\right) \wedge\left(F_{2} \rightarrow F_{1}\right) & & \\
\neg\left(F_{1} \vee F_{2}\right) & \Rightarrow \neg F_{1} \wedge \neg F_{2} & \neg\left(F_{1} \wedge F_{2}\right) & \Rightarrow \neg F_{1} \vee \neg F_{2} \\
\neg \forall x F & \Rightarrow \exists x \neg F & \neg \exists x F & \Rightarrow \forall x \neg F \\
F_{1} \rightarrow F_{2} & \Rightarrow \neg F_{1} \vee F_{2} & \neg \neg F & \Rightarrow F \\
\neg \top & \Rightarrow \perp & \neg \perp & \Rightarrow \top
\end{aligned}
$$

## Miniscoping and prenex normal form

A formula $F$ is in prenex normal form if $F=Q_{1} x_{1} \ldots Q_{n} x_{n} F_{1}$ where $Q_{1}, \ldots, Q_{n}$ are quantifiers and $F_{1}$ is a quantifier-free first-order formula. In contrast to prenex normal form, a formula $F$ is anti-prenex normal form if the quantifiers of $F$ are moved to its quantified variables as much as possible.

Quantifiers are moved to its quantified variables using

## The Miniscoping rules

$$
\begin{array}{ll}
\exists x\left(F_{1} \vee F_{2}\right) \Rightarrow \exists x F_{1} \vee F_{2} & \text { if } x \text { does not occur in } F_{2} . \\
\exists x\left(F_{1} \wedge F_{2}\right) \Rightarrow \exists x F_{1} \wedge F_{2} & \text { if } x \text { does not occur in } F_{2} . \\
\forall x\left(F_{1} \vee F_{2}\right) \Rightarrow \forall x F_{1} \vee F_{2} & \text { if } x \text { does not occur in } F_{2} . \\
\forall x\left(F_{1} \wedge F_{2}\right) \Rightarrow \forall x F_{1} \wedge F_{2} & \text { if } x \text { does not occur in } F_{2} . \\
\forall x\left(F_{1} \wedge F_{2}\right) \Rightarrow \forall x F_{1} \wedge \forall x F_{2} & \text { if } x \text { occurs in both } F_{1} \text { and } F_{2} . \\
\exists x\left(F_{1} \vee F_{2}\right) \Rightarrow \exists x F_{1} \vee \exists x F_{2} & \text { if } x \text { occurs in both } F_{1} \text { and } F_{2} .
\end{array}
$$

## Structural transformation

Let $F_{1}$ be a subformula of a formula $F$. Then $F_{1}$ has positive polarity (with respect to $F$ ) if and only if $F_{1}$ occurs in the scope of an even number of implicit or explicit negation symbols. $F_{1}$ has negation polarity (with respect to $F$ ) if and only if $F_{1}$ occurs in the scope of an odd number of implicit or explicit negation symbols.

A formula is renamed using

## The Trans rules

$$
\begin{aligned}
F\left[F_{1}(x)\right] \Rightarrow & F[P(x)] \wedge \forall x\left(P(x) \rightarrow F_{1}(x)\right) \\
& \text { if } F_{1} \text { has the positive polarity and } P \text { is a predicate symbol } \\
& \text { that does not occur in } F . \\
F\left[F_{1}(x)\right] \Rightarrow & F[P(x)] \wedge \forall x\left(F_{1}(x) \rightarrow P(x)\right) \\
& \text { if } F_{1} \text { has the negative polarity and } P \text { is a predicate symbol } \\
& \text { that does not occur in } F .
\end{aligned}
$$

The Trans rules is also referred to as the formula renaming technique. The formula renaming technique is also applicable to clauses, which can be seen as a sentence with all variables universally quantified. Such application can be implemented in a more general approach so that the polarity of the introduced literals is not restricted. Consider a clause $C=C_{1} \vee C_{2}$. By introducing a fresh predicate symbol $P$ with $\operatorname{var}(P)=\operatorname{var}\left(C_{2}\right)$ for $C_{2}, C$ can be renamed as either $\left\{C_{1} \vee P, \neg P \vee C_{2}\right\}$ or $\left\{C_{1} \vee \neg P, P \vee C_{2}\right\}$.

## Skolemisation

Skolemisation aims to eliminate existential quantifications and existentially quantified variables from a formula.

A formula is skolemised using

## The Skolem rule

$$
\frac{\forall x_{1} \ldots \forall x_{n} \exists y F(y)}{\forall x_{1} \ldots \forall x_{n} F\left(f\left(x_{1}, \ldots, x_{n}\right)\right)}
$$

if $f$ is a Skolem function symbol that does not occur in $\forall x_{1} \ldots \forall x_{n} \exists y F(y)$.

In the Skolem rule, we say $f$ is a Skolem function symbol, and it is a Skolem constant symbol (Skolem constant) if $n=1$. The term $f\left(x_{1}, \ldots, x_{n}\right)$ is a Skolem compound term. A Skolem term is either a Skolem compound term or a Skolem constant. For more advanced and comprehensive Skolemisation techniques such as Strong Skolemisation and Optimised Skolemisation, see [NW01, Section 5]. In the thesis the Skolem rule is sufficient for the hope-for results.

## Conjunctive normal form

A formula $F=F_{1} \vee \ldots \vee F_{n}$ is a disjunction or disjunctive formula and each $F_{i}$ is a disjunct of $F$. A formula $F=F_{1} \wedge \ldots \wedge F_{n}$ is a conjunction or conjunctive formula and each $F_{i}$ is a conjunct of $F$. A formula $F$ is in conjunctive normal form if and only if $F$ is a conjunction of disjunctions of literals, and $F$ is in disjunctive normal form if and only if $F$ is a disjunction of conjunctions of literals.

A formula is transformed to conjunctive normal form using

## The CNF rules

$$
\begin{array}{lll}
\forall x F_{1} \vee F_{2} & \Rightarrow \forall x\left(F_{1} \vee F_{2}\right) & \text { if } x \text { does not occur in } F_{2} . \\
\forall x F_{1} \wedge F_{2} & \Rightarrow \forall x\left(F_{1} \wedge F_{2}\right) & \text { if } x \text { does not occur in } F_{2} . \\
F \vee\left(F_{1} \wedge F_{2}\right) & \Rightarrow\left(F \vee F_{1}\right) \wedge\left(F \vee F_{2}\right) &
\end{array}
$$

By the CNF rules, transforming a formula to conjunctive normal form can cause exponential blow-up due to the following distribution of disjunctions.

$$
F=\left(F_{1}^{1} \wedge F_{2}^{1} \wedge \ldots \wedge F_{m}^{1}\right) \vee\left(F_{1}^{2} \wedge F_{2}^{2} \wedge \ldots \wedge F_{m}^{2}\right) \vee \ldots \vee\left(F_{1}^{n} \wedge F_{2}^{n} \wedge \ldots \wedge F_{m}^{n}\right) .
$$

A commonly used method to reduce the above blow-up to a polynomial-time problem is applying the Trans rule to $F$, that is, introducing a fresh predicate symbols for each conjunction that is under a disjunction in $F$. We introduce fresh predicate symbols $P_{i}$ for $\left(F_{1}^{i} \wedge F_{2}^{i} \wedge \ldots \wedge F_{m}^{i}\right)$ for all $i$ with $1 \leq i \leq n$. Then $F$ is transformed into

$$
\begin{aligned}
& P_{1} \rightarrow F_{1}^{1} \wedge F_{2}^{1} \wedge \ldots \wedge F_{m}^{1}, \quad \ldots, \quad P_{n} \rightarrow F_{1}^{n} \wedge F_{2}^{n} \wedge \ldots \wedge F_{m}^{n}, \\
& P_{1} \vee \ldots \vee P_{n},
\end{aligned}
$$

which can be transformed to conjunctive normal form in polynomial time.

The above rules are standard clausification techniques in [NW01], transforming a first-order formula to clausal normal forms.

Lemma 3.1 ([NW01]). The NNF, the Miniscoping and the CNF rules preserve logical equivalence. The Trans rules and the Skolem rule preserve satisfiability.

### 3.3 Back-translation techniques

## Pre-conditions for a successful back-translation

In [Eng96, Chapter 5], it is shown that a clausal set $N$ can be unskolemised if $N$ is normal, unique, globally linear and globally consistent. To avoid ambiguity we use the word compatible to replace the word consistent.

Now we formally introduce these definitions.
Definition 8. A compound term $t$ is compatible with another distinct compound term s if the argument lists of $t$ and s are identical. A clause $C$ is compatible if in $C$, compound terms that are under the same function symbol are compatible.

A clausal set $N$ is locally compatible if all clauses in $N$ are compatible. A clausal set $N$ is globally compatible if in $N$, compound terms that are under the same function symbol are compatible.

Definition 9. Compound terms $t$ and $s$ are linear if the set of arguments of $t$ is a subset of that of s or vice-versa. A clause $C$ is linear if each pair of compound terms in $C$ is linear.

A clausal set $N$ is locally linear if every clause in $N$ is linear. A clausal set $N$ is globally linear if each pair of compound terms in $N$ is linear.

Definition 10. A compound term $f\left(t_{1}, \ldots, t_{n}\right)$ is normal if $t_{1}, \ldots, t_{n}$ are variables. A clause is normal if every compound term in $C$ is normal. A clausal set $N$ is normal if every clause in $N$ is normal.

Definition 11. A compound term $f\left(t_{1}, \ldots, t_{n}\right)$ is unique if each pair of terms in $t_{1}, \ldots, t_{n}$ is a pair of distinct variables. A clause $C$ is unique if every compound term in $C$ is unique. A clausal set $N$ is unique if every compound term in $N$ is unique.

In this thesis a new notion strong compatibility is introduced.

Definition 12. A clause $C$ is strongly compatible if all compound terms in $C$ are compatible, and a clausal set $N$ is strongly compatible is each clause in $N$ is strong compatible.

A strongly compatible clause is both linear and compatible. By generalising this claim to clausal sets, we have the following statement.

Lemma 3.2. Let $N$ be a strongly compatible clausal set. Then, $N$ is locally compatible and locally linear.

Proof. By Definitions 8, 9 and 12.
For a successful back-translation the pre-conditions are stated as follows.
Theorem 3.1 ([Eng96, Chapter 5]). Let $N$ be a first-order clausal set. Then, $N$ can be unskolemised into a first-order formula (with equality) if $N$ is normal, unique, globally linear and globally compatible.

## Back-translation rules

Rules that help the back-translation steps are the variable renaming rule Rename, the term abstraction rule Abstract and the unskolemisation rule Unsko.

A term $t$ is abstracted from a clause $C$ using

## The Abstract rule

$$
\frac{N \cup\{C(t)\}}{N \cup\{C(y) \vee t \not \approx y\}}
$$

if $y$ does not occur in $C(t)$.

A variable $x$ of a clause $C$ is rename to a distinct variable using

## The Rename rule

$$
\frac{N \cup\{C(x)\}}{N \cup\{C(y)\}}
$$

if each occurrences of $x$ in $C(x)$ is replaced by $y$, and $y$ does not occur in $C(x)$.

A clausal set $N$ is back-translated into a first-order formula using

## The Unsko rule

$$
\frac{N}{\exists \bar{x}_{1} \forall \bar{x}_{2} \exists \bar{x}_{3} \forall \bar{x}_{4} F}
$$

if the following conditions are satisfied.

1. $N$ is a normal, unique, globally linear and globally compatible clausal set.
2. $\bar{x}_{1}$ and $\bar{x}_{3}$ represent the restored Skolem constants and Skolem functions, respectively.
3. $\bar{x}_{1}$ and $\bar{x}_{3}$ do not occur in $N$, and $\bar{x}_{2}$ and $\bar{x}_{4}$ are variables in $N$.
4. $F$ is a first-order formula without Skolem symbols.

The challenge of applying the Unsko rule to a clausal set $N$ is not simply about computing a correction conclusion, but it is more about ensuring that $N$ satisfies 1. in the Unsko rule, so that $N$ can be unskolemised into a first-order formula. Given a clausal set $N$ that is obtained by transforming a set of formulas to a clausal set $N^{\prime}$ and then saturating $N^{\prime}$, the Unsko rule restores first-order quantifications for $N$ by eliminating Skolem symbols introduced during the Skolemisation step. We refer readers to [Eng96, Chapter 5] and [GSS08b] for more details of unskolemisation techniques.

Lemma 3.3 ([GSS08b]). The Abstract, Rename and Unsko rules preserve logical equivalence.

### 3.4 Saturation-based theorem proving

## Substitution and unification

A substitution of terms for variables is a set $\left\{x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto t_{n}\right\}$ where each $x_{i}$ is a distinct variable and each $t_{i}$ is a term, which is not identical to the corresponding variable $x_{i}$. We use lower-case Greek letters $\sigma, \theta$ and $\eta$ to denote substitutions. By $E \sigma$, we denote the result of the application of a substitution $\sigma$ to an expression $E$. $E \sigma$ is said to be an instance of $E$.

A variable renaming is a substitution $\sigma$ such that $\sigma=\left\{x_{1} \mapsto y_{1}, \ldots, x_{n} \mapsto y_{n}\right\}$ where $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ are variables. An expression $E_{1}$ is a variant of an expression $E$ if there exists a variable renaming $\sigma$ such that $E_{1}=E \sigma$. We
consider two clauses $C_{1}$ and $C_{2}$ be identical if $C_{1}$ is a variant of $C_{2}$. A substitution is called grounding if it substitutes all variables of an expression with ground terms. Given substitutions $\sigma$ and $\theta$, the composition $\sigma \theta$ denotes that for each variable $x, x \sigma \theta=(x \sigma) \theta$.

A substitution $\sigma$ is a unifier of a set $\left\{E_{1}, \ldots, E_{n}\right\}$ of expressions if and only if $E_{1} \sigma=\ldots=E_{n} \sigma$. The set $\left\{E_{1}, \ldots, E_{n}\right\}$ is said to be unifiable if there is a unifier for it. A unifier $\sigma$ of a set $\left\{E_{1}, \ldots, E_{n}\right\}$ of expressions is a most general unifier (mgu) if and only if for each unifier $\theta$ for the set, there exists a substitution $\eta$ such that $\theta=\sigma \eta$. A unifier $\sigma$ is a simultaneous $m g u$ of two sequence $E_{1}, \ldots, E_{n}$ and $E_{1}^{\prime}, \ldots, E_{n}^{\prime}$ of expressions (where $n>1$ ), if $\sigma$ is an mgu for each pair $E_{i}$ and $E_{i}^{\prime}$. By $\sigma=\operatorname{mgu}\left(E \doteq E^{\prime}\right)$, we denote that $\sigma$ is an mgu of expressions $E$ and $E^{\prime}$. By $\sigma=\operatorname{mgu}\left(E_{1} \doteq E_{1}^{\prime}, \ldots, E_{n} \doteq E_{n}^{\prime}\right)($ where $n>1)$, we denote that $\sigma$ is a simultaneous mgu of two sequences $E_{1}, \ldots, E_{n}$ and $E_{1}^{\prime}, \ldots, E_{n}^{\prime}$ of expressions.

## Orderings

Let $S$ be a set. A binary relation $R$ on $S$ is a subset of $S \times S$. A partial ordering $\geq$ on a set $S$ is a reflexive, antisymmetric and transitive binary relation. A strict partial ordering $>$ on a set $S$ is an asymmetric and transitive binary relation. A strict ordering $>$ is total on a set $S$ if for any two distinct elements $x$ and $y$ in $S$, either $x>y$ or $y>z$. A strict ordering $>$ is well-founded on a set $S$ if there is no infinite chain $x_{1}>x_{2}>\ldots$ of elements in $S$.

We use $M(x)$ to denote the number of occurrences of variable $x$ in a multiset $M$. A strict partial ordering $>$ on a set $S$ can be extended to a multiset ordering $>^{m}$ on (finite) multisets over $S$ as follows. Let $M_{1}$ and $M_{2}$ be two multisets. Then $M_{1}>^{m} M_{2}$ if i) $M_{1} \neq M_{2}$, and ii) if $M_{2}(x)>M_{1}(x)$ then $M_{1}(y)>M_{2}(y)$ for some $y>x$.

A binary relation $\rightarrow$ on expressions is stable under contexts if $E_{1} \mapsto E_{2}$ implies $E\left[E_{1}\right] \mapsto E\left[E_{2}\right]$ for all expressions $E, E_{1}$ and $E_{2}$. A binary relation $\mapsto$ is stable under substitutions (liftable) if $E_{1} \mapsto E_{2}$ implies $E_{1} \sigma \mapsto E_{2} \sigma$ for all expressions $E_{1}$ and $E_{2}$, and any substitution $\sigma$. A binary relation $\rightarrow$ is a rewrite relation if $\rightarrow$ is stable under contexts and stable under substitutions.

An ordering $>$ has the subterm property if $E\left[E_{1}\right]>E_{1}$, for all for all expressions $E$ and proper subexpressions $E_{1}$ of $E$. A subterm ordering is an ordering of a rewrite relation. An ordering $>$ is a reduction ordering if $>$ is a well-founded rewrite ordering. An ordering $>$ is a simplification ordering if $>$ is a reduction
ordering with the subterm property.
An ordering $>$ on literals is admissible if

1. $>$ is well-founded and total on ground literals,
2. $>$ is stable under substitutions,
3. $\neg A>A$ for all ground atoms $A$,
4. if $B>A$, then $B>\neg A$ for all ground atoms $A$ and $B$.

An ordering $>$ on literals can be extended to clauses by extending $>$ to clauses.
Let $>$ be an ordering, called a precedence, on the given set of function symbols, predicate symbols and logical symbols. Then based on this precedence, a lexicographic path ordering $>_{\text {lpo }}$ is defined as follows: $s>_{l p o} t$ if and only if

1. $t \in \operatorname{var}(s)$ and $s \neq t$, or
2. $s=f\left(s_{1}, \ldots, s_{m}\right), t=g\left(t_{1}, \ldots, t_{n}\right)$, and
(a) $s_{i} \geq_{l p o} t$ for some $i$ with $1 \leq i \leq m$, or
(b) $f>_{\text {lpo }} g$ and $s>_{\text {lpo }} t_{j}$ for all $j$ with $1 \leq j \leq n$, or
(c) i) $f=g$, and ii) for some $j$, we have $\left(s_{1}, \ldots, s_{j-1}\right)=\left(t_{1}, \ldots, t_{j-1}\right)$, $s_{j}>_{l p o} t_{j}$, and iii) $s>_{l p o} t_{k}$, for all $k$ with $j<k \leq n$.

If the precedence $>$ of a lexicographic path ordering is well-founded, then $>$ is a simplification ordering. A lexicographic path ordering $>_{l p o}$ over a total precedence is admissible if predicate symbols have higher precedence than logical connectives, which have higher precedence than $T$ and $\perp$.

## The ordered resolution calculus

In this section, we give fundamentals of a saturation-based inference system, based on the ordered resolution framework of [BG01, BG97]. The resolution calculus in the framework of [BG01, BG97] employs admissible orderings and selection functions as its refinement.

Let $>$ be an admissible ordering. Then we define maximality of a literal in a clause as follows.

- A ground literal $L$ is called maximal with respect to a ground clause $C$ if and only if for all $L^{\prime}$ in $C, L \geq L^{\prime}$.
- A ground literal $L$ is called strictly maximal with respect to a ground clause $C$ if and only if for all $L^{\prime}$ in $C, L>L^{\prime}$.
- A non-ground literal $L$ is (strictly) maximal with respect to a clause $C$ if and only if there is some ground substitution $\sigma$ such that $L \sigma$ is (strictly) maximal respect to $C \sigma$, that is for all $L^{\prime}$ in $C, L \geq L^{\prime}\left(L>L^{\prime}\right)$.

Let $C$ be a clause. Then the selection function $\operatorname{Select}(C)$ is a mapping of a multiset of negative literals in $C$, and literals returned by $\operatorname{Select}(C)$ are the selected literals. There is no restriction imposed on selection functions. An eligible literal is either a (strictly) maximal literal or a selected literal. In this thesis, we annotate the (strictly) maximal literal $L$ with 'stars' as in $L^{*}$ and 'box' the selected literal $L$ as in $L$.

We use the notation Satu to denote a resolution-based inference system that is parameterised by admissible orderings and selection functions. The Satu system consists of the deduction rule Deduce, the positive factoring rule Fact, the selection-based ordered resolution rule Res and the deletion rule Delete. In the Fact and Res rules, the conclusion are called a factor and a resolvent of its premises, respectively.

A saturation is deduced by

## The Deduce rule (for clauses without equality)

$$
\frac{N}{N \cup\{C\}}
$$

if $C$ is a conclusion of either the Fact or Res rule of clauses in $N$.

Factors are derived using

## The Fact rule

$$
\frac{C \vee A_{1}^{*} \vee A_{2}}{\left(C \vee A_{1}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $C \vee A_{1} \vee A_{2}$.
2. $A_{1} \sigma$ is $>$-maximal with respect to $C \sigma$.
3. $\sigma=\operatorname{mgu}\left(A_{1} \doteq A_{2}\right)$

Resolvents are computed using

## The Res rule

$$
\frac{B_{1}^{*} \vee D_{1}, \ldots, B_{n}^{*} \vee D_{n} \quad \neg A_{1} \vee \ldots \vee \neg A_{n} \vee D}{\left(D_{1} \vee \ldots \vee D_{n} \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. No literal is selected in $D_{1}, \ldots, D_{n}$, and $B_{1} \sigma, \ldots, B_{n} \sigma$ are strictly $>-$ maximal with respect to $D_{1} \sigma, \ldots, D_{n} \sigma$, respectively.
2a. If $n=1$, then i) either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1} \sigma$ is $>$-maximal with respect to $D \sigma$, and ii) $\sigma=$ $\operatorname{mgu}\left(A_{1} \doteq B_{1}\right)$, or
2b. if $n>1$, then $\neg A_{1}, \ldots, \neg A_{n}$ are selected and $\sigma=\operatorname{mgu}\left(A_{1} \doteq\right.$ $\left.B_{1}, \ldots, A_{n} \doteq B_{n}\right)$.
2. All premises are variable disjoint.

For decidability, we minimally need the following deletion rule.

## The Delete rule

$$
\frac{N \cup\{C\}}{N}
$$

if $C$ is a tautology, or $N$ contains a variant of $C$.

In the Res rule, the premises $B_{1} \vee D_{1}, \ldots, B_{n} \vee D_{n}$ are called the positive premises (side premises), and the premise $\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$ is called the negative premise (main premise). If there is only one positive premise and one negative premise in the Res rule, we say it is a binary resolution rule.

The ordering refinement in inference rules can be applied by either a prior checking or a posterior checking. Let $C$ be a premise in an inference rule, $\sigma$ be the mgu in the rule and $>$ be the ordering refinement. Then if the maximal literal is determined in $C \sigma$, we say that $>$ is applied by a posteriori checking. If the maximal literal is determined in $C$, then $>$ is applied using a prior checking. In the Fact and Res rules, orderings are applied by a posterior checking.

The performance of a resolution-based inference system replies on sophisticated yet powerful standard redundancy elimination techniques. The Satu system only employs the Deduce rule, as it is sufficient for the results of this thesis.

Let $N$ be a ground clausal set. A ground clause $C$ is redundant with respect
to $N$ if there exists $C_{1}, \ldots, C_{n}$ in $N$ such that $C_{1}, \ldots, C_{n} \vDash C$ and $C>C_{i}$ for each $i$ with $1 \leq i \leq n$. Let $N$ be a clausal set. Then a ground clause $C$ is redundant with respect to $N$ if there exists ground instances $C_{1} \sigma, \ldots, C_{n} \sigma$ of clauses $C_{1}, \ldots, C_{n}$ in $N$ such that $C_{1} \sigma, \ldots, C_{n} \sigma=C$ and $C>C_{i} \sigma$ for each $i$ with $1 \leq i \leq n$. A non-ground clause $C$ is redundant with respect to $N$ if every ground instance of $C$ is redundant with respect to $N$. Let $C$ be a distinguished premise, $C_{1}, \ldots, C_{n}$ be other premises and $D$ a conclusion in an inference $\mathbf{I}$. Then the $\mathbf{I}$ inference is redundant with respect to $N$ if there exist clauses $D_{1}, \ldots, D_{k}$ in $N$ that are smaller than $C$ such that $C_{1}, \ldots, C_{n}, D_{1}, \ldots, D_{k} \vDash D$. A clausal set $N$ is saturated up to redundancy with respect to an inference system $\mathbf{R}$ if all inferences in the $\mathbf{R}$ inference system with non-redundant premises are redundant with respect to $N$.

A derivation relation $\triangleright$ is a binary relation defined on sets of clauses. Let $N_{1}$ and $N_{2}$ be two clausal set. By $N_{1} \triangleright N_{2}$ on an inference system $\mathbf{R}$, we mean that by using the rules in the $\mathbf{R}$ system to add conclusions or eliminate redundancy in clauses of $N_{1}$, we obtain $N_{2}$. A theorem proving derivation (derivation) on an inference system $\mathbf{R}$ is a sequence $N_{1} \triangleright N_{2} \triangleright \ldots$ of derivation.

The refutational completeness of the Satu system is given as follows.
Theorem 3.2 ([BG01, Theorem 5.5]). If a set $N$ of first-order clauses is saturated up to standard redundancy under the Satu system, then $N$ is unsatisfiable if and only if it contains a contradiction.

The soundness of the Satu system is obvious as it consists of sound rules.
Theorem 3.3. The Satu system is a sound system for general first-order clausal logic.
For the decidability results of this thesis the separation rule Sep rule is used. A clause can be separated by

## The Sep rule

$$
\frac{N \cup\{C \vee D\}}{N \cup\{C \vee P(\bar{x}), \neg P(\bar{x}) \vee D\}}
$$

if the following conditions are satisfied.

1. $C$ and $D$ are non-empty subclauses.
2. $\operatorname{var}(C) \nsubseteq \operatorname{var}(D)$ and $\operatorname{var}(D) \nsubseteq \operatorname{var}(C)$.
3. $\operatorname{var}(C) \cap \operatorname{var}(D)=\bar{x}$.
4. Predicate symbol $P$ does not occur in $N \cup\{C \vee D\}$.

The Sep rule is introduced in [SH00] to decide satisfiability of fluted logic. This rule is also referred to as 'splitting through new predicate symbol' in [Kaz06, Section 3.5.6].

The split rule Split is very similar to the Sep rule. A derivation sequence is branched to a derivation tree by

## The Split rule

$$
\frac{N \cup\{C \vee D\}}{N \cup\{C\} \mid N \cup\{D\}}
$$

if the following conditions are satisfied.

1. $C$ and $D$ are non-empty subclauses.
2. $C$ and $D$ are variable-disjoint.

In the above Split rule, the symbol ' $\mid$ ' in the Split conclusions means that the sequence of derivation on $N \cup\{C \vee D\}$ is split into two branches $N \cup\{C\}$ and $N \cup\{D\}$.

One can regard the Sep rule as a generalisation of the Split rule. Suppose that in the Sep premise $N \cup\{C \vee D\}$, the subclauses $C$ and $D$ are variable disjoint. Then using a fresh predicate symbol $p$, the Sep rule derives $N \cup\{C \vee$ $p, \neg p \vee D\}$ from $N \cup\{C \vee D\}$. This implies that the Sep rule can be regarded as a generalisation of the Split rule by using a new predicate symbol [RV01a]. Compared to the Sep rule, the Split rule splits $N \cup\{C \vee D\}$ to two branches $N \cup\{C\}$ and $N \cup\{D\}$. This requires backtracking when an empty clause is found in one branch. Hence, using the Split rule makes the saturation procedure non-deterministic. However, the Split rule has an advantage that one can use the subsumption elimination rule [BG01] to remove clauses in the forms of $C \vee C^{\prime}$ and $D \vee D^{\prime}$ in $N \cup\{C\}$ and $N \cup\{D\}$, respectively. The Sep conclusion $N \cup\{C \vee p, \neg p \vee D\}$ does not have this advantage because of the occurrences of the propositional symbol $p$.

The Sep rule is a sound rule. This is formally stated as:
Lemma 3.4 ([SH00, Theorem 3]). The Sep premises $N \cup\{C \vee D\}$ are satisfiable if and only if the Sep conclusions $N \cup\{C \vee P(\bar{x}), \neg P(\bar{x}) \vee D\}$ are satisfiable.

Proof. $\Leftarrow$ : By respectively making $P(\bar{x})$ and $\neg P(\bar{x})$ in $C \vee P(\bar{x})$ and $\neg P(\bar{x}) \vee D$ eligible, applying resolution to $C \vee P(\bar{x})$ and $\neg P(\bar{x}) \vee D$ derives $C \vee D$. Hence,
for any interpretation $I$ such that $I \vDash N \cup\{C \vee P(\bar{x}), \neg P(\bar{x}) \vee D\}$, it is the case that $I \vDash N \cup\{C \vee D\}$.
$\Rightarrow$ : Suppose $I$ is a model of $N \cup\{C \vee D\}$. We aim to prove that an extension $I^{\prime}$ of $I$ satisfies that $I^{\prime} \vDash N \cup\{C \vee P(\bar{x}), \neg P(\bar{x}) \vee D\}$. As $I^{\prime}$ is an extension of $I$, $I^{\prime} \vDash N \cup\{C \vee D\}$. We next prove that $I^{\prime} \mid=C \vee P(\bar{x})$ and $I^{\prime} \mid=\neg P(\bar{x}) \vee D$.

Suppose $\bar{x}$ is a sequence of variables $x_{1}, \ldots, x_{n}, \bar{s}$ is a sequence of ground terms $s_{1}, \ldots, s_{n}$. Further suppose $\sigma$ is a ground substitution that substitutes $x_{1}, \ldots, x_{n}$ through $\left\{x_{1} \mapsto s_{1}, \ldots, x_{n} \mapsto s_{n}\right\}$. Let $\Sigma$ be a set of all possible ground substitutions of $\sigma$. Then we interpret $P\left(s_{1}, \ldots, s_{n}\right)$ as follows. An interpretation $I^{\prime}$ is a model of $P\left(s_{1}, \ldots, s_{n}\right)$ if and only if $I \models D \sigma$ for all $\sigma$ in $\Sigma$.

Let $\theta$ be an arbitrary ground substitution. We aim to prove that

$$
\begin{align*}
& I^{\prime} \mid=C \theta \vee P(\bar{x} \theta),  \tag{3.1}\\
& I^{\prime} \mid=\neg P(\bar{x} \theta) \vee D \theta . \tag{3.2}
\end{align*}
$$

We distinguish two cases:
i: Assume $I^{\prime} \vDash P(\bar{x} \theta)$. By the interpretation of $P(\bar{x} \theta), I^{\prime} \vDash D \theta$, hence (3.1)-(3.2) hold.
ii: Suppose $I^{\prime} \not \vDash P(\bar{x} \theta)$. Immediately (3.2) holds. We prove (3.1) by contradiction. Suppose there exists a ground substitution $\theta^{\prime}$ such that i) $\theta^{\prime}$ and $\theta$ coincide on substituting $\bar{x}$ and ii) $I^{\prime} \not \equiv C \theta^{\prime}$. By our interpretation of $P(\bar{x} \theta)$, there exists a ground substitution $\theta^{\prime \prime}$ such that i) $\theta^{\prime \prime}$ and $\theta$ coincide on substituting $\bar{x}$ and ii) $I^{\prime} \not \vDash D \theta^{\prime \prime}$. Since $I^{\prime} \notin C \theta^{\prime}$ and $I^{\prime} \not \vDash D \theta^{\prime \prime}$ and $\theta^{\prime}$ and $\theta^{\prime \prime}$ coincide on substituting common variables $\bar{x}$ of $C$ and $D, I^{\prime} \notin C \theta^{\prime} \theta^{\prime \prime} \vee D \theta^{\prime} \theta^{\prime \prime}$. This contradicts that $I^{\prime} \vDash N \cup\{C \vee D\}$.
W.l.o.g. the proof can be generalised to the cases when $C$ or $D$ is negative.

## The ordered superposition calculus

Now we introduce superposition calculus to reason equality literals. As for the purpose of this thesis, a weaker form of superposition calculus, namely the paramodulation calculus, is sufficient. The paramodulation calculus are also in the framework of [BG98].

For the ordering purpose for equality, non-equational literals $P\left(t_{1}, \ldots, t_{n}\right)$ with $P$ a non-equational predicate symbol, are treated as $P\left(t_{1}, \ldots, t_{n}\right) \approx \mathbf{t t}$ with
$\mathbf{t t}$ a distinguished constant. In any admissible ordering $>, \mathbf{t t}$ is always the minimal constant. Admissible orderings $>$ are extended to multiset orderings $>^{m}$ by comparing literals in a way such that equality literals $s \approx t$ are regarded as $\{s, t\}$ and inequality literals $s \not \approx t$ are regarded as $\{s, t, \mathbf{t t}\}$, respectively.

We use the notation $\mathbf{S a t u}_{\approx}$ to denote the Satu system with the equality factoring rule E-Fact, the equality resolution rule E-Res and the ordered paramodulation rule Para and a revised Deduce rule. We assume that equality literals are oriented: whenever we write $s \approx t$ and $s \not \approx t$, it is the case that $s \geq t$.

A derivation is computed using

## The Deduce rule (for clauses with equality)

$$
\frac{N}{N \cup\{C\}}
$$

if $C$ is a conclusion of either the Fact, or Res, or E-Fact, or E-Res or the Para rule of clauses in $N$.

Conclusions of the ordered paramodulation rule is computed using

## The Para rule

$$
\frac{t_{1} \approx u \vee D_{1} \quad L\left[t_{2}\right] \vee D_{2}}{\left(L[u] \vee D_{1} \vee D_{2}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D_{1} \sigma$ and $\left(t_{1} \approx u\right) \sigma$ is strictly $>^{m}$-maximal with respect to $D_{1} \sigma$.
2. If $L\left[t_{2}\right]$ is positive, $L\left[t_{2}\right] \sigma$ is strictly $>^{m}$-maximal with respect to $D_{2} \sigma$, or else $L\left[t_{2}\right] \sigma$ is either selected or $>^{m}$-maximal with respect to $D_{2} \sigma$.
3. $t_{2}$ is not a variable.
4. $u \sigma \nsucceq t_{1} \sigma$.
5. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.
6. Premises are variable disjoint.

In the Para rule, the premises $t_{1} \approx u \vee D_{1}$ and $L\left[t_{2}\right] \vee D_{2}$ are called the left premise and the right premise, respectively.

Conclusions of the equality factoring rule is computed using

## The E-Fact rule

$$
\frac{t_{1} \approx u \vee t_{2} \approx v \vee D}{\left(u \not \approx v \vee t_{1} \approx v \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D$ and $\left(t_{1} \approx u\right) \sigma$ is $>^{m}$-maximal with respect to $\left(t_{2} \approx v \vee D\right) \sigma$.
2. $u \sigma \nsucceq t_{1} \sigma$.
3. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.

Conclusions of the equality resolution rule is computed using

## The E-Res rule

$$
\frac{t_{1} \not \not t_{2} \vee D}{D \sigma}
$$

if the following conditions are satisfied.

1. Either $\left(t_{1} \not \not \not t_{2}\right) \sigma$ is selected or it is $>^{m}$-maximal with respect to $D \sigma$.
2. $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$.

Theorem 3.4. The Satu system is sound and refutationally complete for general first-order clausal logic with equality.

Proof. It can easily be checked that the E-Fact, E-Res and Para rules preserve satisfiability, as they are standard rules in [BG90]. By [BG90, Theorem 1], the $\mathbf{S a t u} \approx$ system is refutationally complete for first-order clausal logic with equality.

## Chapter 4

## The decision procedure for answering BCQs in GF

In this chapter, we tackle the problem of answering BCQs for guarded formulas. This is formally stated as:

Problem 4. Given a set $\Sigma$ of formulas in GF and a union $q$ of BCQs, can a saturationbased procedure decide whether $\Sigma \vDash q$ ?

This chapter is constructed as follows. Section 4.1 describes the clausification process that transforms guarded formulas and BCQ into a suitable clausal form, namely guarded clauses and query clauses, respectively. Section 4.2 then gives a P-Res resolution inference system Inf. Based on the Inf system, Section 4.3 then devises the top-variable inference system T-Inf ${ }^{G Q}$, particularly for the guarded clauses and query clauses. Section 4.4 then formally proves that the T-Inf ${ }^{\text {GQ }}$ system decides satisfiability of the guarded clauses, and Section 4.5 presents the procedure of handling the query clauses. Finally combining the results of Sections 4.1-4.5, Section 4.6 gives a saturation-based decision procedure for answering BCQs for GF.

### 4.1 Clausifying GF and BCQs

In this section, we aim to reduce the BCQ answering problem for GF to a satisfiability checking problem for a specific clausal class, and we use a customised form of clausal normal form transformation to achieve this goal.

We use the notation Trans ${ }^{\mathbf{G F}}$ to denote our clausal normal form transformation for guarded formulas and BCQs. In the first step, a union of BCQs is simply negated to obtain query clauses. The second step transforms guarded formulas to a set of guarded clauses. Recall the definition of GF from Section 2.1.

Definition 1. The guarded fragment (GF) is a fragment of FOL without function symbols, inductively defined as follows:

1. T and $\perp$ belong to $G F$.
2. If $A$ is an atom, then $A$ belongs to $G F$.
3. GF is closed under Boolean connectives.
4. Let $F$ be a guarded formula and $G$ an atom. Then $\exists \bar{x}(G \wedge F)$ and $\forall \bar{x}(G \rightarrow F)$ belong to GF if all free variables of F occur in $G$.

Note that we assume that all free variables in guarded formulas are existentially quantified as we are focusing on checking satisfiability.

Using sample guarded formulas

$$
F=[\exists x(A(x, y) \wedge \forall z(B(x, z) \rightarrow \exists u R(z, u)))]
$$

the second step of the Trans ${ }^{\mathbf{G F}}$ process is detailed next.

1. Add existential quantifiers to all free variables of $F$, and by the NNF rules, transforming $F$ to negation normal form, obtaining

$$
F_{1}=\left[\begin{array}{cl}
\exists y x( & A(x, y) \wedge \forall z( \\
\neg B(x, z) \vee \exists u R(z, u)) \quad)
\end{array}\right] .
$$

2. By introducing predicate symbols $P$ (and respective literals $P(\cdots)$ ), applying the Trans rules for each universally quantified subformula of $F_{1}$. Then we obtain

$$
F_{2}=\left[\begin{array}{llr}
\exists y x( & A(x, y) \wedge P(x) & ) \wedge \\
\forall x( & \neg P(x) \vee \forall z(\neg B(x, z) \vee \exists u R(z, u)) & )
\end{array}\right] .
$$

We say that

- $\exists y x(A(x, y) \wedge P(x))$ is the replacing formula of $F_{1}$, and
- $\forall x(\neg P(x) \vee \forall z(\neg B(x, z) \vee \exists u R(z, u)))$ is the definition formula of $P$.

3. Transform each immediate subformula of $F_{2}$ to prenex normal form, and then applying the Skolem rule to the resulting formula. By introducing Skolem constants $a, b$ and a Skolem function $f(x, z)$, we obtain

$$
F_{3}=\left[\begin{array}{ll}
A(a, b) & \wedge \\
P(a) & \wedge \\
\forall x z(\neg P(x) \vee \neg B(x, z) \vee R(z, f(x, z)) & )
\end{array}\right] .
$$

4. Drop universal quantifiers of $F_{3}$, and then by the CNF rules, $F_{3}$ is transformed to a set of guarded clauses

$$
\{A(a, b), P(a), \neg P(x) \vee \neg B(x, z) \vee R(z, f(x, z))\}
$$

The guarded, Horn guarded and query clauses are formally defined as follows.
Definition 13. A guarded clause $C$ is a simple and covering clause satisfying the following conditions:

1. $C$ is either a ground clause, or
2. $C$ contains a negative flat literal $\neg G$ such that $\operatorname{var}(C)=\operatorname{var}(G)$.

A Horn guarded clause (HG clause) is a guarded clause containing at most one positive literal.

We call the literal $\neg G$ in 2. of Definition 13 the guard of the guarded clause $C$. A clause is guarded if it contains a guard.

Definition 14. A query clause is a flat and negative clause.
In 2. of Definition 13, the literal $\neg G$ is called the guard of the clause $C$. A query clause is not necessarily a guarded clause, and vice-versa. For example, $\neg A(x, y) \vee B(f(x, y))$ is guarded but not a query clause, and $\neg A_{1}(x, y) \vee \neg A_{2}(y, z)$ is a query clause, but not guarded. The class of guarded clauses is more expressive than GF, since compound terms are allowed in the clausal class, but not in GF.

As the Trans ${ }^{\text {GF }}$ process only provides essential steps, one can use more exhaustive structural transformations to transform guarded formulas to a simpler form of guarded clauses and obtain guarded clauses in a more efficiently way. For example, guarded formulas are transformed to guarded clauses with
at most three literals in [Kaz06, Pages 103-104]. Moreover by applying the Trans ${ }^{\text {GF }}$ rules to conjunctive formulas that are disjunctively connected, one can avoid the exponential-time blow-up caused by distributing disjunctions to conjunctions. For example, it takes exponential steps for Trans ${ }^{\text {GF }}$ process to transform the guarded formula

$$
F=\forall x y(G(x, y) \rightarrow(A(x) \wedge B(y)) \vee(A(y) \wedge B(x))))
$$

to the guarded clauses

$$
\begin{array}{ll}
\neg G(x, y) \vee A(x) \vee A(y), & \neg G(x, y) \vee B(y) \vee A(y), \\
\neg G(x, y) \vee A(x) \vee B(x), & \neg G(x, y) \vee B(y) \vee B(x) .
\end{array}
$$

However in $F$, using new predicate symbols $P_{1}(x, y)$ and $P_{2}(x, y)$ for $A(x) \wedge B(y)$ and $A(y) \wedge B(x)$, respectively, the distribution of disjunctions to conjunctions can be avoided. Then $F$ is transformed into the guarded clauses

$$
\begin{aligned}
& \neg G(x, y) \vee P_{1}(x, y) \vee P_{2}(x, y) \\
& \neg P_{1}(x, y) \vee A(x) \vee B(y), \\
& \neg P_{2}(x, y) \vee A(y) \vee B(x)
\end{aligned}
$$

Note that by i) renaming universal quantified subformulas, ii) transforming formulas to prenex normal form and then applying Skolemisation to the resulting formulas, the Trans ${ }^{\text {GF }}$ process intentionally introduces Skolem functions of a higher arity. To be specific i)-ii) ensure that a guarded clause $C$ has the covering property, i.e., any compound term in $C$ contains exactly the same set of variables as $C$. This property is essential to guarantee termination of our BCQ answering procedures for GF. Also i)-ii) ensure compound terms in the guarded clause $C$ are aligned (see Section 5.1), i.e., all compound terms in $C$ share the same sequence of variables (i.e. the strong compatibility property). This property makes our back-translation procedure possible.

Lemma 4.1. Applying the Trans ${ }^{\mathbf{G F}}$ process to a guarded formula transforms it into a set of guarded clauses.

Proof. Suppose $F$ is a guarded formula. In the Trans ${ }^{\mathbf{G F}}$ process, 1.-2. use new predicate symbols (and literals) to rename universally quantified formulas
in $F$. W.l.o.g. suppose $P$ is the newly introduced predicate symbol, $F_{1}$ is the definition formula of $P$, and $F^{\prime}$ is the replacing formula of $F$. Now we show that 3.-4. transform $F_{1}$ and $F^{\prime}$ into guarded clause. Because $F^{\prime}$ is an existentially quantified sentence, skolemising $F^{\prime}$ transforms it into (a set of) flat ground clauses (if conjunctions occur in $F^{\prime}$ ), which are guarded clauses. $F_{1}$ can be represented as

$$
\forall \bar{x}(P(\bar{x}) \rightarrow \forall \bar{y}(G(\bar{x}, \bar{y}) \rightarrow \phi(\bar{y})))
$$

where $\phi(\bar{y})$ is a formula of literals and existentially quantified guarded formulas that are connected by Boolean connectives. Note that $\phi(\bar{y})$ contains no universal quantifications. By 4. in the Trans ${ }^{\mathbf{G F}}$ process, $F_{1}$ is simplified as

$$
F_{1}^{\prime}=\forall \overline{x y}(\neg P(\bar{x}) \vee \neg G(\bar{x}, \bar{y}) \vee \phi(\bar{y})) .
$$

Suppose $C$ is a clause obtained from $F_{1}^{\prime}$. 1) The literal $\neg G(\bar{x}, \bar{y})$ is a guard of $C$ as $\operatorname{var}(G)=\operatorname{var}(F)$. 2) For any existential quantified variable $z$ in $\phi(\bar{y}), z$ is Skolemised into a flat compound term only containing $\bar{x}$ and $\bar{y}$. 3) Since $F_{1}^{\prime}$ is free of function symbols, $C$ contains no nested compound terms. By 1) -3 ), $C$ is simple, covering and contains the guard $\neg G$, thus $C$ is a guarded clause.

We use GQ to denote the class of guarded clauses and query clauses.
Theorem 4.1. The Trans ${ }^{G F}$ process reduces the problem of BCQ answering for $G F$ to that of deciding satisfiability of the GQ clausal class.

Proof. Suppose $q=q_{1} \vee \ldots \vee q_{n}$ is a union of BCQs, $\Sigma$ is a set of guarded formulas, and D is a set of ground atoms. Since ground atoms D are in GF, the problem of checking whether $\Sigma \cup D \vDash q$ is reduced to that of $\Sigma \vDash q$. This problem is the same as the problem of checking unsatisfiability of $\Sigma \cup\left\{\neg q_{1}, \ldots, \neg q_{n}\right\}$. By the definition of the union of BCQs, $\left\{\neg q_{1}, \ldots, \neg q_{n}\right\}$ is a set of query clauses. By Lemma 4.1, $\Sigma$ is transformed to a set of guarded clauses.

### 4.2 The resolution-based P-Res inference system

In this section, we presents the first P-Res inference system Inf, which provides a basis for the decision procedures in this thesis. The Inf system is built on
the Satu system from Section 3.4, however unlike the Satu system, the Inf system generalises the Res rule to a novel partial selection-based ordered resolution rule $\mathbf{P}$-Res. Therefore we call this system a $\boldsymbol{P}$-Res system. The $\mathbf{P}$-Res rule allows us to choose a desirable resolvent from a set of the potential partial resolvents. In this section, we extensively discuss the P-Res rule and formally prove the soundness and refutational completeness of the Inf system.

The Inf system contains the following rules: the deduction rule Deduce, the positive factoring rule Fact, the partial selection-based resolution rule P-Res and the deletion rule Delete.

A saturation is deduced using

## The Deduce rule (for clauses without equality)

$$
\frac{N}{N \cup\{C\}}
$$

if $C$ is a conclusion of the $\mathbf{P}$-Res or Fact rule of clauses in $N$.

Factors are computed using

## The Fact rule

$$
\frac{C \vee A_{1}^{*} \vee A_{2}}{\left(C \vee A_{1}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $C \vee A_{1} \vee A_{2}$.
2. $A_{1} \sigma$ is $>$-maximal with respect to $C \sigma$.
3. $\sigma=\operatorname{mgu}\left(A_{1} \doteq A_{2}\right)$

For decidability, we use the following deletion rule.

## The Delete rule

$$
\frac{N \cup\{C\}}{N}
$$

if $C$ is a tautology, or $N$ contains a variant of $C$.

A partial selection-based resolution P-Res computes resolvents using

## The P-Res rule

$$
\frac{B_{1}^{*} \vee D_{1}, \ldots, B_{m}^{*} \vee D_{m}, \ldots, B_{n}^{*} \vee D_{n} \quad \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D}{\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. No literal is selected in $D_{1}, \ldots, D_{n}$ and $B_{1} \sigma, \ldots, B_{n} \sigma$ are strictly $>$-maximal with respect to $D_{1} \sigma, \ldots, D_{n} \sigma$, respectively.
2a. If $n=1$, i) either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1} \sigma$ is maximal with respect to $D \sigma$, and ii) $\sigma=\operatorname{mgu}\left(A_{1} \doteq\right.$ $B_{1}$ ) or
2b. if $n>1$ and there exists an mgu $\sigma^{\prime}$ such that $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq\right.$ $\left.B_{1}, \ldots, A_{n} \doteq B_{n}\right)$, then $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$ where $m \leq n$.
2. All premises are variable disjoint.

Only essential rules are presented in the Inf system. The Inf system is devised in line with the resolution framework of [BG01], therefore more sophisticated simplification rule (such as the condensation rule) and redundant elimination techniques (such as forward and backward subsumption elimination) [BG01, Section 4.3], can be immediately added to the Inf system.

In the $\mathbf{P}$-Res rule, the distinguished premise

$$
\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D
$$

is called the main premise (negative premise) and the other premises

$$
B_{1} \vee D_{1}, \ldots, B_{m} \vee D_{m}, \ldots, B_{n} \vee D_{n}
$$

are called the side premises (positive premises). The $\mathbf{P}$-Res rule generalises the hyper-resolution rule in [BG01, Section 6.2], since in the P-Res rule, side premises and the subclause $D$ in the main premise are not necessarily positive. This relaxed condition implicitly ensures that the $\mathbf{P}$-Res rule is a natural generalisation of the binary resolution rule (the ordered resolution rule with selection) in [BG01], if there exists exactly one eligible literal in the main premise. By the binary
resolution rule, we mean a resolution rule with only one positive premise and one negative premise.

The $\mathbf{P}$-Res rule is a form of 'partial' selection-based resolution rule. In the conditions of the $\mathbf{P}$-Res rule, 2 b . requires the existence of an mgu between $A_{1}, \ldots, A_{n}$ and $B_{1}, \ldots, B_{n}$. This implies that one can perform a selection-based resolution inference on

$$
B_{1} \vee D_{1}, \ldots, B_{n} \vee D_{n}, \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D
$$

with $\neg A_{1}, \ldots, \neg A_{n}$ selected. However, instead of performing this selectionbased resolution inference, we perform a partial selection-based resolution inference on

$$
B_{1} \vee D_{1}, \ldots, B_{m} \vee D_{m}, \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D .
$$

This 'partial' inference on $C$ and a subset of $C_{1}, \ldots, C_{n}$ makes a selection-based resolution inference on $C$ and $C_{1}, \ldots, C_{n}$ redundant. This claim is formally proved in Lemmas 4.2-4.3, starting with considering ground first-order clauses.

Lemma 4.2 ([BG01, Pages 53-54] and [BG97, Page 28]). Let the following rule present the Res rule of the Satu system for ground clauses.
$\operatorname{Res}$ (for ground clauses): $\frac{A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n} \neg A_{1} \vee \ldots \vee \neg A_{n} \vee D}{D_{1} \vee \ldots \vee D_{n} \vee D}$
if the following conditions are satisfied.

1. No literals are selected in $D_{1}, \ldots, D_{n}$ and $A_{1}, \ldots, A_{n}$ are strictly $>$-maximal with respect to $D_{1}, \ldots, D_{n}$, respectively.
2a. If $n=1$, then either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1}$ is $>$-maximal with respect to $D$, or
2b. if $n>1$, then $\neg A_{1}, \ldots, \neg A_{n}$ are selected.
2. All premises are variable disjoint.

Let $\{1, \ldots, n\}$ be partitioned into two subsets $\left\{i_{1}, \ldots, i_{k}\right\}$ and $\left\{j_{1}, \ldots, i_{h}\right\}$, and
$N$ be a clausal set. Then an Res inference is redundant in $N$ if the 'partial conclusion'

$$
\neg A_{j_{1}} \vee \ldots \vee \neg A_{j_{h}} \vee D_{i_{1}} \vee \ldots \vee D_{i_{k}} \vee D
$$

is implied by $A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}$ and finitely many clauses $\Delta$ in $N$ that are smaller than $\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$.

Proof. W.l.o.g., let the main premise of an Res inference be of the form

$$
\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D
$$

and the 'partial conclusion' be of the form

$$
\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D_{1} \vee \ldots \vee D_{m} \vee D
$$

where $m<n$. When $m=n$, the statement trivially holds.
By the definition of redundant inference, this claim requires to prove that

$$
A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta \models D_{1} \vee \ldots \vee D_{n} \vee D .
$$

Firstly, in (4.1)-(4.7), we aim to prove that

$$
A_{1}, \ldots, A_{n}, A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta \vDash D_{1} \vee \ldots \vee D_{n} \vee D .
$$

By the assumption on 'partial conclusion',

$$
\begin{align*}
& A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta \vDash  \tag{4.1}\\
& \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D_{1} \vee \ldots \vee D_{m} \vee D . \tag{4.2}
\end{align*}
$$

Suppose $I$ is an interpretation of (4.1) and suppose $I=A_{1}, \ldots, A_{n}$. Then

$$
\begin{equation*}
I \vDash A_{1}, \ldots, A_{n}, A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta . \tag{4.3}
\end{equation*}
$$

Since $I \vDash A_{m+1}, \ldots, A_{n}$ and $I \vDash(4.2)$, we obtain that

$$
\begin{equation*}
I \vDash D_{1} \vee \ldots \vee D_{m} \vee D . \tag{4.4}
\end{equation*}
$$

This implies that

$$
\begin{align*}
& A_{1}, \ldots, A_{n}, A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta  \tag{4.5}\\
& \quad=D_{1} \vee \ldots \vee D_{m} \vee D . \tag{4.6}
\end{align*}
$$

Since $m<n$, clause in (4.6) is a subclause of $D_{1} \vee \ldots \vee D_{n} \vee D$. Hence:

$$
\begin{align*}
& A_{1}, \ldots, A_{n}, A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta \\
& \quad=D_{1} \vee \ldots \vee D_{n} \vee D . \tag{4.7}
\end{align*}
$$

Next, in (4.9)-(4.12), we aim to prove that

$$
\begin{equation*}
A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta \models D_{1} \vee \ldots \vee D_{n} \vee D . \tag{4.8}
\end{equation*}
$$

We prove (4.8) by contradiction. Let $I$ be an arbitrary model satisfying that

$$
\begin{align*}
& I \neq A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta,  \tag{4.9}\\
& \text { but } I \not \vDash D_{1} \vee \ldots \vee D_{n} \vee D . \tag{4.10}
\end{align*}
$$

(4.10) implies $I \not \vDash D_{1}, \ldots, I \not \vDash D_{n}$, therefore, considering (4.9) we get that

$$
\begin{equation*}
I \models A_{1}, \ldots, A_{n}, \Delta . \tag{4.11}
\end{equation*}
$$

By (4.9) and (4.11), we obtain

$$
\begin{equation*}
I \vDash A_{1}, \ldots, A_{n}, A_{1} \vee D_{1}, \ldots, A_{n} \vee D_{n}, \Delta . \tag{4.12}
\end{equation*}
$$

By (4.7), (4.12) implies $I \neq D_{1} \vee \ldots \vee D_{n} \vee D$, which refutes (4.10).
Using Lemma 4.2, we prove that an P-Res inference makes its respective Res inference redundant, formally stated:

Lemma 4.3. Let $N$ a clausal set. Suppose the Res rule (for ground clauses) is applicable in $N$ to the premises $C_{1}=A_{1} \vee D_{1}, \ldots, C_{n}=A_{n} \vee D_{n}$ and $C=\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$. Suppose the 'partial conclusion' $R=D_{i_{1}} \vee \ldots \vee D_{i_{k}} \vee D^{\prime}$ ' is obtained by performing the following inference on the main premise $C$ and a subset of the side premises $C_{1}, \ldots, C_{n}$.

$$
\text { P-Res: } \frac{A_{i_{1}} \vee D_{i_{1}}, \ldots, A_{i_{k}} \vee D_{i_{k}} \quad \neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}} \vee D^{\prime}}{D_{i_{1}} \vee \ldots \vee D_{i_{k}} \vee D^{\prime}}
$$

if the following conditions are satisfied.

1. $\left\{A_{i_{1}} \vee D_{i_{1}}, \ldots, A_{i_{k}} \vee D_{i_{k}}\right\}$ is a subset of $\left\{C_{1}, \ldots, C_{n}\right\}$.
2. $\neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}} \vee D^{\prime}$ is the same as the main premise $C$.

Then the application of the Res rule (for ground clauses) to $C_{1}, \ldots, C_{n}$ and $C$ is redundant with respect to $N \cup R$.

Proof. By maximality refinement, $A_{i_{j}}>D_{i_{j}}$ for all $j$ such that $i \leq j \leq k$. Hence, $R$ is smaller than $\neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}} \vee D^{\prime}$, thus $R$ is smaller than $C$. By Lemma 4.2 and the fact that $C_{1}, \ldots, C_{n}, R \vDash R$, the specified application of the Res rule (for ground clauses) is redundant in $N \cup R$.

In Lemmas 4.2-4.3, the Res and P-Res rules use admissible orderings and selection function as resolution refinements, therefore by the Lifting Lemma [BG01, Lemma 4.12], the result of Lemma 4.3 can be immediately lifted to general firstorder clauses.

Suppose the Res rule is applicable to $C_{1}=A_{1} \vee D_{1}, \ldots, C_{n}=A_{n} \vee D_{n}$ and $C=\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$. Then one derives a 'partial conclusion' by applying the $P$-Res rule to a subset of $\left\{C_{1}, \ldots, C_{n}\right\}$ and $C$, where a subset of $\left\{\neg A_{1}, \ldots, \neg A_{n}\right\}$ are resolved. We say this subset of $\left\{\neg A_{1}, \ldots, \neg A_{n}\right\}$ are the $\boldsymbol{P}$-Res eligible literal (with respect to a Res inference to $C_{1}, \ldots, C_{n}$ and $C$ ). In this paper, we consider applications of the P-Res rule by focusing on finding appropriate $\mathbf{P}$-Res eligible literals.

Now we give the main result of this section.
Theorem 4.2. The Inf system is sound and refutationally complete for general firstorder clausal logic.

Proof. Compared to the Satu resolution system in Section 3.4, in the Inf system, the novel rule is the $\mathbf{P}$-Res rule. The $\mathbf{P}$-Res rule is sound as it is a resolution rule. Hence, the Inf system is sound. We know that the Res rule is a standard rule in the Satu system. By Lemma 4.3, a P-Res inference can be regarded as a
form of redundancy elimination for its respective Res inference. Then the Inf system is refutationally complete for first-order clauses as the Satu system is refutationally complete for first-order clauses.

### 4.3 The top-variable refinement

In this section, we give the top-variable refinement T-Ref ${ }^{\mathrm{GQ}}$, so that the Inf system, equipped with the T-Ref ${ }^{\mathrm{GQ}}$ refinement, decides satisfiability of the GQ clausal class. We use the notation $\mathbf{T}-$ Inf $^{\mathrm{GQ}}$ to denote the Inf system endowed with the T-Ref ${ }^{G Q}$ refinement.

As admissible orderings we use any lexicographic path ordering $>_{l p o}$ with a precedence in which function symbols are larger than constant, which are larger than predicate symbols. This requirement holds however for any admissible ordering (e.g., Knuth-Bendix ordering [KB83]) with the same precedence restriction.

```
Algorithm 1: Determining the (P-Res) eligible literals for GQ clauses
    Input: A GQ clausal set N and a clause C in N
    Output: The eligible literals or the P-Res eligible literals (with
            respect to a Res inference) in C
if C is a ground clause then
        return Max(C)
    else if C has negatively occurring compound-term literals then
        return SelectNC(C)
    else if C has positively occurring compound-term literals then
        return Max(C)
else if C is a flat guarded clause then
        return SelectG(C)
else return PResT(N,C)
```

Algorithm 1 specifies conditions for applying the T-Ref ${ }^{\text {GQ }}$ refinement to GQ clauses. The T-Ref ${ }^{G Q}$ refinement consists of the following functions.

- $\operatorname{Max}(C)$ returns the $($ strictly $)>_{l p o}$-maximal literal with respect to clause $C$.
- SelectNC(C) selects one of the negative compound-term literals in clause $C$.
- SelectG(C) selects one of the guards in clause $C$.
- PResT(N,C)

1. either returns (selects) all negative literals of clause $C$, in the case that the Res rule is not applicable to $C$, in which all negative literals are selected (as the main premise), and clauses in $N$ (as the side premises), or
2. returns the top-variable literals (with respect to a Res inference) of clause $C$, in the case that the Res rule is applicable to $C$, in which all negative literals are selected (as the main premise), and clauses in $N$ (as the side premises).

Algorithm 2 details the PResT function. By Algorithm 1, the $\operatorname{PResT}(N, C)$ takes a GQ clausal set $N$ and a query clause $C$ as inputs. Lines $2-4$ aim to check whether the Res rule is applicable to $C_{1}, \ldots, C_{n}$ (occurring in $N$ ) and $C$ with all negative literals selected. If the Res rule is applicable to $C_{1}, \ldots, C_{n}$ and $C$, then Line 5 uses the $\operatorname{CompT}\left(C_{1}, \ldots, C_{n}, C\right)$ function to compute the P-Res eligible literals in $C$ (with respect to an Res inference to $C_{1}, \ldots, C_{n}$ and C). In particular these $\mathbf{P}$-Res eligible literals are called the top-variable literals, since they are computed by the so-called the top-variable technique. However if the Res rule is not applicable to $C_{1}, \ldots, C_{n}$ and $C$, all selected negative literals of $C$ are returned, as shown in Line 6.

## Algorithm 2: The PResT function

Input: A clausal set $N$ and a clause $C$ in $N$
Output: The eligible literals or the P-Res eligible literals (with respect to a Res inference) in $C$
Function PResT ( $N, C$ ):
Select all negative literals in $C$
Find the side premises of $C$ occurring in $N$, namely $C_{1}, \ldots, C_{n}$ if $C_{1}, \ldots, C_{n}$ exist then
return CompT( $\left.C_{1}, \ldots, C_{n}, C\right)$
else return all negative literals in $C$

Now we formally introduce the top-variable technique, given by the CompT function. Suppose in a Res inference, $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$ are the side premises and $C=\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$ is the main premise, in which $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are selected. Then the CompT $\left(C_{1}, \ldots, C_{n}, C\right)$ function computes the top variables and the top-variable literals of $C$ as follows.

1. Without producing or adding the resolvent, compute an mgu $\sigma^{\prime}$ for $C_{1}, \ldots, C_{n}$ and $C$ such that $\sigma^{\prime}=m g u\left(A_{1} \doteq B_{1}, \ldots, A_{n} \doteq B_{n}\right)$.
2. Compute the variable ordering $>_{v}$ and $=_{v}$ over the variables of $\neg A_{1} \vee \ldots \vee$ $\neg A_{n}$. By definition $x>_{v} y$ and $x=v y$ with respect to an mgu $\sigma^{\prime}$, if $\operatorname{dep}\left(x \sigma^{\prime}\right)>\operatorname{dep}\left(y \sigma^{\prime}\right)$ and $\operatorname{dep}\left(x \sigma^{\prime}\right)=\operatorname{dep}\left(y \sigma^{\prime}\right)$, respectively.
3. Based on $>_{v}$ and $=_{v}$, the maximal variables in $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are called the top variables. The subset $\neg A_{1}, \ldots, \neg A_{m}$ of $\neg A_{1}, \ldots, \neg A_{n}(m \leq n)$ are the top-variable literals if each literal in $\neg A_{1}, \ldots, \neg A_{m}$ contains at least one of the top variables, and $\neg A_{1} \vee \ldots \vee \neg A_{m}$ is the top-variable subclause of $C$.

The definitions of the top variable, the top-variable literal and the topvariable subclause are only in effect with respect to applications of the Res rule, to locate suitable $\mathbf{P}$-Res eligible literals, therefore a top-variable resolution inference step can be seen as a special application of the $\mathbf{P}$-Res rule. In general the top-variable technique does not requires one to select all the negative literals in the main premise $C$ in an Res inference. In the PResT function, all the negative literals in $C$ are selected, specifically for deciding satisfiability of the GQ clausal class.

The top-variable technique is devised to avoid term depth increase in the resolvents of GQ clauses. By Algorithm 2, $\operatorname{CompT}\left(C_{1}, \ldots, C_{n}, C\right)$ function takes a query clause $C=\neg A_{1} \vee \ldots \vee \neg A_{n} \vee D$ as the main premise (in which all negative literals $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are selected), and GQ clauses $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=$ $B_{n} \vee D_{n}$ as the side premises. In the $\operatorname{CompT}\left(C_{1}, \ldots, C_{n}, C\right)$ function, 1 .computes an mgu $\sigma^{\prime}$ such that $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{n} \doteq B_{n}\right)$. In 2.-3., if a variable $x$ in $C$ is unified to be the deepest term $x \sigma^{\prime}$ in $C \sigma^{\prime}$, then $x$ is the top variable. If $x \sigma^{\prime}$ is a nested compound term, it may become a deeper term in the Res resolvent. To avoid this potential term depth increase, we compute a partial resolvent, by only resolving the top-variable literals of $C$ with $C_{1}, \ldots, C_{n}$ in an P-Res inference. Lemma 6.6 (in Section 4.4) formally states that in the
application of the $\mathbf{P}$-Res rule (endowed with the $\mathbf{T}$ - $\operatorname{Ref}^{\mathbf{G Q}}$ refinement) to the GQ clauses, there is no term depth increase in the partial conclusions. Examples of applying the top-variable technique to GQ clauses (to avoid term depth increase in the resolvents) is given in Section 4.5 and Section 6.3. For readability, we sometimes call a P-Res inference endowed with the T-Ref ${ }^{\mathbf{G Q}}$ refinement as the top-variable resolution inference.

The top-variable technique ensures to compute at least one top-variable literal with respect to a Res inference, formally stated as:

Lemma 4.4. Suppose there is an application of the Res rule to $C_{1}, \ldots, C_{n}$ as the side premises and $C$ as the main premise. Then the $\operatorname{CompT}\left(C_{1}, \ldots, C_{n}, C\right)$ function computes at least one top-variable literal in $C$.

Proof. Since the Res rule is applicable to $C_{1}, \ldots, C_{n}$ and $C$, there exists an mgu $\sigma^{\prime}$ for $C_{1}, \ldots, C_{n}$ and $C$, therefore there exists at least one negative literal $\neg A \sigma^{\prime}$ in $C \sigma^{\prime}$ that is deeper than any other negative literals in $C \sigma^{\prime}$. Hence, $\neg A$ is a top-variable literal (with respect to an Res inference to $C_{1}, \ldots, C_{n}$ and $C$ ).

A similar claim to Lemma 4.4, for the 'MAXVAR' technique to decide satisfiability of the guarded clausal class with no term depth restrictions, can be found in [dNdR03, Page 45].

Although the T-Ref ${ }^{\mathbf{G Q}}$ refinement is specially devised for deciding satisfiability of the GQ class, this refinement is also applicable to general first-order clauses, as the $\mathbf{T}-\operatorname{Ref}^{\mathrm{GQ}}$ refinement only uses admissible orderings with selection functions and a special application of the P-Res rule. By Theorem 4.2, we give the first main result of this paper.

Theorem 4.3. The $\boldsymbol{T}$-Inf ${ }^{G Q}$ system is sound and refutationally complete for general first-order clausal logic.

In the resolution framework of [BG01], particularly in resolution-based decision procedures [FLHT01], the resolution and positive factoring rules are preferred to be applied with a posteriori checking. This checking means that in a resolution or factoring inference $\mathbf{I}$, one first computes instantiations $C \sigma$ of the premise $C$ (where $\sigma$ is an mgu in $\mathbf{I}$ ), and then determines the (strictly) maximal literal with respect to $C \sigma$ as the eligible literal. Opposite to a posteriori checking, a prior checking determines the (strictly) maximal literal with respect to the non-instantiated premise $C$ as an eligible literal. Generally speaking, a
posteriori checking is stronger than a priori checking, nonetheless, a posteriori checking requires one to pre-compute an mgu before finding the (strictly) maximal literals, which is not required when using a priori checking.

In the Inf system, we use a-posteriori checking, as shown in 2. in the Fact rule, and 1. and 2a. in the P-Res rule. However, thanks to the covering property of GQ clausal class, we can use a priori checking to avoid overheads precomputing of unifications, caused by a posteriori checking. This property is briefly discussed in [GdN99] for guarded clauses, without providing proofs. We now formally prove this claim.

First we give a property of $>_{l p o}$ on covering clauses.
Lemma 4.5. Let a covering clause $C$ contain a compound-term literal $L_{1}$ and a non-compound-term literal $L_{2}$. Then $L_{1}>_{\text {lpo }} L_{2}$.

Proof. We distinguish two cases:
i) Suppose $L_{1}$ contains a ground compound term. By the covering property, $C$ is ground. Then $L_{1}>_{\text {lpo }} L_{2}$ as $L_{1}$ contains at least one function symbol but $L_{2}$ does not.
ii) Suppose $L_{1}$ contains a non-ground compound term $t$. By the covering property, $\operatorname{var}(t)=\operatorname{var}\left(L_{1}\right)=\operatorname{var}(C)$. Since $\operatorname{var}\left(L_{2}\right) \subseteq \operatorname{var}\left(L_{1}\right)$ and $L_{1}$ contain at least one function symbol but $L_{2}$ does not, $L_{1}>_{\text {lpo }} L_{2}$.

By the $\mathrm{T}-\operatorname{Ref}^{\mathrm{GQ}}$ refinement and the covering property, if the (strictly) $>_{l p o^{-}}$ maximal literal with respect to a GQ clause $C$ is literal $L$, then $L \sigma$ is the (strictly) $>_{l p o}$-maximal literal with respect to $C \sigma$, for any substitution $\sigma$. This means that the result of an application of a priori checking coincides with that of a posteriori checking with respect to the T-Ref ${ }^{G Q}$ refinement and GQ clauses. This is formally stated as:

Lemma 4.6. Under the restrictions of the $\boldsymbol{T}-\operatorname{Ref}^{G Q}$ refinement, in a $G Q$ clause $C$, if an eligible literal $L$ is (strictly) $>_{\text {lpo }}$-maximal with respect to $C$, then $L \sigma$ is (strictly) $>_{\text {lpo-maximal with respect to }} C \sigma$, for any substitution $\sigma$.

Proof. In Algorithm 1, the $\operatorname{Max}(C)$ function is used in either Lines 1-2 or 5-6.
The case in Lines 1-2 make the claim trivially holds, since $C$ is ground. Lines 5-6 mean that $C$ contains compound-term literals. By Lemma 4.5, the (strictly) $>_{\text {lpo }}$-maximal literal $L$ in $C$ is a compound-term literal. Since $C$ is covering and $L$ is compound-term literal, $\operatorname{var}(L)=\operatorname{var}(C)$. In $C$, suppose there
is a literal $L^{\prime}$ that is distinct from $L$. By the facts that $\operatorname{var}\left(L^{\prime}\right) \subseteq \operatorname{var}(L)$ and $L>_{l p o} L^{\prime}\left(L>_{l p o} L^{\prime}\right), L \sigma>_{l p o} L^{\prime} \sigma\left(L \sigma>_{l p o} L^{\prime} \sigma\right)$ under any substitution $\sigma$. Then $L \sigma$ is (strictly) $>_{l p o}$-maximal with respect to $C \sigma$.

The property of Lemma 4.6 can be easily generalised to any covering clause endowed with the idea of $\mathbf{T}-\operatorname{Ref}^{\boldsymbol{G Q}}$ refinement, since it is the covering property that makes the application of a priori checking possible.

By Lemma 4.6, from now on, we assume to use a priori checking to determine the (strictly) maximal literals in Fact and P-Res inferences. This also has the advantage in clearing the discussions and simplifying proofs related to the applications of these inference rules to guarded clauses.

### 4.4 Deciding the guarded clausal class

In this section, we show that the $\mathbf{T}-\mathbf{I n f}^{\mathbf{G Q}}$ system decides satisfiability of the guarded clausal class. Our goal is to show: given a finite signature ( $\mathrm{C}, \mathrm{F}, \mathrm{P}$ ), applying the conclusion-deriving rules in the T-Inf ${ }^{\text {GQ }}$ system, namely the Fact and P-Res rules, to guarded clauses only derives guarded clauses that are of bounded depth and width using symbols in (C, F, P).

By Lines 1-8 in Algorithm 1, no top-variable resolution inference is needed when premises are guarded clauses, therefore only a binary form of the $\mathbf{P}$ Res rule is used in performing inference for guarded clauses. However in Lemma 4.13 of this section, we investigate the case when performing the topvariable resolution inference on a flat clause and a set of guarded clauses, preparing us for understanding the inference between query clauses and guarded clauses. Note that although a guard is a negative flat literal, for readability we sometimes omit the negation symbol in front of guards.

In the $\mathbf{T}-\mathbf{I n f}{ }^{\mathrm{GQ}}$ system, the $\mathbf{T}-\operatorname{Ref}^{\mathbf{G Q}}$ refinement ensures that any derived guarded clause is of bounded depth and width, which is achieved by restricting that in a guarded clause $C$, any eligible literal
i) shares the same variables set as C, and
ii) is the deepest literal in $C$.

The T-Ref ${ }^{\mathbf{G Q}}$ refinement ensures the fact that given a guarded clause $C$, the eligible literal in $C$ shares the same variable set as $C$, formally stated as:

Lemma 4.7. Under the restrictions of the $T-R e f^{G Q}$ refinement, the eligible literal in a guarded clause $C$ share the same variable set as $C$.

Proof. By Algorithm 1, we distinguish three cases:
Lines 1-2: When C is ground the statement trivially holds.
Lines 3-6: Suppose C is a compound-term guarded clause and $L$ is the eligible literal in C. By Lemma 4.5 (if $L$ is positive) and the definition of the SelectNC function (if $L$ is negative), $L$ is a compound-term literal. By the covering property, $\operatorname{var}(L)=\operatorname{var}(C)$.

Lines 7: Suppose $C$ is a flat guarded clause and $\neg G$ is a guard in $C$. By 2. of Definition 13, $\operatorname{var}(G)=\operatorname{var}(C)$.

The T-Ref ${ }^{\mathrm{GQ}}$ refinement also ensures that in a guarded clause, the deepest literal is eligible. In specific Lines 3-6 in Algorithm 1 ensure that in a nonground compound-term guarded clause, at least one of compound-term literals is eligible.

Next we look at how the restrictions of eligible literals ensure that applying the T-Inf ${ }^{\mathbf{G Q}}$ system to guarded clauses derives only clauses of bounded depth and width. We look into the unification for eligible literals in guarded clauses, starting with investigating the pairing property of compound-term eligible literals.

Lemma 4.8. Let $A_{1}$ and $A_{2}$ be two simple and covering compound-term literals, and suppose $A_{1}$ and $A_{2}$ are unifiable using an $m g u \sigma$. Then compound terms in $A_{1}$ pair only compound terms in $A_{2}$, and vice-versa.

Proof. We distinguish three cases:
i) The statement trivially holds when both $A_{1}$ and $A_{2}$ are ground.
ii) Suppose one of $A_{1}$ and $A_{2}$ is ground and the other one is non-ground. By the covering property, if a literal $L$ contains a ground compound term, then $L$ is ground. Hence, a non-ground compound term pairs either a ground compound term, or a constant. As it is impossible to unify a non-ground compound term and a constant, a non-ground compound term must pair a ground compound term.
iii) Suppose both $A_{1}$ and $A_{2}$ are non-ground. W.l.o.g. we represent $A_{1}$ and $A_{2}$ as $A_{1}\left(t, t^{\prime}, \ldots\right)$ and $A_{2}\left(u, u^{\prime}, \ldots\right)$, respectively. By the covering property and the assumption that $A_{1}$ and $A_{2}$ are non-ground, $t, t^{\prime}, u$ and $u^{\prime}$ are non-ground
compound terms, since the presence of ground compound terms means that a covering clause is ground.

Suppose $t$ is a compound term. We prove that $u$ is a compound term by contradiction. Assume that $u$ is either a constant or a variable. Immediately $u$ being a constant prevents the unification $t \sigma=u \sigma$. Now suppose $u$ is a variable. As $A_{2}$ is a compound-term literal, w.l.o.g. we assume that $u^{\prime}$ is a compound term in $A_{2}$. Then $t^{\prime}$ is not a constant as it prevents the unification of $u^{\prime}$ and $t^{\prime}$, therefore $t^{\prime}$ is a variable or a compound term. We distinguish these two cases of $t^{\prime}$ :

1. Suppose $t^{\prime}$ is a variable. By the covering property, w.l.o.g. we use $f(\ldots, x, \ldots), x, y$ and $g(\ldots, y, \ldots)$ to represent $t, t^{\prime}, u$ and $u^{\prime}$, respectively. Then $A_{1}\left(t, t^{\prime}, \ldots\right)$ and $A_{2}\left(u, u^{\prime}, \ldots\right)$ are represented as $A_{1}(f(\ldots, x, \ldots), x, \ldots)$ and $A_{2}(y, g(\ldots, y, \ldots), \ldots)$, respectively. The unification between $A_{1}$ and $A_{2}$ is impossible.
2. Suppose $t^{\prime}$ is a compound term. By the covering property, w.l.o.g. we use $f(\bar{x}), g(\bar{x}), y$ and $g(\ldots, y, \ldots)$ to represent $t, t^{\prime}, u$ and $u^{\prime}$, respectively. Then $A_{1}\left(t, t^{\prime}, \ldots\right)$ and $A_{2}\left(u, u^{\prime}, \ldots\right)$ are represented as $A_{1}(f(\bar{x}), g(\bar{x}), \ldots)$ and $A_{2}(y, g(\ldots, y, \ldots), \ldots)$, respectively. Then there exists no unifier for $A_{1}$ and $A_{2}$.

Hence, $u$ is a compound term.
Let a guarded clause $C$ be a premise in Fact or P-Res inferences. Then if guards $\neg G$ in $C$ is not eligible literals, then the $\neg G$ literals will become the guard in the conclusion (after unification). This is formally stated as:

Lemma 4.9. Let $A_{1}$ and $A_{2}$ be simple and covering atoms and suppose $A_{1}$ and $A_{2}$ are unifiable by an mgu $\sigma$. Further suppose $G$ is a flat literals satisfying $\operatorname{var}\left(A_{1}\right)=\operatorname{var}(G)$. Then, if $A_{1}$ is a compound-term atom, $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(G \sigma)$ and $G \sigma$ is a flat literal.

Proof. Since $\operatorname{var}\left(A_{1}\right)=\operatorname{var}(G)$, it is immediate that $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(G \sigma)$.
We prove that $G \sigma$ is flat by distinguish two cases of $A_{2}$ :
i) Assume that $A_{2}$ is flat. This implies that $\sigma$ substitutes variables in $A_{1}$ with either variables or constants. By the facts that $G$ is flat and $\operatorname{var}\left(A_{1}\right)=\operatorname{var}(G)$, $G \sigma$ is flat.
ii) Assume that $A_{2}$ is a compound-term literal. By Lemma 4.8, compound terms in $A_{1}$ only pair compound terms in $A_{2}$. Then the mgu $\sigma$ substitutes variables in $A_{1}$ with either variables or constants. By the facts that $G$ is flat and $\operatorname{var}\left(A_{1}\right)=\operatorname{var}(G), G \sigma$ is flat.

Next, Lemmas 4.10-4.11 consider non-guard literals occurring in conclusions. Lemma 4.6 in [GdN99] gives a similar result to Lemma 4.10, but a key 'covering' condition is missed.

First we look at the depth of eligible literals in conclusions.
Lemma 4.10 ([GdN99, Lemma 4.6]). Suppose $A_{1}$ and $A_{2}$ are two simple and covering literals, and they are unifiable using an mgu $\sigma$. Then, $A_{1} \sigma$ is simple.

Proof. If either of $A_{1}$ and $A_{2}$ is ground, or either of $A_{1}$ and $A_{2}$ is non-ground and flat, then immediately $A_{1} \sigma$ is simple.

Let both $A_{1}$ and $A_{2}$ be compound-term literals. By Lemma 4.8, the mgu $\sigma$ substitutes variables in $A_{1}$ or $A_{2}$ with either constants or variables. By the fact that $A_{1}$ is simple, $A_{1} \sigma$ is simple.

Next we look at the depth and width of non-eligible literals in conclusions.
Lemma 4.11. Let $A_{1}$ and $A_{2}$ be two simple atoms satisfying $\operatorname{var}\left(A_{2}\right) \subseteq \operatorname{var}\left(A_{1}\right)$. Then given an arbitrary substitution $\sigma$, these properties hold:

1. If $A_{1} \sigma$ is simple, then $A_{2} \sigma$ is simple.
2. $\operatorname{var}\left(A_{2} \sigma\right) \subseteq \operatorname{var}\left(A_{1} \sigma\right)$.

Further suppose that $t$ and $u$ are, respectively, compound terms occurring in $A_{1}$ and $A_{2}$, satisfying $\operatorname{var}(t)=\operatorname{var}(u)=\operatorname{var}\left(A_{1}\right)$. Then $\operatorname{var}(t \sigma)=\operatorname{var}(u \sigma)=\operatorname{var}\left(A_{1} \sigma\right)$.

Proof. By the assumptions that $A_{1}$ and $A_{1} \sigma$ are simple, $\sigma$ does not cause term depth increase in $A_{1} \sigma$. Since $\operatorname{var}\left(A_{2}\right) \subseteq \operatorname{var}\left(A_{1}\right)$ and $A_{2}$ is simple, $A_{2} \sigma$ is simple.

By the facts that $\operatorname{var}\left(A_{2}\right) \subseteq \operatorname{var}\left(A_{1}\right)$ and $\operatorname{var}(t)=\operatorname{var}(u)=\operatorname{var}\left(A_{1}\right)$, immediately $\operatorname{var}\left(A_{2} \sigma\right) \subseteq \operatorname{var}\left(A_{1} \sigma\right)$ and $\operatorname{var}(t \sigma)=\operatorname{var}(u \sigma)=\operatorname{var}\left(A_{1} \sigma\right)$, respectively.

Given a compound-term guarded clause $C$, one obtains a guarded clause by removing a compound-term literal from $C$, formally stated as:

Lemma 4.12. Let $C=D \vee B$ be a guarded clause with $B$ a compound-term literal. Let $\sigma$ be a substitution that substitutes all variables in $C$ with constants and variables. Then $D \sigma$ is a guarded clause.

Proof. If $\sigma$ is a ground substitution, then the lemma trivially holds. Let $\sigma$ be a non-ground substitution. We prove that $D \sigma$ is simple, covering and contains a guard. Suppose $G$ is a guard and $t$ is a compound term in $C$. Since $\sigma$ substitutes
variables with either constants or variables, $D \sigma$ is simple, and $G \sigma$ is flat. Since $\operatorname{var}(G)=\operatorname{var}(C)=\operatorname{var}(D), \operatorname{var}(G \sigma)=\operatorname{var}(D \sigma)$. Then $G \sigma$ is a guard in $D \sigma$. Since $\operatorname{var}(t)=\operatorname{var}(C)=\operatorname{var}(D), \operatorname{var}(t \sigma)=\operatorname{var}(D \sigma)$. Hence, $D \sigma$ is covering. Then $D \sigma$ is a guarded clause.

Next we give the properties of applying the top-variable resolution rule to a flat clause and guarded clauses.

Lemma 4.13. In an application of the P-Res rule, endowed with the T-Ref ${ }^{G Q}$ refinement, to a flat clause satisfying Line 9 of Algorithm 1 (as the main premise) and guarded clauses (as the side premises), the following conditions hold.

1. In the main premise, top variables pair either constants or compound terms, and non-top variables pair constants and variables.
2. In the eligible literals of side premises, compound terms pair top variables, and either variables or constants pair non-top variables.
3. In the main premise, top variables $x$ are unified with either constants or the compound term pairing $x$ (modulo variables substituted with either variables or constants), and non-top variables are unified with constants and variables.
4. In the side premises, variables are unified with constants and variables.
5. Suppose a top variable $x$ pairs a constant. Then in the main premise, all negative literals are the top-variable literals and all variables are unified with constants.

Proof. It is assured that maximality is determined before the mgu is computed, as justified in Lemma 4.6. Thus, the P-Res rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) is performed in the following form.

$$
\frac{B_{1} \vee D_{1}, \ldots, B_{m} \vee D_{m}, \ldots, B_{n} \vee D_{n} \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D}{\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right)_{\sigma}}
$$

if the following conditions are satisfied.

1. No literal is selected in $D_{1}, \ldots, D_{n}$ and $B_{1}, \ldots, B_{n}$ are strictly $>_{l_{p o}}{ }^{-}$ maximal with respect to $D_{1}, \ldots, D_{n}$, respectively.
2a. If $n=1$, i) either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1}$ is $>_{\text {lpo }}$-maximal with respect to $D$, and ii) $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}\right)$ or

2b. if $n>1$ and there exists an mgu $\sigma^{\prime}$ such that $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq\right.$ $\left.B_{1}, \ldots, A_{n} \doteq B_{n}\right)$, then $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$ where $m \leq n$.
3. All premises are variable disjoint.

Assume that the PResT function returns $\neg A_{1} \vee \ldots \vee \neg A_{m}$ as top-variable literals. W.l.o.g. assume that $\neg A_{t}(\ldots, x, \ldots, y, \ldots)$ is a literal in $\neg A_{1} \vee \ldots \vee \neg A_{m}$, and $x$ is a top variable and $y$ is a non-top variable (if it exists). Suppose $C_{t}=B_{t}\left(\ldots, t_{1}, \ldots, t_{2}, \ldots\right) \vee D_{t}$ is a side premise, in which $t_{1}$ and $t_{2}$ pair $x$ and $y$, respectively.
1.: We show that $t_{1}$ is either a constant or a compound term and $t_{2}$ is either a constant or a variable. We distinguish two cases of $C_{t}$ :
1.-1: Suppose $C_{t}$ is ground. Then immediately $t_{1}$ is either a constant or a ground compound term. We prove that $t_{2}$ is a constant by contradiction. Assume that $t_{2}$ is not a constant, thus $t_{2}$ is a ground compound term. Hence, $\operatorname{dep}\left(t_{2}\right) \geq \operatorname{dep}\left(t_{1}\right)$. Since $t_{1}$ and $t_{2}$ are ground, $\operatorname{dep}\left(t_{2} \sigma^{\prime}\right) \geq \operatorname{dep}\left(t_{1} \sigma^{\prime}\right)$ with respect to the $\operatorname{mgu} \sigma^{\prime}$. Then $\operatorname{dep}\left(y \sigma^{\prime}\right) \geq \operatorname{dep}\left(x \sigma^{\prime}\right)$, which contradicts that $y$ is non-top variable.
1.-2: Suppose $C_{t}$ is not ground. By Algorithm 1 and the covering property, $C_{t}$ contains non-ground compound-term literals, otherwise at least one literal in $C_{t}$ would be selected. By Lemma 4.5, the $>_{l p o}$-maximal literal $B_{t}$ (with respect to $D_{t}$ ) is a compound-term literal. We prove that $t_{1}$ is a compound term and $t_{2}$ is a variable or a constant by contradiction. Assume $t_{1}$ is not a compound term. As $B_{t}$ is a compound-term literal, suppose $t$ is a compound term in $B_{t}$. W.1.o.g. suppose $t$ pairs a variable $z$ in $A_{t}$. By the facts that $\operatorname{var}\left(t_{1}\right) \subseteq \operatorname{var}(t)$ (due to the covering property) and $\operatorname{dep}\left(t_{1}\right)<\operatorname{dep}(t), \operatorname{dep}\left(t_{1} \sigma^{\prime}\right)<\operatorname{dep}\left(t \sigma^{\prime}\right)$. Hence, $\operatorname{dep}\left(x \sigma^{\prime}\right)<\operatorname{dep}\left(z \sigma^{\prime}\right)$. This contradicts that $x$ is a top variable. Thus $t_{1}$ must be a compound term. Now assume $t_{2}$ is neither a constant nor a variable, i.e., $t_{2}$ is a compound term. The facts that $\operatorname{var}\left(t_{1}\right)=\operatorname{var}\left(t_{2}\right)$ (by the covering property) and $\operatorname{dep}\left(t_{1}\right)=\operatorname{dep}\left(t_{2}\right)$ imply $\operatorname{dep}\left(t_{1} \sigma^{\prime}\right)=\operatorname{dep}\left(t_{2} \sigma^{\prime}\right)$. Hence $\operatorname{dep}\left(x \sigma^{\prime}\right)=\operatorname{dep}\left(y \sigma^{\prime}\right)$. This contradicts that $y$ is not a top variable.
2.: Immediately follow 1..
3.: Because of the pairing property established in 1., the mgu $\sigma$ substitutes top variables $x$ with either constants or compound terms that $x$ pairs (modulo variables substituted with either variables or constants), and substitutes any
non-top variable $y$ with either a constant or variable that $y$ pairs.
4.: By 3.
5.: Suppose a top variable $x$ pairs a constant. By the definition of the CompT function, for any non-top variable $y$, it is the case that $\operatorname{dep}\left(x \sigma^{\prime}\right)>\operatorname{dep}\left(y \sigma^{\prime}\right)$. The fact that $x$ pairing a constant indicates that $x \sigma^{\prime}$ is a constant, therefore $\operatorname{dep}\left(x \sigma^{\prime}\right)=0$. Then $\operatorname{dep}\left(y \sigma^{\prime}\right)=0$ and hence all variables in $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are top variables and are substituted with constants.

Lemma 4.14. In an application of the $\operatorname{P}$-Res rule, endowed with the $\boldsymbol{T}-\mathrm{Ref}{ }^{G Q}$ refinement, to a flat clause as the main premise and guarded clauses as the side premises, the $\boldsymbol{P}$-Res resolvent is no deeper than its premises.

Proof. By 3.-4. in Lemma 4.13 and the fact that the top-variable literals are resolved in a top-variable resolution inference.

Now we investigate the applications of the Fact and P-Res rules to guarded clauses, starting with the application of the Fact rule.

Lemma 4.15. In the application of the Fact rule (endowed with the T-Ref ${ }^{G Q}$ refinement) to guarded clauses, the factors are guarded clauses.

Proof. Consider a priori maximality checking revisit of the Fact rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement).

$$
\text { Fact: } \frac{C \vee A_{1} \vee A_{2}}{\left(C \vee A_{1}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $C \vee A_{1} \vee A_{2}$.
2. $A_{1}$ is $>_{l p o}$-maximal with respect to $C$.
3. $\sigma=\operatorname{mgu}\left(A_{1} \doteq A_{2}\right)$.

Let the premise $C^{\prime}=C \vee A_{1} \vee A_{2}$ be a guarded clause. By Algorithm 1, we distinguish two cases of $C^{\prime}$ :

Lines 1-2: By the fact that $C^{\prime}$ is simple and ground, the factor $\left(C \vee A_{1}\right) \sigma$ is also simple and ground, which is a guarded clause.

Lines 5-6: The premise $C^{\prime}$ is non-ground and contains positive compoundterm literals. By Lemma 4.5, $A_{1}$ is a compound-term literal. By the covering
property, $\operatorname{var}\left(A_{2}\right) \subseteq \operatorname{var}\left(A_{1}\right)$. Hence, $A_{2}$ must be a compound-term literal, otherwise $A_{1}$ and $A_{2}$ are not unifiable. Then by the covering property, $\operatorname{var}\left(A_{2}\right)=$ $\operatorname{var}\left(A_{1}\right)$. By Lemma 4.8, compound terms in $A_{1}$ pair only compound terms in $A_{2}$, and vice-versa. Hence, the mgu $\sigma$ substitutes variables with either variables or constants. By Lemma 4.12, the factor $\left(C \vee A_{1}\right) \sigma$ is a guarded clause.

Next, we discuss the resolvents of applying the P-Res rule to guarded clauses.

Lemma 4.16. In the application of the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}-\mathrm{Re} f^{G Q}$ refinement) to guarded clauses, the resolvents are guarded clauses.

Proof. By Algorithm 1, we distinguish all possible cases of applying the P-Res rule to guarded clauses. In particular we consider the P-Res inferences when the top-variable technique is not used, since Line 9 in Algorithm 1 requires a query clause as a premise. Let guarded clauses $C_{1}=B_{1} \vee D_{1}$ and $C=\neg A_{1} \vee D$ be the positive and negative premises in an P -Res inference, deriving the resolvent $C^{\prime}=\left(D_{1} \vee D\right) \sigma$, where $\sigma$ is the mgu of $B_{1}$ and $A_{1}$. By Algorithm $1, C$ is either ground, or contains a negative non-ground compound term literal or is a flat guarded clause (Lines 1-2, or 3-4 or 7-8, respectively), and $C_{1}$ satisfies either Lines 1-2 or 5-6. We distinguish three cases of $C$ :

Lines 1-2: The negative premise $C$ is ground. By the definition of guarded clauses, $A_{1}$ is either a ground flat literal or a ground compound-term literal. First suppose $A_{1}$ is a ground flat literal. Then the eligible literal $B_{1}$ of $C_{1}$ must be flat otherwise $A_{1}$ and $B_{1}$ are unifiable. By Algorithm 1, $C_{1}$ is a flat ground clause. Hence, it is immediate that the resolvent $C^{\prime}$ is a flat ground clause, that is, a guarded clause. Next assume that $A_{1}$ is a ground compound-term literal. Then $B_{1}$ is a compound-term literal, otherwise $A_{1}$ and $B_{1}$ are not unifiable. By Lemma 4.8, compound terms in $A_{1}$ pair only compound terms in $B_{1}$ and vice-versa. Then the mgu $\sigma$ substitutes variables in $B_{1}$ with constants. By Lemma 4.7, all variables in $C_{1}$ are substituted with constants. Hence, $C^{\prime}$ is a ground and simple clause, that is, a guarded clause.

Lines 3-4: The negative premise $C$ contains at least one negative non-ground compound-term literal. By Algorithm 1, $A_{1}$ is a negative compound-term literal, and $C_{1}$ is either i) a ground clause, or ii) contains positive non-ground compound-terms, but no negative non-ground compound-terms. By the facts that $A_{1}$ and $B_{1}$ are unifiable and Lemma 4.5, $B_{1}$ is a positive compound-term
literal. Assume that $G$ is a guard in $C_{1}, L$ is a literal and $t$ is a compound term in either $C$ or $C_{1}$. As $A_{1}$ and $B_{1}$ satisfy conditions of Lemma 4.9, $G \sigma$ is flat and $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(G \sigma)$. We know $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}\left(B_{1} \sigma\right)$. Then by Lemma 4.7, $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(C \sigma)$ and $\operatorname{var}\left(B_{1} \sigma\right)=\operatorname{var}\left(C_{1} \sigma\right)$, therefore $\operatorname{var}(G \sigma)=\operatorname{var}\left(C_{1} \sigma\right)=$ $\operatorname{var}\left(C_{2} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)$. Hence $G \sigma$ is a guard of the resolvent $C^{\prime}$. By Lemma 4.7, $\operatorname{var}(L) \subseteq \operatorname{var}\left(A_{1}\right)$ (or $\operatorname{var}(L) \subseteq \operatorname{var}\left(B_{1}\right)$ ). By Lemma 4.10, $A_{1} \sigma$ (or $B_{1} \sigma$ ) are simple. Then by 1. in Lemma 4.11, $L \sigma$ is simple. Hence, $C^{\prime}$ is simple. By Lemma 4.7, $\operatorname{var}(t)=\operatorname{var}\left(A_{1}\right)=\operatorname{var}\left(C_{1}\right)\left(\right.$ or $\left.\operatorname{var}(t)=\operatorname{var}\left(B_{1}\right)=\operatorname{var}\left(C_{2}\right)\right)$. By Lemma 4.11, $\operatorname{var}(t \sigma)=\operatorname{var}\left(A_{1} \sigma\right)$ (or $\left.\operatorname{var}(t \sigma)=\operatorname{var}\left(B_{1} \sigma\right)\right)$. By the facts that $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}\left(C_{1} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)\left(\operatorname{or} \operatorname{var}\left(B_{1} \sigma\right)=\operatorname{var}\left(C_{2} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)\right), \operatorname{var}(t \sigma)=$ $\operatorname{var}\left(C^{\prime}\right)$ and hence $C^{\prime}$ is covering. Then $C$ is a guarded clause.

Line 7-8: The negative premise $C$ is a flat guarded clause. By Algorithm 1, $A_{1}$ is a guard of $C$, and $C_{1}$ is either i) a ground clause, or ii) contains positive non-ground compound-terms, but no negative non-ground compound-terms. Suppose $C_{1}$ is ground. Then $B_{1}$ is either a ground flat literal, or a ground compound-term literal. In these cases, $\sigma$ substitutes variables in $A_{1}$ with either constants or ground compound-terms of depth one. By Definition 13, $\operatorname{var}(C)=$ $\operatorname{var}\left(A_{1}\right)$. Then $\sigma$ substitutes variables in $C$ with ground terms of depth less one. Hence, the resolvent $C^{\prime}$ is a simple and ground clause, namely a guarded clause. Next suppose $C_{1}$ contains positive non-ground compound-terms, but no negative non-ground compound-terms. Assume that $G$ is a guard in $C_{1}, L$ is a literal and $t$ is a compound term in either $C$ or $C_{1}$. As $A_{1}$ and $B_{1}$ satisfy conditions of Lemma 4.9, $G \sigma$ is flat and $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(G \sigma)$. By the fact that $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}\left(B_{1} \sigma\right)$ and Lemma 4.7, $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}(C \sigma)$ and $\operatorname{var}\left(B_{1} \sigma\right)=$ $\operatorname{var}\left(C_{1} \sigma\right)$, hence $\operatorname{var}(G \sigma)=\operatorname{var}\left(C_{1} \sigma\right)=\operatorname{var}\left(C_{2} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)$. Then $G \sigma$ is a guard of the resolvent $C^{\prime}$. By Lemma 4.7, $\operatorname{var}(L) \subseteq \operatorname{var}\left(A_{1}\right)\left(\right.$ or $\left.\operatorname{var}(L) \subseteq \operatorname{var}\left(B_{1}\right)\right)$. By Lemma 4.10, $A_{1} \sigma$ (or $B_{1} \sigma$ ) are simple. Then by 1. in Lemma 4.11, $L \sigma$ is simple. Hence $C^{\prime}$ is simple. By Lemma 4.7, $\operatorname{var}(t)=\operatorname{var}\left(A_{1}\right)=\operatorname{var}\left(C_{1}\right)$ (or $\left.\operatorname{var}(t)=\operatorname{var}\left(B_{1}\right)=\operatorname{var}\left(C_{2}\right)\right)$. By Lemma 4.11, $\operatorname{var}(t \sigma)=\operatorname{var}\left(A_{1} \sigma\right)(\operatorname{or} \operatorname{var}(t \sigma)=$ $\left.\operatorname{var}\left(B_{1} \sigma\right)\right)$. By the facts that $\operatorname{var}\left(A_{1} \sigma\right)=\operatorname{var}\left(C_{1} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)$ (or $\operatorname{var}\left(B_{1} \sigma\right)=$ $\left.\operatorname{var}\left(C_{2} \sigma\right)=\operatorname{var}\left(C^{\prime}\right)\right), \operatorname{var}(t \sigma)=\operatorname{var}\left(C^{\prime}\right)$ and hence $C^{\prime}$ is covering. Then $C$ is a guarded clause.

Lemmas 4.15-4.16 prove that applying the Fact and P-Res rules (endowed with the $\mathbf{T}-\mathbf{R e f}^{\mathbf{G Q}}$ refinement) to guarded clauses derive only guarded clauses. As guarded clauses are simple, these derived guarded clauses are of bounded
depth. Let us now investigate the width of derived guarded clauses. Recall that by the width of a clause, we mean the number of distinct variables in that clause.

Lemma 4.17. In applications of the $\mathbf{T}$-Inf ${ }^{G Q}$ system to guarded clauses, the derived guarded clause is no wider than at least one of its premises.

Proof. By Lemmas 4.15-4.16, the conclusion of applying the Fact and P-Res rules to guarded clauses is a guarded clause. Then the guard in the conclusion contains all variables of this conclusion. In the conclusion of applying the Fact rule to guarded clauses, variables of the guard are inherited from that of a guard in the premise (modulo variable renaming and ground instantiation). In the conclusion of applying the $\mathbf{P}$-Res rule to guarded clauses, variables of the guard are inherited from that of a guard in one of the positive premises (modulo variable renaming and ground instantiation). Hence in applying T-Inf ${ }^{\text {GQ }}$ system to guarded clauses, the conclusion is no wider than its (positive) premise.

Now we give the first main result of this section.
Theorem 4.4. The $T$-Inf ${ }^{G Q}$ system decides satisfiability of the guarded clausal class.
Proof. Suppose (C,F,P) is a finite set of signature for the given guarded clauses. By Lemmas 4.15-4.16, applying the T-Inf ${ }^{\mathrm{GQ}}$ system to guarded clauses derives the guarded clauses with bounded depth. By Lemma 4.17, the derived guarded clauses are of bounded width. These derived guarded clauses only use symbols in (C, F, P), as no symbols are introduced in this derivation.

### 4.5 Handling query clauses

In this section, we give our techniques to handle query clauses.
Suppose a GQ clausal set contains a query clause $Q$ and a set $N$ of guarded clauses. To handle $Q$, we first recursively apply two customised separation rules to replace $Q$ by Horn guarded clauses (HG clauses). Suppose $Q$ can be separated into HG clauses. Then by Theorem 6.4, the T-Inf ${ }^{\text {GQ }}$ system decides satisfiability of $Q \cup N$. If $Q$ cannot be expressed in HG clauses, we the apply the top-variable resolution rule to $Q$ (as a main premise) and clauses in $N$ (as side premises), deriving the top-variable resolvent $R$. This top-variable resolvent $R$ is not necessarily a GQ clause, hence in the last step a form of structural transformation is applied to $R$ to replace it by an equisatisfiable set of GQ clauses.


Figure 4.1: The hypergraphs associated with $Q_{1}$ and $Q_{2}$

## Basic notions of query clauses

To analyse query clauses, we introduce the notions surface literal, chained variables and isolated variables with respect to query clauses.

Definition 15. Let $Q$ be a query clause. Then in $Q$, a literal $L$ is a surface literal (with respect to $Q$ ) if there exists no literal $L^{\prime}$ such that $\operatorname{var}(L) \subset \operatorname{var}\left(L^{\prime}\right)$.

Suppose in $Q, L_{1}$ and $L_{2}$ are two surface literals such that $\operatorname{var}\left(L_{1}\right) \neq \operatorname{var}\left(L_{2}\right)$. Then $x$ is $a$ chained variable (with respect to $Q$ ) if $x$ occurs in $\operatorname{var}\left(L_{1}\right) \cap \operatorname{var}\left(L_{2}\right)$. The other non-chained variables in $Q$, are isolated variables (with respect to $Q$ ).

For example, in

$$
Q_{1}=\neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{2}, x_{3}\right) \vee \neg A_{3}\left(x_{3}, x_{4}, x_{5}\right) \vee \neg A_{4}\left(x_{5}, x_{6}\right) \vee \neg A_{5}\left(x_{3}, x_{4}\right),
$$

$\neg A_{1}\left(x_{1}, x_{2}\right), \neg A_{2}\left(x_{2}, x_{3}\right), \neg A_{3}\left(x_{3}, x_{4}, x_{5}\right)$ and $\neg A_{4}\left(x_{5}, x_{6}\right)$ are surface literals, but $\neg A_{5}\left(x_{3}, x_{4}\right)$ is not as $\operatorname{var}\left(A_{5}\right) \subset \operatorname{var}\left(A_{3}\right)$. Then, with respect to $Q_{1}, x_{2}, x_{3}, x_{5}$ are chained variables and $x_{1}, x_{4}, x_{6}$ are isolated variables. In

$$
\begin{aligned}
Q_{2}= & \neg A_{1}\left(x_{1}, x_{2}, x_{3}\right) \vee \neg A_{2}\left(x_{3}, x_{4}, x_{5}\right) \vee \neg A_{3}\left(x_{5}, x_{6}, x_{7}\right) \vee \\
& \neg A_{4}\left(x_{1}, x_{7}, x_{8}\right) \vee \neg A_{5}\left(x_{3}, x_{4}, x_{9}\right),
\end{aligned}
$$

all literals are surface literals, therefore with respect to $Q_{2}, x_{1}, x_{3}, x_{4}, x_{5}, x_{7}$ are chained variables and $x_{2}, x_{6}, x_{8}, x_{9}$ are isolated variables. Figure 4.1 shows the associated hypergraphs with $Q_{1}$ and $Q_{2}$.

Using Definition 15, we define two special forms of query clauses.
Definition 16. A chained-only query clause (CO) and an isolated-only query clause (IO) are query clauses containing only chained variables, and only isolated


Figure 4.2: The hypergraphs associated with $Q_{3}$ and $Q_{4}$
variables, respectively.
For example, $Q_{3}=\neg A\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{2}, x_{3}, x_{4}\right) \vee \neg A_{3}\left(x_{1}, x_{3}, x_{4}\right)$ is a CO clause and $Q_{4}=\neg A_{1}\left(x_{1}\right) \vee \neg A_{2}\left(x_{1}, x_{2}\right) \vee \neg A_{3}\left(x_{1}, x_{2}, x_{3}\right)$ is an IO clause. Figure 4.2 shows the associated hypergraphs with $Q_{3}$ and $Q_{4}$.

## The customised separation rules

In this section, by our customised notions of query clauses, we present two novel separations rules. These rules are variations of the Sep rule, and they provide goal-oriented approaches to separate query clauses. We then formally prove that these variations can be used as simplification rules in the $\mathbf{T}-\mathrm{Inf}^{\mathrm{GQ}}$ system.

Recall that a clause is decomposable if this clause consists of variable-disjoint subclauses, otherwise this clause is indecomposable.

A decomposable query clause is separated by

## The QuerySepOne rule

$$
\frac{N \cup\{C \vee D\}}{N \cup\left\{C \vee \neg p_{1}, \neg p_{2} \vee D, p_{1} \vee p_{2}\right\}}
$$

if the following conditions are satisfied.

1. $C \vee D$ is a decomposable query clause.
2. $C$ and $D$ are not empty.
3. $\operatorname{var}(C) \cap \operatorname{var}(D)=\emptyset$.
4. Propositional variables $p_{1}$ and $p_{2}$ do not occur in $N \cup\{C \vee D\}$.

An indecomposable query clause is separated using

## The QuerySepTwo rule

$$
\frac{N \cup\{C \vee L(\bar{x}, \bar{y}) \vee D\}}{N \cup\{C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x}), \neg P(\bar{x}) \vee D\}}
$$

if the following conditions are satisfied.

1. $C \vee L(\bar{x}, \bar{y}) \vee D$ is an indecomposable query clause.
2. $L(\bar{x}, \bar{y})$ is a surface literal and $\operatorname{var}(C) \subseteq \operatorname{var}(L)$.
3. $\bar{x}$ are chained variables and $\bar{x} \subseteq \operatorname{var}(D)$.
4. $\bar{y}$ are isolated variables and $\bar{y} \cap \operatorname{var}(D)=\emptyset$.
5. Predicate symbol $P$ does not occur in $N \cup\{C \vee L(\bar{x}, \bar{y}) \vee D\}$.

Next we prove that the QuerySepOne and QuerySepTwo rules are variations of the Sep rule. The QuerySepOne rule is immediately a variation the Sep rule. The fact that the QuerySepTwo rule is a variation of the Sep rule is formally stated as:

Lemma 4.18. Given a clausal set $N$, the following conditions are satisfied.

1. If the QuerySepTwo rule is applicable to $N$, then, the Sep rule is applicable to $N$.
2. Applying the QuerySepTwo and Sep rules to $N$, respectively, derive the same conclusions.

Proof. Suppose $N=N^{\prime} \cup\{C \vee L(\bar{x}, \bar{y}) \vee D\}$ is the QuerySepTwo premises. We aim to prove that the Sep rule is applicable to $N$, and applying the QuerySepTwo and Sep rules to $N$, respectively, derive exactly the same conclusions.
1.: We aim to prove that $C \vee L(\bar{x}, \bar{y}) \vee D$ has the following property: 1) var( $C \vee$ $L(\bar{x}, \bar{y})) \nsubseteq \operatorname{var}(D), 2) \operatorname{var}(D) \nsubseteq \operatorname{var}(C \vee L(\bar{x}, \bar{y}))$ and 3$) C \vee L(\bar{x}, \bar{y}))$ and $D$ are not empty. By 3. in the QuerySepTwo rule, 3) trivial holds. Now we prove 1)-2). By 4. in the QuerySepTwo rule, $\bar{y} \cap \operatorname{var}(D)=\emptyset$. This implies $\operatorname{var}(C \vee L(\bar{x}, \bar{y})) \nsubseteq$ $\operatorname{var}(D)$. We prove $\operatorname{var}(D) \nsubseteq \operatorname{var}(C \vee L(\bar{x}, \bar{y}))$ by contradiction. Suppose $\operatorname{var}(D) \subseteq$ $\operatorname{var}(C \vee L(\bar{x}, \bar{y}))$. By 2. of the QuerySepTwo rule, $\operatorname{var}(C) \subseteq \operatorname{var}(A)$. Then $\operatorname{var}(C \vee L(\bar{x}, \bar{y}) \vee D)=\{\bar{x}, \bar{y}\}$. This contradicts 3. in the QuerySepTwo rule that $\bar{x}$ are chained variables.
2.: By 3.-5. in the QuerySepTwo rule, $\bar{x}=\operatorname{var}(C \vee L(\bar{x}, \bar{y})) \cap \operatorname{var}(D)$. Hence, the Sep rule can separate $C \vee L(\bar{x}, \bar{y}) \vee D$ into $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$ and $\neg P(\bar{x}) \vee D$ where $\bar{x}=\operatorname{var}(C \vee L(\bar{x}, \bar{y})) \cap \operatorname{var}(D)$.


Figure 4.3: The application of the Sep rule to $Q$

Indeed the Sep rule is more powerful than the QuerySepOne and QuerySepTwo rules. Given a query clause

$$
Q=\neg A\left(x_{1}, x\right) \vee \neg A\left(x_{1}, x_{2}\right) \vee \neg A\left(x_{2}, x\right) \vee \neg B\left(y_{1}, x\right) \vee \neg B\left(y_{1}, y_{2}\right) \vee \neg B\left(y_{2}, x\right),
$$

the Sep rule separates it into an HG clause

$$
\neg A\left(x_{1}, x\right) \vee \neg A\left(x_{1}, x_{2}\right) \vee \neg A\left(x_{2}, x\right) \vee P(x)
$$

and a query clause $\neg B\left(y_{1}, x\right) \vee \neg B\left(y_{1}, y_{2}\right) \vee \neg B\left(y_{2}, x\right) \vee \neg P(x)$ where $P$ is a new predicate symbol. Yet neither QuerySepOne nor QuerySepTwo is applicable to $Q$, since $Q$ is an indecomposable CO clause. Figure 4.3 on the next page shows the process of applying the Sep rule to $Q$ and the derived clauses are in the coloured box.

The QuerySepOne and QuerySepTwo rules are specially devised for separating query clauses. Unlike the Sep rule, the QuerySepOne and QuerySepTwo rules specifically use our notions for query clauses. This is due to the fact that identifying the conclusions of applying the Sep rule to query clauses is difficult. Moreover in the QuerySepOne and QuerySepTwo conclusions, the polarity of newly introduced symbols are assigned in a way such that these conclusions are in our desire form, namely the GQ clauses. For example in conclusions of the QuerySepOne rule, we use not one, but two propositional variables, so that by our assigning of polarity to fresh propositional variables $p_{1}$ and $p_{2}$, applying the QuerySepOne rule to a decomposable query clause
derives two query clauses $C \vee \neg p_{1}$ and $\neg p_{2} \vee D$ and a guarded clause $p_{1} \vee p_{2}$.
The QuerySepOne and QuerySepTwo rules are sound, formally stated as:
Lemma 4.19. QuerySepOne and QuerySepTwo preserve logical equivalence.
Proof. By Lemmas 3.4-4.18, the QuerySepTwo rule preserves logical equivalence. Immediately, the statement holds for the QuerySepOne rule.

Note that in the applications of the QuerySepOne and QuerySepTwo rules, the newly introduced predicate symbols are smaller than those in QuerySepOne and QuerySepTwo premises, respectively. Hence, as long as the applications of these separation rules do not introduce infinitely many predicate symbols, one can regard the QuerySepOne and QuerySepTwo rules as simplification rules in the resolution framework of [BG01]. Lemma 4.27 (in Section 4.6) formally proves that in our procedures, these separation rules only introduce finitely many predicate symbols when separating query clauses. Thus we consider the QuerySepOne and QuerySepTwo rules as simplification rules for extending the $\mathbf{T}-\mathrm{Inf}^{\mathrm{GQ}}$ system.

## Separating query clauses

In this section, we investigate the applications of the QuerySepOne and QuerySepTwo rules to query clauses. We start with the QuerySepOne rule.

Lemma 4.20. Suppose $Q$ is a decomposable query clause. Then recursively applying the QuerySepOne rule to $Q$ separate it into less wide indecomposable query clauses and HG clauses.

Proof. By the definitions of indecomposable query clauses and HG clauses.
By 2.-4. in the QuerySepTwo rule, one can apply the QuerySepTwo rule to indecomposable query clause $Q$ only if there exists a surface literal in $Q$ where both chained and isolated variables occur. Based on this fact, we look at how the QuerySepTwo rule is applied to indecomposable query clauses.

Lemma 4.21. Suppose $Q$ is an indecomposable query clause, in which a surface literal that contains both chained and isolated variables occurs. Then the QuerySepTwo rule separates $Q$ into less wide query clauses and $H G$ clauses.


Figure 4.4: Separating $Q_{1}$ into $H G$ clauses

Proof. Suppose $C \vee L(\bar{x}, \bar{y}) \vee D$ is an indecomposable query clause as the main premise of the QuerySepTwo rule. Further suppose applying the QuerySepTwo rule to $C \vee L(\bar{x}, \bar{y}) \vee D$ derives $\neg P(\bar{x}) \vee D$ and $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$.

First consider $\neg P(\bar{x}) \vee D$. As $D$ is a query clause, $\neg P(\bar{x}) \vee D$ is a query clause. By the facts that all variables in $\neg P(\bar{x}) \vee D$ occur in $C \vee L(\bar{x}, \bar{y}) \vee D$, but $\neg P(\bar{x}) \vee D$ does not contain $\bar{y}, \neg P(\bar{x}) \vee D$ is less wide than $C \vee L(\bar{x}, \bar{y}) \vee D$.

Next consider $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$. By 2. in the QuerySepTwo rule, the variables in $L(\bar{x}, \bar{y})$ are the same as the variables in $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$. Then $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$ is flat with a guard $L(\bar{x}, \bar{y})$. It is an HG clause. We prove that $C \vee L(\bar{x}, \bar{y}) \vee P(\bar{x})$ is less wide than $C \vee L(\bar{x}, \bar{y}) \vee D$ by contradiction. Suppose $\operatorname{var}(D) \subseteq \bar{x} \cup \bar{y}$. By 2. in the QuerySepTwo rule, $\operatorname{var}(D \vee C) \subseteq \operatorname{var}(L)$. This contradicts that $\bar{x}$ are chained variables. Hence, $D$ contains more types of variables than $\bar{x} \cup \bar{y}$.

By Lemmas 4.20-4.21, applying the QuerySepOne and QuerySepTwo rules to a query clause derives a new query clause, therefore one can recursively apply these separation rules to a query clause. We use Q-Sep to denote this procedure. For example, applying the Q-Sep procedure to

$$
Q_{1}=\neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{2}, x_{3}\right) \vee \neg A_{3}\left(x_{3}, x_{4}, x_{5}\right) \vee \neg A_{4}\left(x_{5}, x_{6}\right) \vee \neg A_{5}\left(x_{3}, x_{4}\right),
$$



Figure 4.5: Separates $Q_{2}$ into $H G$ clauses and an indecomposable CO clause derives HG clauses:

$$
\begin{array}{ll}
\neg A_{1}\left(x_{1}, x_{2}\right) \vee P_{2}\left(x_{2}\right), & \neg A_{3}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{4}, x_{5}\right) \vee \neg P_{4}\left(x_{3}\right) \vee P_{3}\left(x_{5}\right), \\
\neg A_{4}\left(x_{5}, x_{6}\right) \vee \neg P_{4}\left(x_{5}\right), & \neg A_{2}\left(x_{2}, x_{3}\right) \vee \neg P_{2}\left(x_{2}\right) \vee P_{3}\left(x_{3}\right) .
\end{array}
$$

The Q-Sep procedure separates

$$
\begin{aligned}
Q_{2}= & \neg A_{1}\left(x_{1}, x_{2}, x_{3}\right) \vee \neg A_{2}\left(x_{3}, x_{4}, x_{5}\right) \vee \neg A_{3}\left(x_{5}, x_{6}, x_{7}\right) \vee \\
& \neg A_{4}\left(x_{1}, x_{7}, x_{8}\right) \vee \neg A_{5}\left(x_{3}, x_{4}, x_{9}\right),
\end{aligned}
$$

into HG clauses:

$$
\begin{aligned}
& \neg A\left(x_{1}, x_{2}, x_{3}\right) \vee P_{5}\left(x_{1}, x_{3}\right), \quad D\left(x_{1}, x_{7}, x_{8}\right) \vee P_{6}\left(x_{1}, x_{7}\right), \\
& C\left(x_{5}, x_{6}, x_{7}\right) \vee P_{7}\left(x_{5}, x_{7}\right), \\
& \neg B\left(x_{3}, x_{4}, x_{5}\right) \vee \neg P_{8}\left(x_{3}, x_{4}\right) \vee P_{9}\left(x_{3}, x_{5}\right)
\end{aligned}
$$

and a CO clause $\neg P_{5}\left(x_{1}, x_{3}\right) \vee \neg P_{9}\left(x_{3}, x_{5}\right) \vee \neg P_{7}\left(x_{5}, x_{7}\right) \vee \neg P_{6}\left(x_{1}, x_{7}\right)$.
Figures 4.4 and 4.5 show how the $\mathbf{Q}$-Sep procedure separates $Q_{1}$ into HG clauses, and separates $Q_{2}$ into a CO clause and HG clauses, respectively. The produced clauses are framed in the coloured box.

The application of Q-Sep to a query clause terminates if the derived (or given) query clause $Q$ is indecomposable and contains either only chained
variables or only isolated variables, namely an indecomposable CO clause or an indecomposable IO clause, respectively.

Analysis of indecomposable IO clauses and HG clauses reveals the following property:

Lemma 4.22. An indecomposable IO clause is an HG clause.
Proof. Suppose $Q$ is an IO clause. Recall that if $Q$ contains two surface literals $L_{1}$ and $L_{2}$ such that $\operatorname{var}\left(L_{1}\right) \neq \operatorname{var}\left(L_{2}\right)$ and $x \in \operatorname{var}\left(L_{1}\right) \cap \operatorname{var}\left(L_{2}\right)$, then $x$ is a chained variable with respect to $Q$. Since $Q$ contains no chained variables, it is the case that either i) $Q$ contains only one surface literal, or ii) $Q$ contains multiple surface literal and each pair $L_{1}$ and $L_{2}$ of surface literals satisfies either $\operatorname{var}\left(L_{1}\right)=\operatorname{var}\left(L_{2}\right)$ or $\operatorname{var}\left(L_{1}\right) \cap \operatorname{var}\left(L_{2}\right)=\emptyset$. We distinguish these two cases:
i): An indecomposable IO clause $Q$ is flat, negative and contains only one surface literal $L$. By the definition of surface literal, $\operatorname{var}(L)=\operatorname{var}(Q)$. Hence, $Q$ is an $H G$ clause with a guard $L$.
ii): If in $Q$, any pair $L_{1}$ and $L_{2}$ of surface literals satisfies $\operatorname{var}\left(L_{1}\right)=\operatorname{var}\left(L_{2}\right)$, then it is the same case as $i$ ), except that there are guards $L_{1}$ and $L_{2}$. If there exists a pair $L_{1}$ and $L_{2}$ of surface literals satisfies $\operatorname{var}\left(L_{i}\right) \cap \operatorname{var}\left(L_{j}\right)=\emptyset$, then $Q$ is decomposable. This contradicts the assumption.

Next we give the result of applying the Q-Sep procedure to query clauses.
Lemma 4.23. Applying the $Q$-Sep procedure to a query clause replaces that query clause by less wide HG clauses (and an indecomposable CO clause).

Proof. By Lemmas 4.20-4.22.
Note that depending on surface literals one picks, applying the Q-Sep procedure to a query clause may derive different sets of HG clauses (and an indecomposable CO clause).

If we consider a query clause as a hypergraph, then the Q-Sep procedure 'cuts the branches off' the hypergraph. Interestingly, the Q-Sep procedure handles query clauses similarly as the so-called GYO-reduction in [YO79]. Using the notion of cyclic queries in [BFMY83], GYO-reduction identifies cyclic conjunctive queries by recursively removing branches ('ears') in the hypergraph of queries, and it reduces a conjunctive query to an empty formula if the query is acyclic. In our definition of query clauses, an 'ear' map to the surface literal containing both isolated and chained variables, and by the Q-Sep
procedure, these surface literals are removed from query clauses. Hence, one can regard the Q-Sep procedure (to query clauses) as an implementation of GYO-reduction (to conjunctive queries). The fact that an acyclic conjunctive query can be expressed as guarded formulas is also given in [FFG02, GLS03].

Cyclicity of a query clause can be checked by applying the $\mathbf{Q}$-Sep procedure to it. This is formally stated as:

Lemma 4.24. Applying the $Q$-Sep procedure to a query clause $Q$ replaces it by

- HG clauses if $Q$ is acyclic,
- HG clauses and an indecomposable CO clause if Q is cyclic.

Proof. By the definition of GYO-reduction in [YO79].
By Lemma 4.24 and the facts the $\mathbf{Q}$-Sep procedure separates $Q_{1}$ into HG clauses and separates $Q_{2}$ into HG clauses and an indecomposable CO clause, $Q_{1}$ and $Q_{2}$ are identified as an acyclic query and a cyclic query, respectively.

By Theorem 4.4, the T-Inf ${ }^{G Q}$ system decides the guarded clausal class. By Lemma 4.23, query clauses can be replaced by an equisatisfiable set of $H G$ clauses and an indecomposable CO clause. Hence, the only new class of clauses that we cannot handle are indecomposable CO clauses. In the next section, we give techniques to handle these clauses.

## Handling indecomposable CO clauses

In this section, we first show how the top-variable resolution rule solves the term depth increase problem in reasoning with indecomposable CO clauses and guarded clauses. As these top-variable resolvents are not necessarily in the GQ clausal class, we devise a novel form of structure transformation to handle these resolvents. For readability, in the following sections we sometimes refer indecomposable CO clauses as CO clauses.

In an indecomposable CO clause such as

$$
Q_{3}=\neg P_{5}\left(x_{1}, x_{3}\right) \vee \neg P_{9}\left(x_{3}, x_{5}\right) \vee \neg P_{7}\left(x_{5}, x_{7}\right) \vee \neg P_{6}\left(x_{1}, x_{7}\right),
$$

variable $x_{1}, x_{3}, x_{5}, x_{7}$ forms a 'cycle' through literals $P_{5}, P_{9}, P_{7}, P_{6}$, as shown in the top-right corner of Figure 4.5. If one applies the Res rule, or the binary Res rule, to $Q_{3}$ and guarded clauses, nested compound-terms may occur in
the conclusions. For example, consider a GQ clausal set $N$ containing $Q_{3}$ and guarded clauses:

$$
\begin{aligned}
& C_{1}=P_{5}\left(x, g\left(x, y, z_{1}, z_{2}\right)\right)^{*} \vee \neg G_{1}\left(x, y, z_{1}, z_{2}\right), \\
& C_{2}=\neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee P_{9}\left(g\left(x, y, z_{1}, z_{2}\right), x\right)^{*} \vee A\left(h\left(x, y, z_{1}, z_{2}\right)\right), \\
& C_{3}=P_{7}(f(x), x)^{*} \vee \neg G_{3}(x), \\
& C_{4}=P_{6}(f(x), x)^{*} \vee \neg G_{4}(x) .
\end{aligned}
$$

Suppose one applies the Res rule to $C_{1}, \ldots, C_{4}$ as the side premises and $Q_{3}$ (with all negative literals selected) as the main premise, deriving the resolvent:

$$
\begin{aligned}
R_{1}= & \neg G_{3}(x) \vee \neg G_{4}(x) \vee \\
& \neg G_{1}\left(f(x), y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(f(x), y, z_{1}, z_{2}\right) \vee A\left(h\left(f(x), y, z_{1}, z_{2}\right)\right) .
\end{aligned}
$$

A nested compound-term literal $A\left(h\left(f(x), y, z_{1}, z_{2}\right)\right)$ occurs in the resolvent $R_{1}$. Next, suppose one applies the binary Res rule to clauses in $N$. Applying the binary Res rule to $C_{3}$ and $Q_{3}$ (with $\neg P_{7}\left(x_{5}, x_{7}\right)$ selected) derives

$$
R_{2}=\neg P_{5}\left(x_{1}, x_{3}\right) \vee \neg P_{9}\left(x_{3}, f(x)\right) \vee \neg G_{3}(x) \vee \neg P_{6}\left(x_{1}, x\right) .
$$

Then apply the binary Res rule to $C_{2}$ and $R_{2}$ (with $\neg P_{9}\left(x_{3}, f(x)\right)$ selected) derives

$$
\begin{aligned}
R_{3}= & \neg P_{5}\left(x_{1}, x_{3}\right) \vee \\
& \neg G_{3}(x) \vee \neg P_{6}\left(x_{1}, x\right) \vee \neg G_{2}\left(f(x), y, z_{1}, z_{2}\right) \vee A\left(h\left(f(x), y, z_{1}, z_{2}\right)\right),
\end{aligned}
$$

in which, again, the nested compound-term literal $A\left(h\left(f(x), y, z_{1}, z_{2}\right)\right)$ occurs.
Now we show how the top-variable technique tackles this term depth increase problem. By Algorithms 1-2, the top-variable resolution rule is applied to $Q_{3}$ and $C_{1} \ldots, C_{4}$ as follows.

1. The $\operatorname{PResT}\left(Q_{3}, N\right)$ function first selects all negative literals in $Q_{3}$, and then finds the Res side premises of $Q_{3}$, namely $C_{1}, \ldots, C_{4}$.
2. The mgu of $C_{1}, \ldots, C_{4}$ and $Q_{3}$ is

$$
\left\{x_{1} \mapsto f(x), x_{5} \mapsto f(x), x_{7} \mapsto x, x_{3} \mapsto g\left(f(x), y, z_{1}, z_{2}\right)\right\}
$$

for variables in $Q_{3}$, hence, $x_{3}$ is the top variable.
3. $\operatorname{PResT}\left(Q_{3}, N\right)$ then returns $\neg P_{5}\left(x_{1}, x_{3}\right)$ and $\neg P_{9}\left(x_{3}, x_{5}\right)$ as top-variable literals. An top-variable resolution inference is performed on $Q_{3}, C_{1}$ and $C_{2}$, deriving the top-variable resolvent

$$
\begin{aligned}
R= & \neg G_{1}\left(x, y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee \\
& A\left(h\left(x, y, z_{1}, z_{2}\right)\right)^{*} \vee \neg P_{7}\left(x, x_{7}\right) \vee \neg P_{6}\left(x, x_{7}\right),
\end{aligned}
$$

which does not contain any nested compound terms.
4. There is no possible inference for clauses in $N \cup R$, hence $N \cup R$ is saturated.

Although the top-variable resolvent $R$ does not contain nested compound terms, $R$ is wider than any of its premise $C_{1}, \ldots, C_{4}, Q_{3}$; moreover it is even not a GQ clause. Using a new predicate symbol $P_{8}$ (and a respective literal $\left.\neg P_{8}\left(x, y, z_{1}, z_{2}\right)\right)$ to define $\neg G_{1}\left(x, y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee A\left(h\left(x, y, z_{1}, z_{2}\right)\right)$, the top-variable resolvent $R$ is replaced by its equisatisfiable set of GQ clauses:

$$
\begin{aligned}
& C_{5}=\neg G_{1}\left(x, y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee A\left(h\left(x, y, z_{1}, z_{2}\right)\right)^{*} \vee P_{8}\left(x, y, z_{1}, z_{2}\right), \\
& Q_{4}=\neg P_{7}\left(x, x_{7}\right) \vee \neg P_{6}\left(x, x_{7}\right) \vee \neg P_{8}\left(x, y, z_{1}, z_{2}\right) .
\end{aligned}
$$

Note that $C_{5}$ is a guarded clause and $Q_{4}$ is a query clause. Since $Q_{4}$ is an indecomposable query clause, we can apply the Q-Sep procedure to it (using a new predicate symbol $P_{10}$ ), to replace it by HG clauses:

$$
\begin{aligned}
& C_{6}=\neg P_{7}\left(x, x_{7}\right) \vee \neg P_{6}\left(x, x_{7}\right) \vee \neg P_{10}(x), \\
& C_{7}=\neg P_{8}\left(x, y, z_{1}, z_{2}\right) \vee P_{10}(x) .
\end{aligned}
$$

Figure 4.6 shows how the Q-Sep procedure separates $Q_{4}$ into Horn guarded clauses $C_{6}$ and $C_{7}$, and The produced clauses are framed in the coloured box. Then the top-variable resolvent $R$ is replaced by guarded clauses $C_{5}, C_{6}$ and $C_{7}$. To sum up, given an $G Q$ clausal set $\left\{Q_{3}, C_{1}, \ldots, C_{4}\right\}$, the Inf ${ }^{G Q}$ system derives a saturated GQ clausal set $\left\{Q_{3}, C_{1}, \ldots, C_{7}\right\}$.

Transforming the top-variable resolvent (of an indecomposable CO clause and a guarded clausal set) to GQ clauses is not straightforward. We use notions connected top variables and closed top-variable subclauses to find disjunctively connected GQ subclauses in the top-variable resolvents.


Figure 4.6: Separating $Q_{4}$ into $H G$ clauses $C_{6}$ and $C_{7}$

Definition 17. In a P-Res inference step $\mathbf{I}$ (endowed with the $\boldsymbol{T}$-Ref ${ }^{G Q}$ refinement) to an indecomposable CO clause with the top-variable subclause C, and guarded clauses, we say that

1. in $C$, top variables $x_{i}$ and $x_{j}$ are connected (with respect to $I$ ) if there exists a sequence of top variables $x_{i}, \ldots, x_{j}$ such that each pair of adjacent variables co-occurs in a top-variable literal, and
2. subclause $C^{\prime}$ is a closed top-variable subclause of $C$ (with respect to $I$ ) if
(a) each pair of top variables in $C^{\prime}$ are connected, and
(b) top variables in $C^{\prime}$ do not connect to top variables in $C$, but not in $C^{\prime}$.

Suppose a top-variable resolution inference is performed on an indecomposable CO clause $Q$ and a guarded clausal set $N$. Then each closed topvariable subclause in $Q$ is resolved with a subset $N^{\prime}$ of $N$, and the disjunction of remainders of $N^{\prime}$ forms a guarded clause (after unification). Consider the previous example. In a top-variable resolution inference of $C_{1}, \ldots, C_{4}$ and $Q_{3}, \neg P_{5}\left(x_{1}, x_{3}\right) \vee \neg P_{9}\left(x_{3}, x_{5}\right)$ is the top-variable subclause, which is also the only closed top-variable subclause, as $x_{3}$ is the only top variable. The matching side premises of $\neg P_{5}\left(x_{1}, x_{3}\right) \vee \neg P_{9}\left(x_{3}, x_{5}\right)$ are $C_{1}$ and $C_{2}$. Then the disjunction of remainders (after unification) of $C_{1}$ and $C_{2}$ forms a guarded clause $C^{\prime}=\neg G_{1}\left(x, y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee A\left(h\left(x, y, z_{1}, z_{2}\right)\right)$ in the topvariable resolvent $R=\neg G_{1}\left(x, y, z_{1}, z_{2}\right) \vee \neg G_{2}\left(x, y, z_{1}, z_{2}\right) \vee A\left(h\left(x, y, z_{1}, z_{2}\right)\right)^{*} \vee$ $\neg P_{7}\left(x, x_{7}\right) \vee \neg P_{6}\left(x, x_{7}\right)$. In the previous example, to abstract $C^{\prime}$ from $R$, we use a fresh predicate symbol $P_{8}$ to transform $R$ into $G Q$ clauses $Q_{4}$ and $C_{5}$.

The top-variable resolvents are handled by

## The T-Trans rule

In an application of the $\mathbf{P}$-Res rule (endowed with the T -Ref ${ }^{\mathrm{GQ}}$ refinement) to an indecomposable CO clause $\neg A_{1} \vee \ldots \vee \neg A_{n}$ with the top-variable subclause $\neg A_{1} \vee \ldots \vee \neg A_{m}$ where $m \leq n$, and guarded clauses $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$, the top variable resolvent is $R=\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D_{1} \vee \ldots \vee D_{m}\right) \sigma$ where $\sigma$ is an mgu such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$.
Suppose $\neg A_{1} \vee \ldots \vee \neg A_{m}$ is partitioned into closed top-variable subclauses $C_{1}^{\prime}, \ldots, C_{t}^{\prime}$, so that $R$ is represented as $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D_{1}^{\prime} \vee \ldots D_{t}^{\prime}\right) \sigma$. Then the top-variable resolvent $R$ is transformed using

$$
\frac{N \cup\left\{\left(\neg A_{m+1} \vee \ldots \neg A_{n} \vee D_{1}^{\prime} \vee \ldots D_{t}^{\prime}\right) \sigma\right\}}{N \cup\left\{\left(\neg A_{m+1} \vee \ldots \neg A_{n}\right) \sigma \vee \neg P_{1} \vee \ldots \vee \neg P_{t}, P_{1} \vee D_{1}^{\prime} \sigma, \ldots, P_{t} \vee D_{t}^{\prime} \sigma\right\}}
$$

if $P_{1}, \ldots, P_{t}$ are new predicate symbols for $D_{1} \sigma, \ldots, D_{t} \sigma$, respectively.

The following procedure partitions top-variable clauses.

## Algorithm 3: The FindClosedT function

Input: A top-variable literal $L$ and subclause $C$
Output: A closed top-variable subclause $C_{i}$
Function FindClosedT (L, C):
NewTopVar $\leftarrow$ Top variables in $L$
LinkedTopVarLit $\leftarrow L$
while NewTopVar $\neq \emptyset$ do
$L_{\text {new }} \leftarrow$ Literals in C that contains NewTopVar
if $L_{\text {new }} \subseteq$ LinkedTopVarLit then
NewTopVar $\leftarrow \emptyset$
else
NewTopVar $\leftarrow$ Top variables in $L_{\text {new }}$
LinkedTopVarLit $\leftarrow$ LinkedTopVarLit $\cup L_{\text {new }}$
return LinkedTopVarLit

In the T-Trans rule a top-variable subclause is partitioned into closed topvariable subclauses. This partition is achieved by traversing all top-variable literals and checking if a top-variable literal belongs a closed top-variable subclause. Algorithm 3 gives the FindClosedT $(L, C)$ function, finding $L$-occurring closed top-variable subclause in the top-variable subclause $C$.

```
Algorithm 4: Partitioning a top-variable subclause
Input: A top-variable subclause C
Output: Closed top-variable subclauses \(C_{1}, \ldots, C_{n}\)
\(i \leftarrow 1\)
while \(C \neq \emptyset\) do
    Pick a top-variable literal \(L\) from \(C\)
    \(C_{i}=\) FindClosedT(L,C)
    return \(C_{i}\)
    \(C \leftarrow C / C_{i}\)
    \(i \leftarrow i+1\)
```

Algorithm 4 gives the partitioning procedure for a top-variable subclause. The following example shows how Algorithm 4, together with the T-Trans rule, handles the top-variable resolvents (with respect to a top-variable resolution inference to an indecomposable CO clause as the main premise and guarded clauses as the side premises). Consider an indecomposable CO clause

$$
\begin{aligned}
Q= & \neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{1}, x_{3}\right) \vee \neg A_{3}\left(x_{2}, x_{3}\right) \vee \\
& \neg A_{4}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{5}\right) \vee \neg A_{6}\left(x_{4}, x_{5}\right) \vee \neg B\left(x_{3}\right)
\end{aligned}
$$

and the following set $N$ of guarded clauses

$$
\begin{array}{ll}
C_{1}=A_{1}(f(x, y), f(x, y)) \vee B_{1}\left(h_{1}(x, y)\right) \vee \neg G_{1}(x, y), \\
C_{2}=A_{2}(f(x, y), x) \vee \neg G_{2}(x, y), & C_{3}=A_{3}(f(x, y), x) \vee \neg G_{3}(x, y), \\
C_{4}=A_{4}(x, f(x, z)) \vee \neg G_{4}(x, z), & C_{5}=A_{5}(x, f(x, z)) \vee \neg G_{5}(x, z), \\
C_{6}=A_{6}(f(x, z), f(x, z)) \vee B_{2}\left(h_{2}(x, z)\right) \vee \neg G_{6}(x, z), \\
C_{7}=B(g(x)) \vee \neg G_{7}(x) . &
\end{array}
$$

Figure 4.7 shows the hypergraph that is associated with $Q$.


Figure 4.7: The hypergraph associated with $Q$

Next, we compute the top-variable resolvent of $N$ and $Q$, and we use I to denote this top-variable resolution inference step. By the $\operatorname{CompT}(N, Q)$ function, we compute the mgu
$\left\{x_{1} \mapsto f(g(x), y), x_{2} \mapsto f(g(x), y), x_{3} \mapsto g(x), x_{4} \mapsto f(g(x), z), x_{5} \mapsto f(g(x), z)\right\}$
for variables in $Q$. Then in $Q, x_{1}, x_{2}, x_{4}$ and $x_{5}$ are top variables (with respect to I) since they are unified with the deepest terms. These top variables occur in all literals except $\neg B\left(x_{3}\right)$, therefore $P-\operatorname{Res}(N, Q)$ returns

$$
\neg A_{1}\left(x_{1}, x_{2}\right), \neg A_{2}\left(x_{1}, x_{3}\right), \neg A_{3}\left(x_{2}, x_{3}\right), \neg A_{4}\left(x_{3}, x_{4}\right), \neg A_{5}\left(x_{3}, x_{5}\right), \neg A_{6}\left(x_{4}, x_{5}\right)
$$

as the top-variable literals (with respect to I). Then applying the top-variable resolution inference to $Q$ and $N$ produces

$$
\begin{aligned}
R= & B_{1}\left(h_{1}(x, y)\right) \vee \neg G_{1}(x, y) \vee \neg G_{2}(x, y) \vee \neg G_{3}(x, y) \vee \\
& B_{2}\left(h_{2}(x, z)\right) \vee \neg G_{6}(x, z) \vee \neg G_{4}(x, z) \vee \neg G_{5}(x, z) \vee \neg B(x) .
\end{aligned}
$$

Algorithm 4 first finds the closed top-variable subclauses in $Q$, and then the T-Trans rule transforms $R$ into GQ clauses. In this example, the input of Algorithm 4 is the top-variable subclause

$$
\begin{aligned}
Q_{\text {top }}= & \neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{1}, x_{3}\right) \vee \neg A_{3}\left(x_{2}, x_{3}\right) \vee \\
& \neg A_{4}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{5}\right) \vee \neg A_{6}\left(x_{4}, x_{5}\right) .
\end{aligned}
$$

in $Q$ with respect to I. In Algorithm 4, Line 3 first picks an arbitrary top-variable literal, for example $\neg A_{1}\left(x_{1}, x_{2}\right)$, in $Q_{\text {top }}$, and Line 4 then use the FindClosedT
function finds a closed top-variable subclause that contains $\neg A_{1}\left(x_{1}, x_{2}\right)$. The FindClosedT $\left(\neg A_{1}\left(x_{1}, x_{2}\right), Q_{\text {top }}\right)$ function find this closed top-variable subclause as follows. In Algorithm 3, Line 2 first identifies that $\neg A_{1}\left(x_{1}, x_{2}\right)$ contains top variables $x_{1}$ and $x_{2}$, and Line 5 then finds literals in $Q_{\text {top }}$ that contains $x_{1}$ and $x_{2}$. Since $\neg A_{2}\left(x_{1}, x_{3}\right)$ and $\neg A_{3}\left(x_{2}, x_{3}\right)$ contain $x_{1}$ and $x_{2}$,

$$
Q_{\text {close }}^{1}=\neg A_{1}\left(x_{1}, x_{2}\right) \vee \neg A_{2}\left(x_{1}, x_{3}\right) \vee \neg A_{3}\left(x_{2}, x_{3}\right)
$$

is a temporary closed top-variable subclause. Next, Algorithm 3 keeps looking for the top variables in $Q_{\text {close, }}^{1}$, which are $x_{1}$ and $x_{2}$. There are no new literals in $Q_{\text {top }}$ that contain $x_{1}$ or $x_{2}$, hence the FindClosedT $\left(\neg A_{1}\left(x_{1}, x_{2}\right), Q_{\text {top }}\right)$ function returns $Q_{\text {close }}^{1}$ as the first closed top-variable subclause of $Q_{\text {top }}$. Then Line 6 in Algorithm 4 removes $Q_{\text {close }}^{1}$ from $Q_{\text {top }}$, obtaining

$$
Q_{\text {top }}^{\prime}=\neg A_{4}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{5}\right) \vee \neg A_{6}\left(x_{4}, x_{5}\right) .
$$

Like the previous procedure, a top-variable literal $\neg A_{4}\left(x_{3}, x_{4}\right)$ is picked from $\neg A_{4}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{5}\right) \vee \neg A_{6}\left(x_{4}, x_{5}\right)$ and the FindClosedT $\left(\neg A_{4}\left(x_{3}, x_{4}\right), Q_{\text {top }}^{\prime}\right)$ function is applied to find the closed top-variable subclause containing $\neg A_{4}\left(x_{3}, x_{4}\right)$. Eventually, the FindClosedT $\left(\neg A_{4}\left(x_{3}, x_{4}\right)\right.$, $\left.Q_{\text {top }}^{\prime}\right)$ function returns

$$
Q_{\text {close }}^{2}=\neg A_{4}\left(x_{3}, x_{4}\right) \vee \neg A_{5}\left(x_{3}, x_{5}\right) \vee \neg A_{6}\left(x_{4}, x_{5}\right)
$$

Algorithm 4 splits $Q_{\text {top }}$ into closed top-variable subclauses $Q_{\text {close }}^{1}$ and $Q_{\text {close }}^{2}$.
Using these closed top-variable subclauses $Q_{\text {close }}^{1}$ and $Q_{\text {close }}^{2}$, the T-Trans rule requires us to find the remainders in side premises (of the $I$ inference) that match them. The closed top-variable subclause $Q_{\text {close }}^{1}$ contains top-variable literals $\neg A_{1}\left(x_{1}, x_{2}\right), \neg A_{2}\left(x_{1}, x_{3}\right)$ and $\neg A_{3}\left(x_{2}, x_{3}\right)$, which match side premises $C_{1}, C_{2}$ and $C_{3}$, respectively. Then for the top-variable resolvent $R$,, the T-Trans rule introduces a fresh predicate symbol $P_{1}$ (and a respective literal $\neg P_{1}(x, y)$ ) for the disjunction of the remainders of $C_{1}, C_{2}$ and $C_{3}$, namely

$$
B_{1}\left(h_{1}(x, y)\right) \vee \neg G_{1}(x, y) \vee \neg G_{2}(x, y) \vee \neg G_{3}(x, y) .
$$

Similarly, since the literals in $Q_{\text {close }}^{2}$ match to $C_{4}, C_{5}$ and $C_{6}$, for the top-variable resolvent $R$, the T-Trans rule introduces a fresh predicate symbol $P_{2}$ (and a
respective literal $\left.\neg P_{2}(x, z)\right)$ for the remainders of $C_{4}, C_{5}$ and $C_{6}$, namely

$$
B_{2}\left(h_{2}(x, z)\right) \vee \neg G_{6}(x, z) \vee \neg G_{4}(x, z) \vee \neg G_{5}(x, z) .
$$

Then the T-Trans rule transforms $R$ into guarded clauses

$$
\begin{aligned}
& D_{1}\left(h_{1}(x, y)\right) \vee \neg G_{1}(x, y) \vee \neg G_{2}(x, y) \vee \neg G_{3}(x, y) \vee P_{1}(x, y), \\
& D_{2}\left(h_{2}(x, z)\right) \vee \neg G_{6}(x, z) \vee \neg G_{4}(x, z) \vee \neg G_{5}(x, z) \vee P_{2}(x, z),
\end{aligned}
$$

and a query clause $\neg B(x) \vee \neg P_{1}(x, y) \vee \neg P_{2}(x, z)$.
By the T-Trans rule, the top-variable resolvent of a CO clause and a guarded clausal set is replaced by its equisatisfiable GQ clausal set, formally stated as:

Lemma 4.25. Let $R$ be the resolvent of applying the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}$ $\operatorname{Ref}{ }^{G Q}$ refinement) to an indecomposable $C O$ clause $Q$ and a set $N$ of guarded clauses. Then, the following conditions hold.

1. Applying the T-Trans rule to $R$ replaces it by a set $N^{\prime}$ of guarded clauses and a query clause $Q^{\prime}$.
2. Applying the $Q$-Sep procedure to $Q^{\prime}$ separates it into a set $N^{\prime \prime}$ of $H G$ clauses and an indecomposable CO clause $Q^{\prime \prime}$.
3. The top-resolvent $R$ is satisfiable if and only if the $G Q$ clausal set $N^{\prime} \cup N^{\prime \prime} \cup Q^{\prime \prime}$ is satisfiable.
4. For each clause $C^{\prime}$ in $N^{\prime} \cup N^{\prime \prime}$, there exists a clause $C$ in $N$ such that $C^{\prime}$ is no wider than $C$, and $Q^{\prime \prime}$ is less wide than $Q$.

Proof. Recall the P-Res rule (with a priori checking for maximality and the T-Ref ${ }^{\text {GQ }}$ refinement).

$$
\frac{B_{1} \vee D_{1}, \ldots, B_{m} \vee D_{m}, \ldots, B_{n} \vee D_{n} \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D}{\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right)_{\sigma}}
$$

if the following conditions are satisfied.

1. No literal is selected in $D_{1}, \ldots, D_{n}$ and $B_{1}, \ldots, B_{n}$ are strictly $>_{l p o^{-}}$ maximal with respect to $D_{1}, \ldots, D_{n}$, respectively.

2a. If $n=1$, i) either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1} \sigma$ is $>_{\text {lpo }}$-maximal with respect to $D \sigma$, and ii) $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}\right)$ or
2b. if $n>1$ and there exists an mgu $\sigma^{\prime}$ such that $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq\right.$ $\left.B_{1}, \ldots, A_{n} \doteq B_{n}\right)$, then $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$ where $m \leq n$.
3. All premises are variable disjoint.

Suppose in a P-Res inference (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement), the main premise $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n}$ is a CO clause and side premises $C_{1}=B_{1}^{*} \vee D_{1}, \ldots, C_{m}=B_{m}^{*} \vee D_{m}, \ldots, C_{n}=B_{n}^{*} \vee D_{n}$ are guarded clauses. We use $R$ to denote the top-variable resolvents ( $D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n}$ ) $\sigma$.
1.: By the $\mathrm{T}-\operatorname{Ref}^{\mathrm{GQ}}$ refinement, a side premise is either a flat ground clause, or a compound-term clause. Suppose a side premise in $C_{1} \ldots, C_{m}$ is flat and ground. Then by 5. in Lemma 4.13, all side premises are flat and ground, and $R$ is a flat ground clause, which is an LGQ clause. Now consider the case that each side premise contains at least one compound terms. By Lemma 4.5, $B_{i}$ is a compound-term literal for all $i$ such that $1 \leq i \leq n$.

Step 1: We now prove that $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$ is a query clause. By 3. in Lemma 4.13, the mgu $\sigma$ substitutes variables in $\neg A_{m+1} \vee \ldots \vee \neg A_{n}$ with either variables or constants. Hence, $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$ is a query clause. If $\sigma$ is a ground substitution, then $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$ is a flat ground clause. If all literals in $C$ are top-variable literal, then $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$ is $\perp$. Our statement trivially holds for these two special cases.

Step 2: we prove that $\left(D_{1} \vee \ldots \vee D_{m}\right) \sigma$ is a disjunction of guarded clauses. We prove this by the following steps: $2-\mathrm{i}) D_{i} \sigma$ is a guarded clause, $\left.2-\mathrm{ii}\right)\left(D_{i} \vee D_{j}\right) \sigma$ a guarded clause if $A_{i}$ and $A_{j}$ contains connected top variables, and 2-iii) Suppose $\neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}}$ is a closed top-variable subclause of $\neg A_{1} \vee \ldots \vee \neg A_{m}$, and $D_{j}^{\prime}$ represents $D_{i_{1}} \vee \ldots \vee D_{i_{k}}$. Then $\left(D_{1} \vee \ldots \vee D_{m}\right) \sigma$ can be represented as $\left(D_{1}^{\prime} \vee \ldots \vee D_{t}^{\prime}\right) \sigma$ where $t \leq m$.

Step 2-i): First we prove that remainder $D_{i}$ of side premise is a guarded clause. By the covering property and the fact the $B_{i}$ is a compound-term literal, $\operatorname{var}\left(B_{i}\right)=\operatorname{var}\left(C_{i}\right)$. By 4 . in Lemma 4.13, the mgu $\sigma$ substitutes variables in $C_{i}$ with variables and constants. Then by the fact that $C_{i}$ is a guarded clause and Lemma 4.12, $D_{i} \sigma$ is a guarded clause.

Step 2-ii): Next we prove that if $A_{i}$ and $A_{j}$ contains connected top variables,
the disjunction of $D_{i} \sigma$ and $D_{j} \sigma$ is a guarded clause. Suppose $x$ and $y$ are, respectively, top variables in $A_{i}$ and $A_{j}$, and $x$ and $y$ are connected. By the definition of connected top variables, there exists a sequence of top variables $x, \ldots, y$ such that each pair of adjacent variables co-occurs in a top-variable literal. By 3. in Lemma 4.13, each adjacent variables $x^{\prime}$ and $y^{\prime}$ have the property that $\operatorname{var}\left(x^{\prime} \sigma\right)=\operatorname{var}\left(y^{\prime} \sigma\right)$, since $x^{\prime}$ and $y^{\prime}$ match compound terms in the same covering literal. Hence, $\operatorname{var}(x \sigma)=\operatorname{var}(y \sigma)$. This implies that after unification, the compound term $t$ in $B_{i}$ (that $x$ matches) have the same variable set as the compound term $s$ in $B_{j}$ (that $y$ matches), i.e., $\operatorname{var}(s \sigma)=\operatorname{var}(t \sigma)$. By the covering property, $\operatorname{var}\left(D_{i} \sigma\right)=\operatorname{var}\left(D_{j} \sigma\right)$. The guarded clauses $D_{i} \sigma$ and $D_{j} \sigma$ contain the same variable sets, therefore, $D_{i} \sigma \vee D_{j} \sigma$ is a guarded clause.

Step 2-iii): Suppose $\neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}}$ is a closed top-variable subclause of $\neg A_{1} \vee \ldots \vee \neg A_{m}$, and $D_{j}^{\prime}$ represents $D_{i_{1}} \vee \ldots \vee D_{i_{k}}$. We aim to prove that $\left(D_{1} \vee \ldots \vee D_{m}\right) \sigma$ can be represented as $\left(D_{1}^{\prime} \vee \ldots \vee D_{t}^{\prime}\right) \sigma$ where $t \leq m$. We use $C^{\prime}$ to denote a top-variable subclause $\neg A_{1} \vee \ldots \vee \neg A_{m}$. By the fact that each literal in $C^{\prime}$ contains at least one top variable, and 2 b . of Definition 17 that each pair of closed top-variable subclauses of $C^{\prime}$ shares no connected top variables, $C^{\prime}$ is partitioned into a set of closed top-variable subclauses, denoted as $C_{1}^{\prime}, \ldots, C_{t}^{\prime}$. Let $C_{i}^{\prime}=\neg A_{i_{1}} \vee \ldots \vee \neg A_{i_{k}}$ be a closed top-variable subclause of $C^{\prime}$. By 2a. of Definition 17, each pair of top variables in $C_{i}^{\prime}$ is connected. Then by the result of Step 2-ii), $\left(D_{i_{1}} \vee \ldots \vee D_{i_{k}}\right) \sigma$ is a guarded clause.

Now we present the resolvent as $R=\left(D_{1}^{\prime} \vee \ldots \vee D_{t}^{\prime} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$. Then applying the T-Trans rule to $R$ transforms it into

$$
D_{1}^{\prime} \sigma \vee P_{1}, \ldots, D_{t}^{\prime} \sigma \vee P_{t}, Q^{\prime}=\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma \vee \neg P_{1} \vee \ldots \vee \neg P_{t} .
$$

We consider whether $D_{i}^{\prime} \sigma \vee P_{i}$ and $Q^{\prime}$ are LGQ clauses. Suppose $D_{i}^{\prime} \sigma$ is ground. Then immediately $D_{i}^{\prime} \sigma \vee P_{i}$ is a guarded clause. Now assume that $D_{i}^{\prime} \sigma \vee P_{i}$ is non-ground. By the result of Step 2-iii), $D_{i}^{\prime} \sigma$ is a guarded clause. By the definition of structural transformation, $\operatorname{var}\left(D_{i}^{\prime} \sigma\right)=\operatorname{var}\left(P_{i}\right)$ and $P_{i}$ is a flat literal, hence, $D_{i}^{\prime} \sigma \vee P_{i}$ is a guarded clause. Next we consider $Q^{\prime}$. By the definition of structural transformation, $\neg P_{1} \vee \ldots \vee \neg P_{t}$ is a negative flat clause. Then by the result of Step 1, $Q^{\prime}$ is a query clause.
2.: By Lemma 4.23.
3.: By the facts that the Q-Sep procedure (Lemma 4.19) and the structural transformation preserve logical equivalence.
4.: First we prove that $D_{i}^{\prime} \sigma \vee P_{i}$ is no wider than one of side premises in $C_{1}, \ldots, C_{m}$. By the result of Step 2-i), i) the loose guard $\mathbb{G} \sigma$ in $D_{i}^{\prime} \sigma$ is inherited from one of loose guards $\mathbb{G}$ in a side premise in $C_{1}, \ldots, C_{m}$, and ii) the mgu substitutes variables in $\mathbb{G}$ with either constants or variables. Hence, there exists at least one side premise in $C_{1}, \ldots, C_{m}$ such that it contains no less types of variables than $D_{i}^{\prime} \sigma \vee P_{i}$.

Next, we consider the width of the conclusions of applying the Q-Sep procedure to $Q^{\prime}=\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma \vee \neg P_{1} \vee \ldots \vee \neg P_{t}$. To understand the application of the $\mathbf{Q}$-Sep procedure to $Q^{\prime}$, we analyse the variables in $Q^{\prime}$. By the $\mathbf{T}$-Trans rule, $\operatorname{var}\left(P_{i}\right)=\operatorname{var}\left(D_{i}^{\prime} \sigma\right)$ for all $i$ such that $1 \leq i \leq t$. Hence, w.l.o.g. we consider variables in $P_{1}$ (i.e., variables in $D_{1}^{\prime} \sigma$ ), and we suppose $D_{1}^{\prime}=D_{1} \vee D_{2}$ and $\neg A_{1} \vee \neg A_{2}$ is a closed top variable subclause. Hence, we analyse overlapping variables of $D_{1}^{\prime} \sigma$ and $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma$. By 4. of Lemma 4.13, $\sigma$ substitutes variables in $D_{1}^{\prime}$ with either variables or constants. W.l.o.g. suppose variables of $B_{1}$ and $B_{2}$ are substituted with the variables of $\neg A_{1} \vee \neg A_{2}$. Since $D_{1}$ and $D_{2}$, respectively, contain loose guards of $B_{1}$ and $B_{2}$, $\sigma$ substitutes the variables of $D_{1}^{\prime}$ with the variables of $\neg A_{1} \vee \neg A_{2}$. Then the variables in $D_{1}^{\prime} \sigma$ depend on two factors: 1) whether all variables in $B_{1}$ and $B_{2}$ are substituted, 2) whether (non-top) variables in $\neg A_{1} \vee \neg A_{2}$ occur in the variables of $\neg A_{m+1} \vee \ldots \vee \neg A_{n}$. We distinguish two cases:

4-i): Suppose all variables in $B_{1}$ and $B_{2}$ are substituted using $\sigma$, and all non-top-variables in $\neg A_{1} \vee \neg A_{2}$ occur in $\neg A_{m+1} \vee \ldots \vee \neg A_{n}$. Then all variables in $D_{1}^{\prime} \sigma$ are non-top-variables in $\neg A_{1} \vee \neg A_{2}$, therefore, $\operatorname{var}\left(P_{1}\right) \subseteq \operatorname{var}\left(\left(\neg A_{m+1} \vee\right.\right.$ $\left.\ldots \vee \neg A_{n}\right) \sigma$ ). For each $P_{i}$ in $P_{1}, \ldots, P_{t}$ that satisfies conditions of 4-i), $\operatorname{var}\left(P_{i}\right) \subseteq$ $\operatorname{var}\left(\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma\right)$. These $P_{i}$ literals introduce no new variables to $\neg A_{m+1} \vee \ldots \vee \neg A_{n}$.

4-ii): Next suppose not all non-top-variables in $\neg A_{1} \vee \neg A_{2}$ occur in $\neg A_{m+1} \vee$ $\ldots \vee \neg A_{n}$, or only a part of variables in $B_{1}$ and $B_{2}$ are substituted. Then $\neg P_{1}$ can be represented as $\neg P_{1}(\bar{x}, \bar{y})$, where $\bar{x}$ represent substituted variables in $B_{1}$ and $B_{2}$ that occur in both $\neg A_{1} \vee \neg A_{2}$ and $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right)$, and $\bar{y}$ represents either variables that are not substituted in $B_{1}$ and $B_{2}$, or variables in $\neg A_{1} \vee \neg A_{2}$ but not in $\neg A_{m+1} \vee \ldots \vee \neg A_{n}$. Hence, $\bar{y}$ does not occur in $\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n}\right) \sigma \vee \neg P_{2} \vee \ldots \vee \neg P_{t}$. Applying the QuerySepTwo rule to $Q^{\prime}$ derives Horn guarded clauses $\neg P_{1}(\bar{x}, \bar{y}) \vee P_{1}^{\prime}(\bar{x})$ and a query clause $\left(\neg A_{m+1} \vee \ldots \vee\right.$ $\left.\neg A_{n}\right) \sigma \vee \neg P_{1}^{\prime}(\bar{x}) \vee \ldots \vee \neg P_{t}$ (using a new predicate symbol $P_{1}^{\prime}$ ). By Step 2-iii) and
the fact that $\neg P_{1}(\bar{x}, \bar{y}) \vee P_{1}^{\prime}(\bar{x})$ is no wider than $D_{1}^{\prime} \sigma \vee P_{1}$, there exists at least one side premises $C_{1}, \ldots, C_{m}$ that is wider than $\neg P_{1}(\bar{x}, \bar{y}) \vee P_{1}^{\prime}(\bar{x})$. After separating all $P_{i}$ satisfying 4-ii), we obtained query clause $Q^{\prime \prime}$. Since $Q^{\prime \prime}$ contains only non-top-variables (after substituted by $\sigma$ ) from $Q, Q^{\prime \prime}$ is less wider than $Q$.

An alternative approach for the T-Trans rule is the Sep rule. Let us use

$$
R=\left(\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D_{1}^{\prime} \vee \ldots D_{t}^{\prime}\right) \sigma
$$

in the definition of the T-Trans rule to denote the top-variable resolvent of an indecomposable CO clause and a set of guarded clauses. By the proof in Lemma 4.25 , recursively applying the Sep rule to $R$ also separates $R$ into GQ clauses. In this thesis, we choose the T-Trans rule for its intuitiveness.

We use $\mathbf{Q}-\mathbf{C O}^{\mathbf{G Q}}$ to denote the following procedure:

1. Apply the top-variable resolution rule to an indecomposable CO clause (as the main premise) and guarded clauses (as the side premises), deriving the top-variable resolvent $R$.
2. Apply the T-Trans rule to $R$, replacing $R$ by a query clause $Q$ and a set of guarded clauses.
3. Apply the $Q$-Sep procedure to $Q$, replacing $Q$ by HG clauses and an indecomposable CO clause.

Lemma 4.26. The conclusions of applying the $Q-C O^{G Q}$ procedure to an indecomposable CO clause $Q$ and a set $N$ of guarded clause satisfy the following conditions.

1. They consist of an indecomposable CO clause $Q^{\prime}$ and a set $N^{\prime}$ of guarded clauses.
2. The clausal sets $Q^{\prime} \cup N^{\prime}$ and $Q \cup N$ are equisatisfiable.
3. For each clause $C^{\prime}$ in $N^{\prime}$, there exists a clause $C$ in $N$ such that $C^{\prime}$ is no wider than $C$, and $Q^{\prime}$ is less wide than $Q$.

Proof. By Lemmas 4.23 and 4.25, 1. and 3. hold. By Lemma 3.4 and the fact that any form of structural transformation rule preserves satisfiability, 2 . hold.

### 4.6 A decision procedure of answering BCQs for GF

Now we are ready to give our saturation-based procedure for answering a union of BCQs of GF, and we use Q-Ans ${ }^{\text {GF }}$ to denote this procedure. To
show that the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure is suitable for implementations in modern saturation-based first-order provers, this procedure is devised in the form of the given-clause algorithm [Wei01, MW97].

Algorithm 5 describes the formal BCQ answering procedure for GF.

```
Algorithm 5: The BCQ answering procedure for GF
    Input: A union q of BCQs and a set }\Sigma\mathrm{ of formulas in GF
    Output: 'Yes' or 'No'
    workedOff \leftarrow\emptyset
    usable }\leftarrow\operatorname{PreProcessGF}(\Sigma,q
    while usable =\emptyset and }\perp\not\in\mathrm{ usable do
    given }\leftarrow\mathrm{ Pick(usable)
    workedOff }\leftarrow\mathrm{ workedOff }\cup\mathrm{ given
    if given is an indecomposable CO clause then
            tResolvent }\leftarrow P-Res(workedOff, given
            G,Q \leftarrowT-Trans(tResolvent)
            CO,HG}\leftarrow\operatorname{Sep}(Q
            new }\leftarrow\textrm{G}\cup\textrm{CO}\cupH
    else
            new }\leftarrowP\mathrm{ P-Res(workedOff, given) U Fact(given)
    new }\leftarrow\operatorname{Red}(new,new
    new }\leftarrow\operatorname{Red(Red(new, workedOff), usable)
    workedOff }\leftarrow\operatorname{Red(workedOff, new)
    usable }\leftarrow\operatorname{Red}(usable,new) \cup new
Print(usable)
```

Functions in Algorithm 5 are described as follows.

1. $\operatorname{Sep}(C)$ applies the $\mathbf{Q}-$ Sep procedure to separate a query clause $C$, and returns HG clauses and indecomposable CO clauses. If C is an indecomposable CO clause or an HG clause, then the $\operatorname{Sep}(C)$ function returns $C$.
2. Pick $(N)$ picks a clause from the clausal set $N$, and then removes that clause from $N$.
3. $\mathrm{P}-\operatorname{Res}(N, C)$ applies the $\mathbf{P}$-Res rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) to clauses $N$ and a clause $C$ in $N$, returning the top-variable resolvent.
4. T-Trans( $C$ ) applies the T-Trans rule to the top-variable resolvent $C$, and returns guarded clauses and a query clause.
5. Fact $(C)$ applies the Fact rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) to a clause $C$, and returns a factor of $C$.
6. $\operatorname{Red}\left(N_{1}, N_{2}\right)$ returns all clauses from $N_{1}$ that are not redundant with respect to clauses in $N_{2}$.
7. $\operatorname{Print}(N)$ takes a saturated clausal set $N$ as input, and returns either 'Yes' or 'No' for the BCQ answering problem.

We now give the PreProcessGF function. See Algorithm 6.

## Algorithm 6: The PreProcessGF function

Input: A union $q$ of BCQs and a set $\Sigma$ of guarded formulas
Output: A set of indecomposable CO clauses and guarded clauses
Function PreProcessGF $(\Sigma, q)$ :
usable $\leftarrow \emptyset$
$\mathrm{G}, \mathrm{Q} \leftarrow \operatorname{TransGF}(\Sigma, q)$
foreach clause $Q$ in $Q$ do $\mathrm{CO}, \mathrm{HG} \leftarrow \operatorname{Sep}(\mathrm{Q})$ usable $\leftarrow$ usable $\cup \mathrm{CO} \cup \mathrm{HG}$
usable $\leftarrow \operatorname{Red}($ usable $\cup G$, usable $\cup G)$
return usable

The PreProcessGF $(\Sigma, q)$ function pre-processes the given set $\Sigma$ of guarded formulas and the given union $q$ of BCQs to a set of guarded clauses and indecomposable CO clauses. In the PreProcessGF $(\Sigma, q)$ function, the $\operatorname{TransGF}(\Sigma, q)$ function applies the Trans ${ }^{\mathbf{G F}}$ process to $\Sigma$ and $q$, returning GQ clauses.

Algorithms 5-6 use the notations G, HG, Q and CO to denote guarded, Horn guarded, query and indecomposable chained-only query clauses, respectively.

Algorithm 7 gives the Print function, simply prints 'Yes' or 'No' for the BCQ answering problem.

```
Algorithm 7: The Print function
    Input: A clausal set N
    Output: 'Yes' or 'No'
    Function Print(N):
        if }\perp\inN\mathrm{ then Print 'Yes'
        else Print 'No'
```

As a given-clause algorithm, Algorithm 5 splits input clauses into a workedoff clause set workedOff where all inferences between clauses in workedOff are finished, and a usable clause set usable, in which clauses needed to be considered for further inferences. Then for each clause $C$ in usable, we remove $C$ from usable, add $C$ to workedOff and then add all conclusions between the $C$ and the clauses in workedOff to usable. During such a loop, reduction rules are applied to guarantee termination.

Algorithm 5 consists of the following stages.

- Lines 1-3 transform BCQs and GF into CO clauses and guarded clauses.
- Lines 4-17 saturate the above set of CO clauses and guarded clauses.
- Line 18 outputs the answer to the given BCQs and guarded formulas.

Lines 1 initialises the workedOff and usable sets with empty sets. Line 2, namely Algorithm 6, then transforms BCQs and GF to CO clauses and guarded clauses, and then add all the obtained clauses to the usable set. Line 3 is the input reduction that removes redundancy in the usable set.

The while-loop in Lines 4-13 terminates if either usable is empty or it contains an empty clause $\perp$. Lines 5-6 pick a clause, namely the given clause, from the usable set and then add the given clause to workdedOff. Note that the Pick function is fair [BG01, Page 37], which means that no clause in the usable set waits infinitely long without being picked. Lines 7-13 generate new conclusions. Lines $7-11$ say that if given is an indecomposable CO clause, then the $\mathrm{Q}-\mathrm{CO}^{\mathbf{G Q}}$ procedure, namely a sequence of rules consisting of $i$ ) the top-variable resolution inference, ii) the T-Trans rule and iii) the Q-Sep procedure, is applied to this CO clause, producing an indecomposable CO clause and guarded
clauses, and we then denote these new clauses as new. Lines 12-13 say that if given is a guarded clause, then P-Res and Fact rules are applied to that guarded clause, producing new conclusions new. Lines 14-17 are the inter-reduction step that removes redundancy in the new, workdedOff and usable clausal sets.

Lines 18, namely Algorithm 7, outputs the answer to the given BCQs. Suppose $q$ is the given union of BCQs and $\Sigma$ is the given guarded formulas. An empty usable clausal set implies that $\Sigma \cup\{\neg q\}$ is satisfiable. Then the answer to $q$ is ' $N o$ ', and the workdedOff clausal set stores the saturated clausal set of $\Sigma \cup\{\neg q\}$. Otherwise the usable clausal set contains an empty clause, then $\Sigma \cup\{\neg q\}$ is unsatisfiable. Then the answer to $q$ is 'Yes'.

The $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure guarantees termination. The termination result requires that given a union of BCQs, a set of guarded formulas and a finite signature ( $\mathrm{F}, \mathrm{P}, \mathrm{C}$ ), the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure derives clauses of bounded depth and width only using symbols in (F, P, C). In Algorithm 5, Lines 7-13 derive new clauses. In Lines 14-17, given an indecomposable CO clause and guarded clauses, the $\mathbf{Q}-\mathbf{C O}^{\mathrm{GQ}}$ procedure produces GQ of bounded width, as proved in Lemma 4.26. Since the class of GQ clauses are simple, their depths are bounded as well. For Lines 12-13, Theorem 4.4 ensures that given guarded clauses, the $\mathbf{P}$-Res and Fact rules (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) produce guarded clauses of bounded width and depth. To sum up, Lines 7-13 derive new GQ clauses of bounded width and depth. Next it is important to ensure that the number of new symbols introduced in $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure are finitely many. In particular, we consider the new predicate symbols that are introduced in the derivation, particularly for the T-Trans rule in Line 9 and for the Q-Sep procedure in Line 10.

In the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure, suppose a predicate symbol $P$ is used to represent a GQ clause $C$ at a derivation stage. Then, in any further stage whenever a predicate symbol is needed for $C$, the symbol $P$ is used again. The $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure requires only a finite number of predicate symbols, formally stated as:

Lemma 4.27. In the application of the $Q$-Ans ${ }^{G F}$ procedure to the $B C Q$ answering problem for GF, only finitely many predicate symbols are introduced.

Proof. In the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure, new predicate symbols are introduced in either the Trans ${ }^{\mathbf{G F}}$ process, or the $\mathbf{Q}-\mathrm{Sep}$ procedure, or the $\mathbf{Q}-\mathbf{C O}^{\mathrm{GQ}}$ procedure. We distinguish these cases:
1.: In the Trans ${ }^{\text {GF }}$ process, BCQs and formulas in GF are transformed into GQ clauses. This is a one-time process, hence in this step, only a finite number of new predicate symbols are introduced.
2.: In the Q-Sep procedure, the QuerySepOne and QuerySepTwo rules are recursively applied to query clauses. By Lemma 4.23, applying the Q-Sep procedure to a query clause derives less wide GQ clauses. Then finitely many new predicate symbols are needed.
3.: In the $\mathbf{Q}-\mathbf{C O}^{\mathbf{G Q}}$ procedure, the $\mathbf{T}$-Trans rule and the $\mathbf{Q}$-Sep procedure are applied. By Lemma 4.23, the Q-Sep procedure introduces finitely many new predicate symbols. Now we consider the new predicate symbols introduced in the application of the T-Trans rule to the top-variable resolvents of a CO clause and guarded clauses. Consider the T-Trans rule as follows: Let $N$ be a set of compound-term guarded clauses, as the side premises in the topvariable resolution rule. Then in this top-variable inference, we first unify clauses in $N$, and then removes a compound-term literal (eligible literals) in each clause of $N$, respectively, and finally the T-Trans rule makes remainder of clauses (that map to the same closed top-variable subclause) in $N$ a disjunction. W.l.o.g. assume the T-Trans rule introduce a new predicate symbol for $C_{1}$ and $C_{2}$ in $N$, producing $C$. By 1. of Lemma $4.25, C$ is no wider than $C_{1}$ and $C_{2}$. Hence we can regard the $\mathbf{T}$-Trans rule as a method that i) first unifies a compound-term guarded clausal set $N$ by their compound-term literals, ii) remove these unified compound-term literal in clauses of $N$, obtaining $N^{\prime}$, ii) use the disjunctive symbol to connect clauses in $N^{\prime}$, as a new guarded clause C. By the covering and pairing properties, no new variables are needed in i)-iii). By Lemma 4.23, Lemma 4.26 and Theorem 6.4, apart from the T-Trans rule, the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure guarantees producing a finite number of GQ clauses. As we reuse predicate symbols for duplicate GQ clauses, the T-Trans rule introduces a finite number of predicate symbols.

Finally, we give the main result of this chapter.
Theorem 4.5. The $Q$-Ans ${ }^{G F}$ procedure is a decision procedure for answering BCQs for GF.

Proof. By Theorem 4.1, the Q-Ans ${ }^{\text {GF }}$ procedure reduces the problem of answering BCQs for GF to that of deciding satisfiability of the GQ clausal class.

By Lemma 4.19 and Theorem 4.3, the $\mathbf{T}-$ Inf $^{\text {GQ }}$ system is a sound and refutationally complete system for general first-order clausal logic. As the $\mathbf{Q}-A n s{ }^{\mathbf{G F}}$ procedure is based on the $\mathbf{T}-\mathbf{I n f}^{\mathbf{G Q}}$ system and our customised separation rules, the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G Q}}$ procedure is a sound and refutational complete procedure if only finitely many predicate symbols are introduced.

By Lemma 4.23, Lemma 4.26 and Theorem 4.4, applying the $\mathbf{Q}-A n s{ }^{\text {GF }}$ procedure to GQ clauses guarantees producing GQ clauses of bounded depth and bounded width. By Lemma 4.27, only a finitely number of new symbols (with respect to the given signature) are introduced. Then the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure guarantees termination. Since the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure is sound, refutationally complete for first-order clausal logic and guarantees termination for the GQ clausal class, it is a decision procedure for answering BCQs for GF.

## Chapter 5

## The saturation-based BCQ rewriting procedure in GF

In this chapter, we aim to address the saturation-based rewriting problem for GF, formally defined as follows.

Problem 5. Given a set $\Sigma$ of formulas in $G F$, a set D of ground atoms and a union $q$ of $B C Q s$, does there exist a (function-free) first-order formula (with equality) $\Sigma_{q}$, which is the negated back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$ such that $\Sigma \cup D \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$ ?

Problem 5 considers the back-translation of a clausal set to a function-free first-order formula. Consider formulas $\sum$ in GF , ground atoms D and a union $q$ of BCQs, we use the following steps to tackle Problem 5.

1. Apply the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure to $\Sigma \cup\{\neg q\}$, computing a saturation $N$ of $\Sigma \cup\{\neg q\}$ as long as $\Sigma \not \vDash q$.
2. Back-translate $N$ to a (Skolem-symbol-free) first-order formula $F$, and then negate $F$ to obtain a (function-free) first-order formula (with equality) $\Sigma_{q}$.

As guarded formulas and BCQs contain no function symbol, the function symbols in $N$ are introduced by Skolemisation. Back-translating $N$ to a first-order formula $F$ ensures to eliminate all Skolem function symbols in $F$, therefore $\Sigma_{q}$ a function-free first-order formula. In general, the back-translation from a clausal set to a first-order formula is a non-trivial task, as it often fails [GSS08a]. By Theorem 3.1, our aim is to transform the saturation $N$ to its logically equivalent
clausal set that is unique, normal, globally linear and globally compatible, so that $N$ can be back-translated to a first-order formula.

In this chapter, we investigate a more refined clausal form for guarded clauses, that is the aligned guarded clauses, in which all compound terms have a common argument list. We prove that the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure is also a decision procedure for the aligned guarded clausal class. Then, by our customised Rename, Abstract and Unsko rules (from Section 3.3), any aligned guarded clausal set $N$ is ensured to transformed into a unique, normal, globally linear and globally compatible clausal set $N^{\prime}$ that is logically equivalent to $N$. In the last step, $N^{\prime}$ is unskolemised to a first-order formula.

We use the notation $N_{\mathrm{a}}$ to denote a clausal set $N$ that has the property a. In particular we use $n, u, I$ and $c$ to denote the properties of normality, uniqueness, global linearity and global compatibility, respectively. For example, $N_{n u}$ denotes a clausal set $N$ that is unique and normal.

This chapter is organised as follows. Section 5.1 presents the formal definition of the aligned guarded clauses, and Section 5.2 then formally proves that the Q-Ans ${ }^{\text {GF }}$ procedure decides satisfiability of the aligned guarded clausal class. Section 5.3 introduces our variations of Rename, Abstract and Unsko rules and the back-translation procedure. The last section formally formalises decision procedure for the saturation-based BCQ rewriting in GF.

### 5.1 The aligned guarded clauses

In this section, we first introduce the aligned guarded clauses, and then show that by the Trans ${ }^{\text {GF }}$ process, guarded formulas are clausified to aligned guarded clauses.

Recall Definition 12 that a clause is strongly compatible if all of its compound terms share a common argument list. Then an aligned guarded clause is formally defined as follows.

Definition 18. An aligned guarded clause ( $\mathrm{G}^{-}$clause) is strongly compatible and a guarded clause.

Comparing Definitions 13 and 18, the class of $\mathrm{G}^{-}$clauses is a strict subset of that of guard clauses. This means that the results established in Section 4.4 hold for the $\mathrm{G}^{-}$clausal class as well. The notion of strongly compatible is more
restrictive than that of compatible, since all compound terms must be compatible. For example, the clause

$$
C=\neg G\left(x_{1}, x_{2}\right) \vee A_{1}\left(f\left(x_{1}, x_{1}, x_{2}\right), x_{1}\right) \vee A_{2}\left(f\left(x_{1}, x_{1}, x_{2}\right), x_{1}, g\left(x_{1}, x_{2}\right)\right)
$$

is compatible and a guarded clause, however it is not a $\mathrm{G}^{-}$clause since $f\left(x_{1}, x_{1}, x_{2}\right)$ and $g\left(x_{1}, x_{2}\right)$ are not compatible. The guarded clause $C=\neg G(x, y) \vee$ $A(f(x, y), f(y, x))$ is not a $\mathrm{G}^{-}$clause, since in $C$ the compound terms $f(x, y)$ and $f(y, x)$ are not compatible. Note that even by the Rename, Abstract and Unsko rules in Section 3.3, $C$ cannot be back-translated into a first-order formula as it is impossible to make the argument lists of $f(x, y)$ and $f(y, x)$ identical.

Lemma 5.1. Applying the Trans ${ }^{\boldsymbol{G F}}$ process to a guarded formula transforms it into a set of $G^{-}$clauses.

Proof. We particularly show that the obtained clauses are strongly compatible. The fact that the obtained clauses are guarded clauses follows from Lemma 4.1.

Suppose $F$ is a guarded formula. By 1.-2. of the Trans ${ }^{\text {GF }}$ process, w.l.o.g. suppose $P$ is the new predicate symbol, $F_{1}$ is the definition formula of $P$, and $F^{\prime}$ is the replacing formula of $F$. Next, we show that 3.-4. of the Trans ${ }^{\text {GF }}$ process transform $F_{1}$ and $F^{\prime}$ into strongly compatible clauses. Since $F^{\prime}$ is an existentially quantified sentence, skolemising $F^{\prime}$ transforms it into flat ground clauses, which are aligned guarded clauses. $F_{1}$ can be represented as

$$
\forall \bar{x}(P(\bar{x}) \rightarrow \forall \bar{y}(G(\bar{x}, \bar{y}) \rightarrow \phi(\bar{y})))
$$

where $\phi(\bar{y})$ may contain existential quantifications and literals, but no universal quantifications. The existential quantified variables in $\phi(\bar{y})$ are the only source of compound terms, since guarded formulas contain no function symbols. By applying prenex normal form transformation and then the Skolem rule to $F_{1}$, existential quantified variables in $\phi(\bar{y})$ are skolemised to compound terms containing a common argument list $\bar{x}, \bar{y}$.

We use the notation $\mathrm{GQ}^{-}$to denote the class of $\mathrm{G}^{-}$and query clauses.
Theorem 5.1. The Trans ${ }^{G F}$ process reduces the problem of BCQ answering for GF to that of deciding satisfiability of the $G Q^{-}$clausal class.

Proof. By Lemma 5.1.

### 5.2 Deciding the $\mathbf{G Q}^{-}$clausal class

In this section, we aim to prove that the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure decides satisfiability of the $\mathrm{GQ}^{-}$clausal class. By Theorem 4.5 and the fact that the $\mathrm{G}^{-}$clausal class is a subset of the guarded clausal class, applying the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure to $\mathrm{GQ}^{-}$clauses derives GQ clauses. Hence in this section, we put our focus on proving that the derived GQ clauses are strongly compatible.

Recall that flat compound terms are non-nested compound terms. We first investigate the unification of flat and compatible compound terms.

Lemma 5.2. Let $s, s^{\prime}, t$ and $t^{\prime}$ be flat compound terms. Suppose s and $s^{\prime}$ are compatible, and $t$ and $t^{\prime}$ are compatible. Then, if s and $t$ are unifiable by an mgu $\sigma$, the following conditions are satisfied.

1. $s$ and $t$ are compatible, and $s \sigma$ and $t \sigma$ are compatible.
2. $s \sigma$ and $s^{\prime} \sigma$ are compatible, and $t \sigma$ and $t^{\prime} \sigma$ are compatible.
3. $s^{\prime} \sigma$ and $t^{\prime} \sigma$ are compatible.

Proof. Since $s$ and $t$ are, respectively, compatible with $s^{\prime}$ and $t^{\prime}, s \sigma$ and $t \sigma$ are compatible with $s^{\prime} \sigma$ and $t^{\prime} \sigma$, respectively. By the fact that $s$ and $t$ are unifiable by $\sigma$ and Definition $8, s \sigma$ and $t \sigma$ are compatible. Then $s^{\prime} \sigma$ and $t^{\prime} \sigma$ are compatible.

Now we look at the conclusions that are obtained by applying the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure to $\mathrm{GQ}^{-}$clauses. In particular we focus on the checking the strong compatibility property of the derived clauses.

By Lemma 4.6 and the fact that the $\mathrm{GQ}^{-}$clausal class belong to the guarded clausal class, a priori checking is applied in performing the Fact and P-Res rules to $\mathrm{GQ}^{-}$clauses. We start with checking whether the T-Inf ${ }^{\text {GQ }}$ system decides satisfiability of the aligned guarded clauses.

We start with considering the applications of the Fact rule to $\mathrm{GQ}^{-}$clauses.
Lemma 5.3. Applying the Fact rule (endowed with the $\boldsymbol{T}-\boldsymbol{R e} \boldsymbol{f}^{G Q}$ refinement) to $G Q^{-}$ clauses derives $G Q^{-}$clauses.

Proof. Recall the Fact rule (with an a priori checking for maximality and the T-Ref ${ }^{\text {GQ }}$ refinement).

$$
\text { Fact: } \frac{C \vee A_{1} \vee A_{2}}{\left(C \vee A_{1}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $C \vee A_{1} \vee A_{2}$.
2. $A_{1}$ is $>_{l p o}$-maximal with respect to $C$.
3. $\sigma=\operatorname{mgu}\left(A_{1} \doteq A_{2}\right)$.

Since the Fact rule is not applicable to query clauses, we consider the case when a $\mathrm{G}^{-}$clause is the premise of the Fact rule. By Lemma 4.15, the factors of applying the Fact rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) to $\mathrm{G}^{-}$clauses are guarded clauses. We prove that these factor are strongly compatible. By Algorithm 1, the premise $C \vee A_{1} \vee A_{2}$ is a $\mathrm{G}^{-}$clause. By Algorithm 1, we distinguish two cases of $C \vee A_{1} \vee A_{2}$.

Lines 1-2: The case is trivial when $C \vee A_{1}^{*} \vee A_{2}$ is ground.
Lines 5-6: The premise $C \vee A_{1}^{*} \vee A_{2}$ is non-ground and contains positively occurring compound-term literals, but no negatively occurring compoundterm literals. By Definition 18, all compound terms in $C \vee A_{1} \vee A_{2}$ share a common argument list, therefore all compound terms in $\left(C \vee A_{1} \vee A_{2}\right) \sigma$ are compatible. Hence ( $C \vee A_{1}$ ) $\sigma$ is strongly compatible.

Next we consider the applications the P-Res rule to $\mathrm{GQ}^{-}$clauses. We first check the case when all the premises are $\mathrm{G}^{-}$clauses, and then consider the case when the main premise is a query clause and the side premises are $\mathrm{G}^{-}$clauses.

Lemma 5.4. Applying the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}$-Ref ${ }^{\boldsymbol{G Q}}$ refinement) to $\boldsymbol{G}^{-}$ clauses derives $\mathrm{G}^{-}$clauses.

Proof. By Lemma 4.16, applying the P-Res rule (endowed with the T-Ref ${ }^{\text {GQ }}$ refinement) to $\mathrm{G}^{-}$clauses derives guarded clauses. Now we focus on proving that these derived guarded clauses are strongly compatible.

By Algorithm 1, the binary form of the P-Res rule is used when the premises are $\mathrm{G}^{-}$clauses. Suppose $\mathrm{G}^{-}$clauses $C_{1}=B_{1} \vee D_{1}$ and $C=\neg A_{1} \vee D$ are the positive and the negative premise in the $\mathbf{P}$-Res rule, respectively, deriving the resolvent $C^{\prime}=\left(D_{1} \vee D\right) \sigma$, where $\sigma$ is the mgu of $B_{1}$ and $A_{1}$. By Algorithm 1, $C$ either is ground, or has at least one a negatively occurring non-ground
compound-term literal or is flat (Lines 1-2, or 3-4 or 7-8, respectively) and $C_{1}$ satisfies either Lines 1-2 or 5-6. We distinguish three cases of $C$ :

Lines 1-2: The negative premise $C$ is a ground clause. By Algorithm 1, the positive premise $C_{1}$ is either a ground flat clause or a ground compound-term clause. The case is trivial when $C$ is flat and ground. When $C$ is a ground compound-term and, this case is a special case when $C$ satisfies Lines 3-4, which is proved next.

Lines 3-4: The negative premise $C$ contains at least one negative non-ground compound-term literal. By Algorithm 1, the positive premise $C_{1}$ is either i) a simple ground clause, or ii) contains positive non-ground compoundterms, but no negative non-ground compound-terms. In i) $C_{1}$ is a ground compound-term clause, otherwise $A_{1}$ and $B_{1}$ are not unifiable. The case $C_{1}$ is a ground compound-term clause is a special case of ii). Next we consider ii). By Lemma 4.5, $B_{1}$ is a compound-term literal. By Lemma 4.8, compound terms in $A_{1}$ pair only compound term in $B_{1}$, and vice-versa. W.l.o.g. suppose $s, s^{\prime}, t$ and $t^{\prime}$ are compound terms in $B_{1}, D_{1}, A_{1}$ and $D$, respectively. Further suppose $s$ pairs $t$. By Definition 18, $s$ and $s^{\prime}$ are compatible, and $t$ and $t^{\prime}$ are compatible. By the fact that $s$ pairs $t, s \sigma$ and $t \sigma$ are compatible. By Lemma 5.2, $s^{\prime} \sigma$ and $t^{\prime} \sigma$ are compatible. Hence all compound terms in $\left(D_{1} \vee D_{2}\right) \sigma$ are compatible. By Lemma 4.16, $\left(D_{1} \vee D_{2}\right) \sigma$ is an aligned guarded clause.

Lines 7-8: The negative premise $C$ is a flat guarded clause. Algorithm 1, $C_{1}$ is either i) a simple and ground clause, or ii) contains positive non-ground compound-terms, but no negative non-ground compound-terms. By the fact that $C$ is flat and $C_{1}$ is strongly compatible, the compound terms in the resolvent $C^{\prime}$ are from $C_{1}$, therefore $C^{\prime}$ is strongly compatible. Next suppose $C_{1}$ is an aligned guarded clause containing positive non-ground compound-terms, but no negative non-ground compound-terms. Since $C$ is a flat guarded clause, all compound terms in the resolvent $C^{\prime}$ originate from compound terms in $C_{1}$. Suppose $s$ and $t$ are two arbitrary compound terms in $C_{1}$. By $2 a$. of Definition 18, $s$ and $t$ are compatible. Hence $s \sigma$ and $t \sigma$ are compatible. Then all compound terms in $C^{\prime}$ are compatible. By Lemma 4.16, $C^{\prime}$ is an aligned guarded clause.

We now conclude the result of applying the $\mathbf{T}$ - $\mathrm{Inf}^{\mathrm{GQ}}$ system to $\mathrm{G}^{-}$clauses. This is formally stated as:

Theorem 5.2. The $\boldsymbol{T}-\operatorname{Inf}{ }^{G Q}$ system decides satisfiability of the $\mathcal{G}^{-}$clausal class.

Proof. By Theorem 4.4 and Lemmas 5.3-5.4.
Next we consider the application of the P-Res rule to a query clauses and $\mathrm{G}^{-}$clauses. In the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure, the top-variable resolution rule is performed on an indecomposable CO query clause and guarded clauses, deriving the top-variable resolvent $R$, and then by the T-Trans rule, $R$ is transformed into a set $N$ of guarded clauses (and query clauses). We check that whether the guarded clauses in $N$ are strongly compatible.

Lemma 5.5. Let $R$ be the top-variable resolvent of applying the $\boldsymbol{P}$-Res rule (endowed with the $T-R e f{ }^{G Q}$ refinement) to an indecomposable CO clause and $G^{-}$clauses. Then, by the T-Trans rule $R$ is replaced by $G^{-}$clauses and a query clause.

Proof. By Lemma 4.25 and the fact that the $\mathrm{G}^{-}$clausal class is a strict subset of the guarded clausal class, $R$ is replaced by a set $N$ of guarded clauses and a query clause. Hence we focuses on proving that clauses in $N$ are strongly compatible.

Recall the P-Res rule (with a priori checking for maximality and the T-Ref ${ }^{\text {GQ }}$ refinement).

$$
\frac{B_{1} \vee D_{1}, \ldots, B_{m} \vee D_{m}, \ldots, B_{n} \vee D_{n} \neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D}{\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. No literal is selected in $D_{1}, \ldots, D_{n}$ and $B_{1}, \ldots, B_{n}$ are strictly $>_{l_{p o}}{ }^{-}$ maximal with respect to $D_{1}, \ldots, D_{n}$, respectively.
2a. If $n=1$, i) either $\neg A_{1}$ is selected, or nothing is selected in $\neg A_{1} \vee D$ and $\neg A_{1}$ is $>_{\text {lpo }}$-maximal with respect to $D$, and ii) $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}\right)$ or
2b. if $n>1$ and there exists an mgu $\sigma^{\prime}$ such that $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq\right.$ $\left.B_{1}, \ldots, A_{n} \doteq B_{n}\right)$, then $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$ where $m \leq n$.
2. All premises are variable-disjoint.

Suppose $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$ and $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee$ $\neg A_{n} \vee D$. Recall that in the $\mathbf{Q}-\mathbf{C O}^{\mathbf{G Q}}$ procedure, one first finds connected topvariable subclause $C^{\prime}$ of $C$ and then disjunctively connected the remainders of
side premises, which match literals in $C^{\prime}$, as a guarded clause. W.l.o.g. suppose $\neg A_{1} \vee \neg A_{2}$ is a connected top-variable subclause of $C$, and $x_{1}$ and $x_{2}$ are connected top variables that occurs in $\neg A_{1}$ and $\neg A_{2}$, respectively. Suppose $x_{1}$ and $x_{2}$ pair to $s_{1}$ and $t_{1}$, respectively, and $s_{1}$ and $t_{1}$ occur in $B_{1}$ and $B_{2}$, respectively. Further suppose that $s$ and $t$, respectively, are compound terms that occur in $D_{1}$ and $D_{2}$, and $u$ is a compound term in $D_{1}$ that is distinct from $s$. Using the T-Trans rule and a fresh predicate symbol $P,\left(D_{1} \vee D_{2}\right) \sigma \vee P$ is the obtained guarded clause. Hence our aim is to show all compound terms in $\left(D_{1} \vee D_{2}\right) \sigma$ are compatible (as $P$ is a flat literal), that is, $s, t$ and $u$ are compatible.

By Definition 17 and the fact that $x_{1}$ and $x_{2}$ are connected top variables, there exists a sequence of top variables $x_{1}, \ldots x_{2}$ in $C$ such that each pair of variable in this sequence co-occurs in a literal of $C$. W.l.o.g. suppose $y_{1}$ and $y_{2}$ are two variables in this sequence that occur in a literal $\neg A_{i}$. Hence $\neg A_{1} \vee \neg A_{2} \vee \neg A_{i}$ is a connected top-variable subclause of $C$. By 3. of Lemma 4.13, in $B_{i}, y_{1}$ and $y_{2}$ pair either constants or compound terms. By 5. of Lemma 4.13, if either $y_{1}$ or $y_{2}$ pairs a constant, $\left(D_{1} \vee D_{2}\right) \sigma \vee P$ is a flat and ground clause. In this case, the statement immediately holds. Now assume that $y_{1}$ and $y_{2}$ pair ground compound terms. By the covering property, $C_{i}$ is a ground compound-term clause, which contradicts the fact that $C_{i}$ is an aligned guarded clause. Hence, $y_{1}$ and $y_{2}$ must pair non-ground compound terms. Suppose $y_{1}$ and $y_{2}$ pairs non-ground compound terms $s_{2}$ and $t_{2}$, respectively. By Definition 18, $s_{2}$ and $t_{2}$ are compatible. By 2. of Lemma 5.2, $s_{2} \sigma$ and $t_{2} \sigma$ are compatible, therefore $y_{1} \sigma$ and $y_{2} \sigma$ are compatible. By the fact that $y_{1}$ and $y_{2}$ are connected to $x_{1}$ and $x_{2}, x_{1} \sigma$ and $x_{2} \sigma$ are compatible. By the facts that $x_{1}$ pairs to $s_{1}$ and $x_{2}$ pairs to $t_{1}, s_{1} \sigma$ and $t_{1} \sigma$ are compatible. By the facts that $C_{1}$ and $C_{2}$ are aligned guarded clauses, $s$ is compatible to $s_{1}$ and $t$ is compatible to $t_{1}$. Then by 3. of Lemma 5.2 and the facts that $s_{1} \sigma$ and $t_{1} \sigma$ are compatible, and $s \sigma$ and $t \sigma$ are compatible. By Definition 18, s and $u$ are compatible. By 1. of Lemma 5.2, $s \sigma$ and $u \sigma$ are compatible. Hence, $s \sigma, u \sigma$ and $t \sigma$ are compatible. Then all compound terms in $\left(D_{1} \vee D_{2}\right) \sigma \vee P$ are compatible.

Now we can give the main result of this section.
Theorem 5.3. The $Q^{-A n s}{ }^{G F}$ procedure decides satisfiability of the $G Q^{-}$clausal class.
Proof. By Lemma 5.5, Theorems 4.5 and 5.2 and the fact that the class of aligned guarded clauses is a strict subset of that of guarded clauses.

### 5.3 Back-translating GQ $^{-}$clausal sets

In this section, we aim to back-translate a $\mathrm{GQ}^{-}$clausal set to a first-order formula. We give our variations of the Rename, Abstract and Unsko rules, based on which we provide the formal procedure that transform a GQ $^{-}$clausal set into a unique, normal, globally compatible and globally linear clausal set $N$. In the last step, we back-translate $N$ into a first-order formula.

Since query clauses are free of compound terms, each query clause in $\mathrm{GQ}^{-}$ clausal sets $N$ can be straightforwardly unskolemised into a universally quantified first-order formula, without affecting the $\mathrm{G}^{-}$clauses in $N$. Thus in this section we concentrate on unskolemising clauses, especially compound-term clauses, in the $\mathrm{G}^{-}$clausal class.

## Making a GQ $^{-}$clausal set normal and unique

## Normalising GQ $^{-}$clausal sets

In this section, we give the technique and algorithm that transform $\mathrm{GQ}^{-}$clausal sets to a normal and strongly compatible clausal sets.

Recall the definition of normality from Section 3.3. A GQ- clause is not necessarily normal. For example in the $\mathrm{GQ}^{-}$clause $\neg G(x, a) \vee A(f(x, a), x) \vee$ $B(g(x, a), x)$, constant $a$ occurs in compounds terms $f(x, a)$ and $g(x, a)$.

Constants occurring in compound terms of GQ ${ }^{-}$clauses are abstracted using

## The ConAbs rule

$$
\frac{N \cup\{C(a)\}}{N \cup\{C(y) \vee y \not \approx a\}}
$$

if the following conditions are satisfied.

1. $C(a)$ is a compound-term $\mathrm{GQ}^{-}$clause.
2. $a$ occurs in compound terms of $C(a)$.
3. $y$ does not occur in $C(y)$.
4. $C(y)$ does not contain $a$.

Suppose $C$ is a $\mathrm{GQ}^{-}$clause and $a$ is a constant occurring in compound terms of $C$. By 4. of the ConAbs rule, all occurrences of $a$ are simultaneously abstracted, hence applying the ConAbs rule to a $\mathrm{GQ}^{-}$clause produces a strongly
compatible clause. Consider the previous $\mathrm{GQ}^{-}$clause $C$ as an example, applying the ConAbs rule to $C$ derives the strongly compatible clause

$$
\neg G(x, y) \vee A(f(x, y), x) \vee B(g(x, y), x) \vee y \not \approx a,
$$

rather than $\neg G(x, y) \vee A(f(x, y), x) \vee B(g(x, z), x) \vee y \not \approx a \vee z \not \approx a$.
Algorithm 8 is the procedure that normalises $\mathrm{GQ}^{-}$clausal sets. In Algorithm 8, the AbstractConstant( $C$ ) function takes a GQ $^{-}$clause $C$ as input, and then is applied to $C$ as follows.

- If the ConAbs rule is not applicable to $C$, then $C$ is returned.
- Otherwise the ConAbs rule is recursively applied to $C$, until no constants occur in compound terms of the ConAbs conclusions of $C$, producing a normal clause $C^{\prime}$.


## Algorithm 8: Normalising GQ- clausal sets

Input: $\mathrm{A} \mathrm{GQ}^{-}$clausal set $N$
Output: A normalised $\mathrm{GQ}^{-}$clausal set
$N^{\prime} \leftarrow \emptyset$
foreach clause $C$ in $N$ do
$C \leftarrow$ AbstractConstant $(C)$
$N^{\prime} \leftarrow N^{\prime} \cup C$
return $N^{\prime}$

Applying the ConAbs rule to a $\mathrm{GQ}^{-}$clause ensures to procedure a strongly compatible clause, as the ConAbs rule simultaneously pull out all occurrences of a constant.

Lemma 5.6. Applying Algorithm 8 to a $G Q^{-}$clausal set transforms it to a normal and strongly compatible clausal set $N$.

Proof. By the definition of Algorithm 8 and Definition 18.
We use the notation $\mathrm{GQ}_{\mathrm{n}}^{-}$to denote the clausal sets that are obtained by applying Algorithm 8 to $\mathrm{GQ}^{-}$clausal sets. Note that a $\mathrm{GQ}_{\mathrm{n}}^{-}$clause $C$ may not belong to the GQ- clausal class (and the GQ clausal class thereof), as $C$ may contain equalities.

## Making a $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal set normal and unique

In this section, we handle duplicate variables that occur in compound terms of $\mathrm{GQ}_{\mathrm{n}}^{-}$clauses. By handling these duplicate variables, we transform $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal sets to a normal, uniqueand strongly compatible clausal set.

Recall the definition of uniqueness from Section 3.3.
Definition 11. A compound term $f\left(t_{1}, \ldots, t_{n}\right)$ is unique if each pair of terms in $t_{1}, \ldots, t_{n}$ is a pair of distinct variables. A clause $C$ is unique if every compound term in $C$ is unique. A clausal set $N$ is unique if every compound term in $N$ is unique.

By Definition 11, a unique clause $C$ requires that there are no duplicate variables that occur in compound term of $C$. However, a $\mathrm{GQ}_{\mathrm{n}}^{-}$clause may not be unique. An example is the $\mathrm{GQ}_{\mathrm{n}}^{-}$clause

$$
C=\neg G(x, x) \vee A(f(x, x), x) \vee A(g(x, x), x) .
$$

Duplicate variables in compound terms of $\mathrm{GQ}_{\mathrm{n}}^{-}$clauses are abstracted using

## The VarAbs rule

$$
\frac{N \cup\{C(f(\ldots, x, \ldots, x, \ldots)\}}{N \cup\{C(f(\ldots, x, \ldots, y, \ldots) \vee y \not \approx x\}}
$$

if the following conditions are satisfied.

1. $C(f(\ldots, x, \ldots, x, \ldots))$ is a $\mathrm{GQ}_{\mathrm{n}}^{-}$clause.
2. $y$ does not occur in $C(f(\ldots, x, \ldots, x, \ldots))$.
3. Let the second $x$ in $f(\ldots, x, \ldots, x, \ldots)$ occur at the position $i$. Then, in every $i$ position in compound terms of $C(f(\ldots, x, \ldots, x, \ldots)), x$ is replaced by $y$.

Observe that in a $\mathrm{GQ}_{\mathrm{n}}^{-}$clause $C$, if a compound term in $C$ contains duplicate variables $x$, which occurs in positions $i$ and $j$, then in all compound terms of $C$, $x$ occurs in positions $i$ and $j$. By this observation, applying the VarAbs rule to a $\mathrm{GQ}_{n}^{-}$clause transform it into a unique clause. Consider the previous $\mathrm{GQ}_{n}^{-}$ clause $C$ as an example. Applying the VarAbs rule to $C$ transform it into

$$
\neg G(x, y) \vee A(f(x, y), x) \vee A(g(x, y), x) \vee x \not \approx y
$$

which is a unique, normal and strongly compatible clause. Like the ConAbs rule, the VarAbs rule restricts that one use a common variable to abstract all occurrences of one duplicate variable. For example, applying the VarAbs rule to $C$ cannot derive

$$
\neg G(x, y) \vee A(f(x, y), x) \vee A(g(x, z), x) \vee x \not \approx y \vee x \not \approx z .
$$

Algorithm 9 gives the formal procedure that transforms a $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal set to a unique, normal and strongly compatible clausal set.

## Algorithm 9: Transforming a $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal set to a unique clausal set

Input: $\mathrm{A} \mathrm{GQ}_{\mathrm{n}}^{-}$clausal set $N$
Output: A unique clausal set $N^{\prime}$
$N^{\prime} \leftarrow \emptyset$
foreach clause $C$ in $N$ do
$C \leftarrow$ AbstractVariable $(C)$
$N^{\prime} \leftarrow N^{\prime} \cup C$
return $N^{\prime}$

Algorithm 9 aims to remove duplicate variables that occur in the compound terms of $\mathrm{GQ}_{\mathrm{n}}^{-}$clauses. In Algorithm 9, the AbstractVariable( $C$ ) function takes a $\mathrm{GQ}_{\mathrm{n}}^{-}$clause $C$ as input, and then applied to $C$ as follows.

- If the VarAbs rule is not applicable to $C$, then $C$ is returned.
- Otherwise, the VarAbs rule is recursively applied to $C$, until no duplicate variables occur in compound terms of conclusions of $C$, producing a unique clause $C^{\prime}$, and then $C^{\prime}$ is returned.

Lemma 5.7. Applying Algorithm 9 to a $G Q_{n}^{-}$clausal set transforms it into a normal, unique and strongly compatible clausal set $N$.

Proof. By the definition of Algorithm 9 and Lemma 5.6.
We use the notation $\mathrm{GQ}_{\mathrm{nu}}^{-}$to denote the normal, unique, locally linear and locally compatible clausal sets that are obtained by applying Algorithm 9 to a $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal set. Moreover, given a $\mathrm{GQ}^{-}$clausal set $N$, we use the notation Q-Abs to denote the variable and constant abstraction procedure of applying the ConAbs and the VarAbs rules, given as follows.

1. Apply Algorithm 8 to $N$, transforming it into a normal, locally linear and locally compatible $\mathrm{GQ}_{\mathrm{n}}^{-}$clausal set $N_{1}$.
2. Apply Algorithm 9 to $N_{1}$ to transform it into a normal, unique, locally linear and locally compatible $\mathrm{GQ}_{\text {nu }}^{-}$clausal set $N_{2}$.

## Preparing a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set for unskolemisation

In this section, we aim to transform a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set into a normal, unique, globally compatible and globally linear clausal set, preparing this clausal set for unskolemisation.

By Definitions 8, a globally compatible clausal set $N$ requires that in clauses of $N$, compound terms that are under the same function symbol share the same argument list. Hence we need to find clauses in $N$ that contain the same function symbols. We use the notions connected clausal sets and an inter-connected clausal set to formal define this problem.

Definition 19. Two clauses are connected clausal sets if they contain at least one common function symbol, otherwise they are unconnected. Two clausal sets are connected if they contain at least one common function symbol, otherwise they are unconnected.

A clausal set $N$ is an inter-connected clausal set if for any pair of clauses $C$ and $C^{\prime}$ in $N$, there exists a sequence of clauses $C, \ldots, C^{\prime}$ in $N$ such that each adjacent pair of clauses in $C, \ldots, C^{\prime}$ is connected.

By Definition 19, one can partition a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set $N$ into a clausal set $N^{\prime}$ containing only flat clauses and inter-connected clausal sets $N_{1}, \ldots, N_{n}$ such that each pair of clausal sets in $N_{1}, \ldots, N_{n}$ are unconnected. We say $N^{\prime}, N_{1}, \ldots, N_{n}$ are closed clausal sets (with respect to $N$ ).

The back-translation of a closed $\mathrm{GQ}_{\text {nu }}^{-}$clausal set consisting of flat clauses, into a first-order formula is easy. Hence we put our focus on unskolemising inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal sets. An inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set has the following nice property:

Lemma 5.8. Let $N$ be an inter-connected $G Q_{n u}^{-}$clausal set. Then, all compound terms in $N$ have the same arity.

Proof. By the fact that $\mathrm{GQ}_{\text {nu }}^{-}$clausal sets is strongly compatible (Lemma 5.7) and Definition 19, compound terms in any pair of connected $\mathrm{GQ}_{\text {nu }}^{-}$clauses have the
same arity. Then all compound terms in an inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set have the same arity.

Lemma 5.8 implies that given an inter-connected $\mathrm{GQ}_{\text {nu }}^{-}$clausal set $N$, one can use a sequence of variables to substitute all variable sequences of compound terms in $N$. Next, we devise the following VarRe rule.

In compound terms of inter-connected $\mathrm{GQ}_{n u}^{-}$clausal sets, the variables arguments are renamed using

## The VarRe rule

$$
\frac{N \cup\left\{C\left(f\left(x_{1}, \ldots, x_{n}\right)\right)\right\}}{\left.N \cup\left\{C\left(f\left(y_{1}, \ldots, y_{n}\right)\right)\right)\right\}}
$$

if the following conditions are satisfied.

1. $N \cup\left\{C\left(f\left(x_{1}, \ldots, x_{n}\right)\right)\right\}$ is an inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set.
2. All occurrences of $x_{1}, \ldots, x_{n}$ in $C\left(f\left(x_{1}, \ldots, x_{n}\right)\right)$ are replaced by $y_{1}, \ldots, y_{n}$, respectively.
3. $y_{1}, \ldots, y_{n}$ do not occur in $N \cup\left\{C\left(f\left(x_{1}, \ldots, x_{n}\right)\right)\right\}$.

Let $N$ be an inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set. To transform $N$ to a globally compatible clausal set, the VarRe rule is applied to all clauses in $N$. Suppose $f\left(x_{1}, \ldots, x_{n}\right)$ is a compound term of a clause in $N$. Using a sequence of fresh variables $y_{1}, \ldots, y_{n}$ that does not occur in $N$, the VarRe rule substitutes variables in all clauses of $N$ through $\left\{x_{1} \mapsto y_{1}, \ldots, x_{n} \mapsto y_{n}\right\}$, so that $N$ can be transformed into a globally compatible clausal set.

We use ReInt to denote the procedure of renaming variables of all clauses in inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal sets. By the inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set

$$
N=\left\{\begin{array}{l}
\neg G_{1}\left(x_{1}, x_{2}\right) \vee A_{1}\left(f\left(x_{1}, x_{2}\right), x_{2}\right) \vee x_{1} \not \approx a \\
\neg G_{2}\left(x_{3}, x_{4}\right) \vee A_{2}\left(f\left(x_{3}, x_{4}\right), x_{3}\right) \vee A_{3}\left(g\left(x_{3}, x_{4}\right), x_{3}\right), \\
\neg G_{3}\left(x_{5}, x_{6}\right) \vee A_{4}\left(g\left(x_{5}, x_{6}\right), x_{5}\right) \vee x_{5} \not \approx y
\end{array}\right\}
$$

(where $a$ is a Skolem constant), we show how the ReInt procedure renames variables. The ReInt procedure consists of two steps:

1. Find the arity of any compound term in $N$, which is two. Then introduce a sequence of two fresh variables that do not occur in $N$. We use $y_{1}, y_{2}$ as
this sequence of fresh variables.
2. For each clause $C\left(f\left(x_{1}, \ldots, x_{n}\right)\right)$ in $N$, apply the VarRe rule it, substituting $x_{1}, \ldots, x_{n}$ by $\left\{x_{1} \mapsto y_{1}, \ldots, x_{n} \mapsto y_{n}\right\}$. We obtain the clausal set

$$
N^{\prime}=\left\{\begin{array}{l}
\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(f\left(y_{1}, y_{2}\right), y_{2}\right) \vee y_{1} \not \approx a, \\
\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(f\left(y_{1}, y_{2}\right), y_{1}\right) \vee A_{3}\left(g\left(y_{1}, y_{2}\right), y_{1}\right), \\
\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(g\left(y_{1}, y_{2}\right), y_{1}\right) \vee y_{1} \not \approx y
\end{array}\right\} .
$$

Then a normal, unique, globally compatible and globally linear clausal set $N^{\prime}$ is obtained.

Lemma 5.9. Applying the ReInt procedure to an inter-connected $G Q_{n u}^{-}$clausal set transforms it into a normal, unique, globally compatible and globally linear clausal set.

Proof. By Lemmas 3.2, 5.7, 5.8 and the definition of the ReInt procedure.
The ReInt procedure renames all variables of inter-connected $\mathrm{GQ}_{n u}^{-}$clausal sets. However to rename the whole of a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set $N$, one needs to partition $N$ into closed clausal sets. We use the notation Q-Rena to denote the procedure of partitioning $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal sets to closed clausal sets, and then renames all variables of these closed clausal sets. See Algorithm 10.

```
Algorithm 10: Renaming variables of GQ_nu clausal sets
    Input: A GQ _
    Output: A normal, unique, globally linear and globally
        compatible clausal set N'
    N'}\leftarrow
    while there exists compound-term clause in N do
        Find a compound-term clause C in N
        ClosedSet }\leftarrowF\mathrm{ FindInt(C,N)
        N\leftarrowN\ ClosedSet
        ClosedSet }\leftarrow\mathrm{ Rename(ClosedSet)
        N'}\leftarrow\mp@subsup{N}{}{\prime}\cup\mathrm{ ClosedSet
N'}\leftarrow\mp@subsup{N}{}{\prime}\cup
return N'
```

Algorithm 10 consists of the following functions:

1. The Find $\operatorname{Int}(C, N)$ function takes a $\mathrm{GQ}_{\text {nu }}^{-}$clausal set $N$ and a compoundterm clause $C$ in $N$ as input, outputting the inter-connected $\mathrm{GQ}_{\text {nu }}^{-}$clausal set, in which $C$ occurs.
2. The Rename $(N)$ function applies the ReInt procedure to rename variables of an inter-connected clausal set $N$, and outputs a normal, unique, globally compatible and globally linear clausal set.

In Algorithm 10, the while-loop in Lines 2-7 iteratively find closed clausal sets in a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set $N$, and then removes these closed clausal sets from $N$. Lines 3-4 first find an arbitrary compound-term clause $C$ in $N$, and then uses the FindInt $(C, N)$ function to find the $C$-occurring inter-connected clausal set in $N$. Then Line 6 rename variables in this inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set. Line 7 uses $N^{\prime}$ to store the inter-connected clausal sets in $N$ in which variables are renamed. In the last step, Line 8 adds the remaining clauses in $N$, which are flat clauses, to $N^{\prime}$.

## Algorithm 11: The FindInt function

Input: $\mathrm{A} \mathrm{GQ}_{n u}^{-}$clausal set $N$ and a compound-term clause $C$ in $N$
Output: An inter-connected $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set that $C$ occurs
Function FindInt ( $C, N$ ):
FunSym $\leftarrow$ FindFunSymbol $(C)$
NewClosedSet $\leftarrow$ FindNewClosedSet(FunSym, $N$ )
ExistClau $\leftarrow$ NewClosedSet
NewClau $\leftarrow$ ExistClau \C while NewClau is not empty do

FunSym $\leftarrow$ FindFunSymbol(ExistClau)
NewClosedSet $\leftarrow$ FindNewClosedSet(FunSym, $N$ )
NewClaus $\leftarrow$ NewClosedSet $\backslash$ ExistClau
ExistClau $\leftarrow$ NewClosedSet
return ExistClau

On the next page Algorithm 11 describes the FindInt function, containing the following two functions:

1. The FindFunSymbol( $N$ ) function returns all function symbols in the clausal set $N$.
2. The FindNewClosedSet $(F, N)$ takes a set $F$ of functions symbols and a clausal set $N$ as input, and returns a subset $N^{\prime}$ of $N$ such that each clause in $N^{\prime}$ contains at least one function symbol in F .

Lemma 5.10. Applying the $Q$-Rena procedure to a $G Q_{n u}^{-}$clausal set transforms it into a normal, unique, globally compatible and globally linear clausal set.

Proof. By Lemma 5.9 and the definition of VarRe procedure.
We use the notation $\mathrm{GQ}_{\text {nucl }}^{-}$to denote the clausal class obtained by applying the $\mathbf{Q}$-Rena procedure to the $\mathrm{GQ}_{\text {nu }}^{-}$clausal class.

## Unskolemising a GQ $_{\text {nucl }}^{-}$clausal set

In this section, we introduce the customised unskolemisation rules for $\mathrm{GQ}_{\text {nucl }}^{-}$ clausal sets. By these rules, we give the formal procedure that back-translate a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set into a first-order formula.

By Definition 19, one can partition a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set into a set of closed $\mathrm{GQ}_{\text {nucl }}^{-}$clausal sets, in which are inter-connected $\mathrm{GQ}_{\text {nucl }}^{-}$clausal sets and a $\mathrm{GQ}_{\text {nucl }}^{-}$ clausal set consisting of flat clauses.

If $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set $N$ contains only flat clauses, $N$ is unskolemised using

## The UnskoOne rule

$$
\frac{N \cup\left\{C_{1}(x, a), \ldots, C_{n}(y, b)\right\}}{N \cup\left\{\exists z \forall x y\left(C_{1}(x, z) \wedge \ldots \wedge C_{n}(y, b)\right)\right\}}
$$

if the following conditions are satisfied.

1. $\left\{C_{1}(x, a), \ldots, C_{n}(y, b)\right\}$ is a compound-term-free GQ $_{\text {nucl }}^{-}$clausal set,
2. $a$ and $b$ represent Skolem and non-Skolem constants, respectively.
3. $z$ does not occur in $\left\{C_{1}(x, a), \ldots, C_{n}(y, b)\right\}$.

Consider a compound-term-free $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set

$$
N=\left\{\begin{array}{l}
\neg G_{1}\left(a_{1}, a_{2}\right) \vee \neg A_{1}\left(a_{1}\right), \\
\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(a, y_{1}\right)
\end{array}\right\}
$$

where $a_{1}$ and $a_{2}$ are Skolem constants and $a$ is a non-Skolem constant. The UnskoOne rule unskolemises $N$ using the following steps.

1. For each constant $a_{i}$ in $N$, introduce an existentially quantified variable and an existential quantification for all occurrences of $a_{i}$, obtaining

$$
N_{1}=\exists z_{1} z_{2}\left[\begin{array}{c}
\left(\neg G_{1}\left(z_{1}, z_{2}\right) \vee \neg A_{1}\left(z_{1}\right)\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(a, y_{1}\right)\right)
\end{array}\right]
$$

2. Add universal quantifications for all free variables in $N_{1}$, obtaining a first-order formula

$$
\exists z_{1} z_{2} \forall y_{1} y_{2}\left[\begin{array}{c}
\left(\neg G_{1}\left(z_{1}, z_{2}\right) \vee \neg A_{1}\left(z_{1}\right)\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(a, y_{1}\right)\right)
\end{array}\right]
$$

Next we unskolemise compound-term $\mathrm{GQ}_{\text {nucl }}^{-}$clausal sets. An inter-connected $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set is unskolemised using

## The UnskoTwo rule

Let $N_{1}$ be a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set, $N$ be a closed $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set in $N_{1}$, and $N^{\prime}$ be the set $N_{1} \backslash N$. Suppose $N$ is an inter-connected $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set

$$
\left\{\begin{array}{c}
C_{1}\left(x_{1}, \ldots, x_{n}, f\left(x_{1}, \ldots, x_{n}\right), z_{1}, a\right), \\
\ldots \\
C_{n}\left(x_{1}, \ldots, x_{n}, g\left(x_{1}, \ldots, x_{n}\right), z_{t}, b\right)
\end{array}\right\}
$$

where $a, b, x_{1}, \ldots, x_{n}$ and $z_{1}, \ldots, z_{t}$ represent Skolem constants, nonSkolem constants and variables introduced in the Q-Rena and Q-Abs procedures, respectively. Let $F$ be the first-order formula

$$
\exists y \forall x_{1} \ldots x_{n} \exists y_{1} \ldots y_{m} \forall z_{1}, \ldots, z_{t}\left[\begin{array}{c}
C_{1}\left(x_{1}, \ldots, x_{n}, y_{1}, z_{1}, y\right) \wedge \\
\ldots \\
C_{n}\left(x_{1}, \ldots, x_{n}, y_{m}, z_{t}, b\right)
\end{array}\right]
$$

Then $N$ is unskolemised to a first-order formula using

$$
\frac{N^{\prime} \cup N}{N^{\prime} \cup\{F\}}
$$

if $y_{1}, \ldots, y_{m}$ and $y$ do not occur in $N^{\prime} \cup N$.

Using the inter-connected $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set

$$
N=\left\{\begin{array}{l}
\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(f\left(y_{1}, y_{2}\right), y_{2}\right) \vee y_{1} \not \approx a \\
\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(f\left(y_{1}, y_{2}\right), y_{1}\right) \vee A_{3}\left(g\left(y_{1}, y_{2}\right), y_{1}\right), \\
\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(g\left(y_{1}, y_{2}\right), y_{1}\right) \vee y_{1} \not \approx y
\end{array}\right\}
$$

with $a$ a Skolem constant, the following steps show how the UnskoTwo rule unskolemises inter-connected $\mathrm{GQ}_{\text {nucl }}^{-}$clausal sets.

1. Add existential quantifications and existentially quantified variables to replace Skolem constants in $N$, obtaining

$$
N_{1}=\exists z\left[\begin{array}{l}
\left(\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(f\left(y_{1}, y_{2}\right), y_{2}\right) \vee y_{1} \not \approx z\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(f\left(y_{1}, y_{2}\right), y_{1}\right) \vee A_{3}\left(g\left(y_{1}, y_{2}\right), y_{1}\right)\right) \wedge \\
\left(\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(g\left(y_{1}, y_{2}\right), y_{1}\right) \vee y_{1} \not \approx y\right)
\end{array}\right] .
$$

2. Introduce universal quantifications for variables that occur in the compound terms in $N_{1}$, obtaining

$$
N_{2}=\exists z \forall y_{1} y_{2}\left[\begin{array}{l}
\left(\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(f\left(y_{1}, y_{2}\right), y_{2}\right) \vee y_{1} \not \approx z\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(f\left(y_{1}, y_{2}\right), y_{1}\right) \vee A_{3}\left(g\left(y_{1}, y_{2}\right), y_{1}\right)\right) \wedge \\
\left(\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(g\left(y_{1}, y_{2}\right), y_{1}\right) \vee y_{1} \not \approx y\right)
\end{array}\right] .
$$

3. For each function symbol $f_{i}$ in $N_{2}$, introduce a new existentially quantified variable and a new existential quantification, to replace all occurrences of Skolem compound terms that are under $f_{i}$, obtaining

$$
N_{3}=\exists z \forall y_{1} y_{2} \exists z_{1} z_{2}\left[\begin{array}{l}
\left(\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(z_{1}, y_{2}\right) \vee y_{1} \not \approx z\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(z_{1}, y_{1}\right) \vee A_{3}\left(z_{2}, y_{1}\right)\right) \wedge \\
\left(\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(z_{2}, y_{1}\right) \vee y_{1} \not \approx y\right)
\end{array}\right] .
$$

4. Finally, add universal quantifications for free variables in $N_{3}$, obtaining

$$
F=\exists z \forall y_{1} y_{2} \exists z_{1} z_{2} \forall y\left[\begin{array}{l}
\left(\neg G_{1}\left(y_{1}, y_{2}\right) \vee A_{1}\left(z_{1}, y_{2}\right) \vee y_{1} \not \approx a\right) \wedge \\
\left(\neg G_{2}\left(y_{1}, y_{2}\right) \vee A_{2}\left(z_{1}, y_{1}\right) \vee A_{3}\left(z_{2}, y_{1}\right)\right) \wedge \\
\left(\neg G_{3}\left(y_{1}, y_{2}\right) \vee A_{4}\left(z_{2}, x_{1}\right) \vee y_{1} \not \approx y\right)
\end{array}\right] .
$$

Lemma 5.11. Given an inter-connected $G Q_{\text {nucl }}^{-}$clausal set $N$, the UnskoTwo rule transforms it into a first-order formula without Skolem symbols.

Proof. By Lemma 5.10 and Theorem 3.1.
We use the notation Q-Unsko to denote the procedure of unskolemising a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set into a first-order formula. See Algorithm 12.

In Algorithm 12, the $\operatorname{Unsko}(N)$ function takes a closed clausal set $N$ as input. Otherwise the UnskoTwo rule is applied to $N$, outputting a first-order formula. If $N$ is a compound-term-free $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set, then the UnskoOne rule is applied to $N$, outputting a first-order formula.

## Algorithm 12: Unskolemising a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set to a formula

Input: $\mathrm{A} \mathrm{GQ}_{\text {nucl }}^{-}$clausal set $N$
Output: A first-order formula $F$
$F \leftarrow \emptyset$
foreach closed clausal set $N^{\prime}$ in $N$ do
$F_{1} \leftarrow \operatorname{Unsko}(N)$
$F \leftarrow F_{1} \cup F$
return $F$

Lemma 5.12. Applying the $Q$-Unsko procedure to a $G Q_{\text {nucl }}^{-}$clausal set transforms it to a first-order formula without Skolem symbols, but with equality.

Proof. By Lemmas 5.10-5.11, Theorem 3.1 and the definition of the Q-Unsko procedure.

### 5.4 A decision procedure for rewriting BCQs for GF

By combining all results from the previous sections, we give a decision procedure for saturation-based BCQ rewriting for GF.

We use $\mathbf{Q}-\mathbf{R e w}^{\mathbf{G F}}$ to denote the procedure of rewriting BCQ for GF. See Algorithm 13 on the next page.

Algorithm 13 contains the following functions.

- The Q-AnsGF $(\Sigma, q)$ function takes a set $\Sigma$ of guarded formulas and a union $q$ of BCQs as input, and then applies the $\mathbf{Q}-\mathbf{A n s}{ }^{\text {GF }}$ procedure to compute the saturation of $\Sigma \cup\{\neg q\}$.
- The $\mathrm{Q}-\operatorname{Abs}(N)$ function takes a $\mathrm{GQ}^{-}$clausal set $N$ as input, and applies the Q-Abs procedure to $N$, outputting a unique, normal and strongly compatible clausal set.
- The $\mathrm{Q}-\operatorname{Rena}(N)$ function takes a $\mathrm{GQ}_{\mathrm{nu}}^{-}$clausal set $N$ as input, and then applies the Q-Rena procedure to it, returning a normal, unique, globally compatible and globally linear clausal set $\mathrm{GQ}_{\text {nucl }}^{-}$.
- The $\mathrm{Q}-\operatorname{Unsko}(N)$ function takes a $\mathrm{GQ}_{\text {nucl }}^{-}$clausal set $N$ as input, and then applies the Q-Unsko procedure to it, returning a first-order formula without Skolem symbols.


## Algorithm 13: The saturation-based BCQ rewriting procedure for GF

Input: A union $q$ of BCQs and a set $\Sigma$ of guarded formulas
Output: A first-order formula without Skolem symbols
$N \leftarrow \operatorname{Q}-\operatorname{AnsGF}(\Sigma, q)$
$N_{1} \leftarrow$ Q-Abs $(N)$
$N_{2} \leftarrow \mathrm{Q}-\operatorname{Rena}\left(N_{1}\right)$
$F \leftarrow$ Q-Unsko $\left(N_{2}\right)$
5 return Negated $F$

Lemma 5.13. The $Q$-Rew ${ }^{\mathbf{G F}}$ procedure preserves logical equivalence.
Proof. The $\mathbf{Q}-\mathbf{R e w}^{\mathbf{G F}}$ procedure uses variations of the Rename rule, the Abstract rule and the $\mathbf{Q}$-Unsko rule from Section 3.3. By Lemma 3.3, any variation of these rules are sound and preserve logical equivalence. Hence, the Q-Rew ${ }^{\text {GF }}$ procedure preserves logical equivalence.

Finally, we give a positive answer to Problem 5.
Theorem 5.4. Suppose $\Sigma$ is a set of formulas in GF, D is a set of ground atoms and $q$ is a union of BCQs. The $\mathbf{Q - R e w}{ }^{\mathbf{G F}}$ procedure is a decision procedure that negates, and then back-translates the saturated clausal set of $\Sigma \cup\{\neg q\}$ to a (function-free) first-order formula with equality $\Sigma_{q}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$.

Proof. By Theorem 5.1, the problem of answering BCQs for GF is reduce to that of deciding satisfiability of the GQ- clausal class. By Theorem 5.3 and the fact that the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure is a part of the $\mathbf{Q}-\mathbf{R e w}^{\mathbf{G F}}$ procedure, the

Q-Rew ${ }^{\text {GF }}$ procedure decides satisfiability of the GQ $^{-}$clausal class. By Lemmas 5.6, 5.7 and 5.10, the $\mathbf{Q}-\operatorname{Rew}^{\text {GF }}$ procedure ensures to back-translate $\mathrm{GQ}^{-}$clausal sets to a unique, normal, locally linear and locally compatible clausal set $N$. By Lemma 5.12, the $\mathbf{Q}-\mathbf{R e w}^{\mathbf{G F}}$ procedure ensures to back-translate $N$ to a first-order formula without Skolem symbols. By Lemma 5.13, the Q-Rew ${ }^{\text {GF }}$ procedure preserves logical equivalence.

## Chapter 6

## Querying for LGF and CGF

In this chapter, we investigate the problems of answering and rewriting BCQs for more expressive guarded fragments, namely the loosely guarded fragment (LGF) and the clique guarded fragment (CGF). We start with investigating the BCQs answering problem for LGF and/or CGF, formally stated as:

Problem 6. Given a set $\Sigma$ of formulas in LGF and/or CGF and a union $q$ of BCQs, can a saturation-based procedure decide whether $\Sigma \mid=q$ ?

The next problem is the saturation-based BCQ rewriting problem for LGF and/or CGF, formally stated as:

Problem 7. Given a set $\Sigma$ of formulas in LGF and/or CGF, a set D of ground atoms and a union $q$ of $B C Q s$, does there exist a (function-free) first-order formula (with equality) $\Sigma_{q}$ that is the negated back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$ ?

This chapter is organised as follows. We first introduce the clausifications that transform LGF and CGF to the so-called loosely guarded clauses. Section 6.2 gives a new top-variable inference system T-Inf ${ }^{\text {LGQ }}$, particularly devised for deciding satisfiability of the loosely guarded clausal class, and Section 6.3 then formally proves the decidability claim. The last section formalises the saturationbased decision procedures for answering and rewriting BCQs for LGF and/or CGF.

### 6.1 Clausal normal forms of LGF and CGF

In this section, we give our structural transformations that process formulas in LGF and CGF into a proper normal clausal form.

## Transforming LGF to the LG clausal class

Recall the definition of LGF from Section 2.1.
Definition 2. The loosely guarded fragment (LGF) is a fragment of FOL without function symbols, inductively defined as follows:

1. $T$ and $\perp$ belong to $L G F$.
2. If $A$ is an atom, then $A$ belongs to $L G F$.
3. LGF is closed under Boolean connectives.
4. Let $F$ be a loosely guarded formula and $\mathbb{G}$ a conjunction of atoms. Then $\forall \bar{x}(\mathbb{G} \rightarrow$ $F)$ and $\exists \bar{x}(\mathbb{G} \wedge F)$ belong to LGF if
(a) all free variables of $F$ occur in $\mathbb{G}$, and
(b) for each variable $x$ in $\bar{x}$ and each variable $y$ occurring in $\mathbb{G}$ that is distinct from $x, x$ and $y$ co-occur in an atom of $\mathbb{G}$.

The Trans ${ }^{\text {GF }}$ process (from Section 4.1) was originally devised for transforming guarded formulas, however this process also is sufficient to transform a loosely guarded formula to a set of loosely guarded clauses. We use the loosely guarded formula

$$
F=\exists x_{2}\left(A_{1}\left(x_{1}, x_{2}\right) \wedge B\left(x_{2}\right) \wedge \forall x_{3}\left(\left(A_{1}\left(x_{1}, x_{3}\right) \wedge A_{1}\left(x_{3}, x_{2}\right)\right) \rightarrow \exists x_{4} A_{2}\left(x_{4}, x_{2}\right)\right)\right)
$$

as a sample to show how the Trans ${ }^{\mathbf{G F}}$ process is applied, given as follows.

1. Add existential quantifiers to all free variables of $F$, and by the NNF rules, transforming $F$ to negation normal form, obtaining

$$
F_{1}=\left[\begin{array}{ll}
\exists x_{1} x_{2}( & A_{1}\left(x_{1}, x_{2}\right) \wedge B\left(x_{2}\right) \wedge \forall x_{3}( \\
& \left.\left.\neg A_{1}\left(x_{1}, x_{3}\right) \vee \neg A_{1}\left(x_{3}, x_{2}\right) \vee \exists x_{4} A_{2}\left(x_{4}, x_{2}\right)\right) \quad\right)
\end{array}\right] .
$$

2. By introducing predicate symbols $P_{i}$ (and respective literals $P_{i}(\cdots)$ ), applying the Trans rules for each universally quantified subformula of $F_{1}$.

Then we obtain

$$
F_{2}=\left[\begin{array}{l}
\exists x_{1} x_{2}\left(A_{1}\left(x_{1}, x_{2}\right) \wedge B\left(x_{2}\right) \wedge P\left(x_{1}, x_{2}\right)\right) \wedge \\
\left.\forall x_{1} x_{2} x_{3}\left(\neg P\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{3}\right) \vee \neg A_{1}\left(x_{3}, x_{2}\right) \vee \exists x_{4} A_{2}\left(x_{4}, x_{2}\right)\right)\right)
\end{array}\right] .
$$

We say that

- $\exists x_{1} x_{2}\left(A_{1}\left(x_{1}, x_{2}\right) \wedge B\left(x_{2}\right) \wedge P\left(x_{1}, x_{2}\right)\right)$ is the replacing formula of $F_{1}$, and
- $\left.\forall x_{1} x_{2} x_{3}\left(\neg P\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{3}\right) \vee \neg A_{1}\left(x_{3}, x_{2}\right) \vee \exists x_{4} A_{2}\left(x_{4}, x_{2}\right)\right)\right)$ is the definition formula of $P$.

3. Transform each immediate subformula of $F_{2}$ to prenex normal form, and then applying the Skolem rule to the resulting formula. By introducing Skolem constants $a, b$ and a Skolem function $f\left(x_{1}, x_{2}, x_{3}\right)$, we obtain

$$
F_{3}=\left[\begin{array}{l}
A_{1}(a, b) \wedge B(b) \wedge P_{1}(a, b) \wedge \\
\left.\neg P\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{3}\right) \vee \neg A_{1}\left(x_{3}, x_{2}\right) \vee A_{2}\left(f\left(x_{1}, x_{2}, x_{3}\right), x_{2}\right)\right)
\end{array}\right]
$$

4. Drop universal quantifiers, and then transform $F_{3}$ to conjunctive normal form, obtaining a set of loosely guarded clauses

$$
\left\{\begin{array}{l}
A_{1}(a, b), B(b), P_{1}(a, b), \\
\left.\neg P\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{3}\right) \vee \neg A_{1}\left(x_{3}, x_{2}\right) \vee A_{2}\left(f\left(x_{1}, x_{2}, x_{3}\right), x_{2}\right)\right)
\end{array}\right\}
$$

The formal definition of the loosely guarded clauses is given as follows.
Definition 20. A loosely guarded clause (LG clause) $C$ is a simple and covering clause, satisfying the following conditions:

1. $C$ is either ground, or
2. $C$ contains a negative flat subclause $\neg G_{1} \vee \ldots \vee \neg G_{n}$ such that each variable pair in $C$ co-occurs in a literal of $\neg G_{1} \vee \ldots \vee \neg G_{n}$.

In 2. of Definition 20, the negative flat subclause $\neg G_{1} \vee \ldots \vee \neg G_{n}$ is called the loose guard of the LG clause C. The class of LG clauses strictly extends that of guarded clauses, since given an LG clause $C$, one can restrict the loose guard in $C$ to be single literal to obtain a guarded clause, but not vice-versa.

Consider the clauses

$$
\begin{aligned}
& C_{1}=\neg A_{1}(x, y) \vee \neg A_{2}(y, z) \vee \neg A_{3}(z, x), \\
& C_{2}=\neg B_{1}(x, y, a) \vee \neg B_{2}(y, z, b) \vee \neg B_{3}(z, x, w) .
\end{aligned}
$$

The clause $C_{1}$ is an LG clause (and a query clause), but $C_{2}$ is not, as $w$ and $y$ do not co-occur in any negative flat literal, which does not satisfy 2 . of Definition 20.

Lemma 6.1. Applying the Trans ${ }^{\boldsymbol{G F}}$ process to a loosely guarded formula transforms it into a set of LG clauses.

Proof. We prove that the Trans ${ }^{\text {GF }}$ process transforms a loosely guarded formula to a set of LG clauses. Suppose $F$ is a loosely guarded formula. In the Trans ${ }^{\text {GF }}$ process, 1.-2. use new predicate symbols (and literals) to rename universally quantified formulas in $F$. W.l.o.g., suppose $P$ is the newly introduced predicate symbol, $F_{1}$ is the definition formula of $P$, and $F^{\prime}$ is the replacing formula of $F$. Now we show that 3.-4. transform $F_{1}$ and $F^{\prime}$ into $L G$ clauses. $F^{\prime}$ is an existentially quantified sentence, hence, skolemising $F^{\prime}$ transforms it into (a set of) flat ground clauses (if conjunctions occur in $F^{\prime}$ ), which are LG clauses. $F_{1}$ can be represented as

$$
\forall \bar{x}(P(\bar{x}) \rightarrow \forall \bar{y}(\mathbb{G}(\bar{x}, \bar{y}) \rightarrow \phi(\bar{y})))
$$

where i) $\mathbb{G}(\bar{x}, \bar{y})$ is in the form of $G_{1} \wedge \ldots \wedge G_{n}$ where each variable in $\bar{y}$ and each variable in $\bar{x} \cup \bar{y}$ co-occur in an atom of $G_{1} \wedge \ldots \wedge G_{n}$ (by $4 b$. of Definition 2), ii) $\phi(\bar{y})$ consists of atoms and existentially quantified formulas that are connected by Boolean connectives. By 4 . of the Trans ${ }^{\mathbf{G F}}$ process, $F_{1}$ is simplified as

$$
F_{1}^{\prime}=\forall \overline{x y}\left(\neg P(\bar{x}) \vee \neg G_{1}(\ldots) \vee \ldots \vee \neg G_{n}(\ldots) \vee \phi(\bar{y})\right) .
$$

Suppose $C$ is the clause obtained from $F_{1}^{\prime}$.1) $\neg P \vee \neg G_{1} \vee \ldots \vee \neg G_{n}$ is a loose guard of $C$, since each pair of distinct variables in $\bar{x} \cup \bar{y}$ co-occurs in a literal of $\neg P \vee \neg G_{1} \vee \ldots \vee \neg G_{n}$. 2) for any existential quantified variable $z$ in $\phi(\bar{y}), z$ is Skolemised into a compound term that contains $\overline{x y}$. This ensures that any compound term in $C$ shares the same variable set as $C$. 3) Since $F_{1}^{\prime}$ is contains no function symbol, $C$ contains non-nested compound terms. By 1)-3), $C$ is simple, covering and contains a loose guard. Hence, it is an LG clause.

Recall the fact that Trans ${ }^{\text {GF }}$ process transforms a union of BCQs to a set of query clauses (from Section 4.1). We use the notation LGQ to denote the class of LG clauses and query clauses.

Theorem 6.1. The Trans ${ }^{G F}$ process reduces the problem of BCQ answering for LGF to that of deciding satisfiability of the LGQ clausal class.

Proof. By Theorem 4.1 and Lemma 6.1.

## Transforming CGF to the LG clausal class

In this section, we give a customised novel clausification process that transforms clique guarded formulas to an LG clausal set.

Recall the definition of CGF from Section 2.1.
Definition 3. The clique guarded fragment (CGF) is a fragment of FOL without function symbols, inductively defined as follows:

1. T and $\perp$ belong to $C G F$.
2. If $A$ is an atom, then $A$ belongs to CGF.
3. CGF is closed under Boolean connectives.
4. Let $F$ be a clique guarded formula and $\mathbb{G}(\bar{x}, \bar{y})$ a conjunction of atoms. Then $\forall \bar{z}(\exists \bar{x} G(\bar{x}, \bar{y}) \rightarrow F)$ and $\exists \bar{z}(\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y}) \wedge F)$ belong to CGF, if
(a) all free variables of $F$ occur in $\bar{y}$, and
(b) each variable in $\bar{x}$ occurs in only one atom of $\mathbb{G}(\bar{x}, \bar{y})$, and
(c) for each variable $z$ in $\bar{z}$ and each variable $y$ occurring in $\mathbb{G}(\bar{x}, \bar{y})$ that is distinct from $z, z$ and $y$ co-occur in an atom of $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$.

Unlike the notion of the loose guard $\mathbb{G}$ in 4 . of Definition 2, the clique guard $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$ contains existential quantifications with existentially quantified variables $\bar{x}$. Because of the occurrence of these arbitrary existential quantifications, the clausal normal form of clique guarded formulas cannot be easily defined. For example, consider the clique guard formula
$F^{\prime}=\forall x_{1} x_{2} x_{3}\left(\exists x_{4} x_{5}\left(A_{1}\left(x_{1}, x_{3}, x_{4}\right) \wedge A_{2}\left(x_{2}, x_{3}, x_{5}\right) \wedge A_{3}\left(x_{1}, x_{2}\right)\right) \rightarrow \exists x_{6} B\left(x_{1}, x_{6}\right)\right)$.
Using a Skolem function symbol $f$, clausifying $F^{\prime}$ (for example, by the Trans ${ }^{\text {GF }}$ process) transforms it into

$$
C^{\prime}=\neg A_{1}\left(x_{1}, x_{3}, x_{4}\right) \vee \neg A_{2}\left(x_{2}, x_{3}, x_{5}\right) \vee \neg A_{3}\left(x_{1}, x_{2}\right) \vee B\left(x_{1}, f\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)\right),
$$

which is neither an LG clause nor a guarded clause. Observe that although $C^{\prime}$ has the covering property, variables in it do not have the variable co-occurrence property. Nonetheless in $C^{\prime}, x_{1}, x_{2}$ and $x_{3}$ have this variable co-occurrence property. Based on this observation, we realise that one can use the Miniscoping and the Trans rules to handle the existential quantifications in $F^{\prime}$. For example, by the Miniscoping rules, $F^{\prime}$ is transformed into
$F_{1}^{\prime}=\forall x_{1} x_{2} x_{3}\left(\exists x_{4} A_{1}\left(x_{1}, x_{3}, x_{4}\right) \wedge \exists x_{5} A_{2}\left(x_{2}, x_{3}, x_{5}\right) \wedge A_{3}\left(x_{1}, x_{2}\right) \rightarrow \exists x_{6} B\left(x_{1}, x_{6}\right)\right)$,
and then by the Trans rules, one can abstract existential quantified formulas in the clique guard of $F_{1}^{\prime}$. Using new predicate symbols $P_{1}^{\prime}$ and $P_{2}^{\prime}$ for $\exists x_{4} A_{1}\left(x_{1}, x_{3}, x_{4}\right)$ and $\exists x_{5} A_{2}\left(x_{2}, x_{3}, x_{5}\right)$, respectively, $F_{1}^{\prime}$ is transformed into

$$
F_{2}^{\prime}=\left[\begin{array}{ll}
\forall x_{1} x_{2} x_{3}\left(P_{1}^{\prime}\left(x_{1}, x_{3}\right) \wedge P_{2}^{\prime}\left(x_{2}, x_{3}\right) \wedge A_{3}\left(x_{1}, x_{2}\right) \rightarrow \exists x_{6} B\left(x_{1}, x_{6}\right)\right) & \wedge \\
\forall x_{1} x_{3}\left(\exists x_{4} A_{1}\left(x_{1}, x_{3}, x_{4}\right) \rightarrow P_{1}^{\prime}\left(x_{1}, x_{3}\right)\right) & \wedge \\
\forall x_{2} x_{3}\left(\exists x_{5} A_{2}\left(x_{2}, x_{3}, x_{5}\right) \rightarrow P_{2}^{\prime}\left(x_{2}, x_{3}\right)\right) &
\end{array}\right] .
$$

Finally by the Skolem rules (using a new Skolem function symbol $g$ ) and then the CNF rules, $F_{2}^{\prime}$ is transformed into a set of loosely guarded clauses:

$$
\begin{aligned}
& \neg P_{1}^{\prime}\left(x_{1}, x_{3}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A_{3}\left(x_{1}, x_{2}\right) \vee B\left(x_{1}, g\left(x_{1}, x_{2}, x_{3}\right)\right), \\
& \neg A_{1}\left(x_{1}, x_{3}, x_{4}\right) \vee \neg P_{1}^{\prime}\left(x_{1}, x_{3}\right), \\
& \neg A_{2}\left(x_{2}, x_{3}, x_{5}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) .
\end{aligned}
$$

We use the notation Trans ${ }^{\text {CGF }}$ to denote the structural transformation for clique guarded formulas and a union of BCQs. Like the Trans ${ }^{\text {GF }}$ process, the Trans ${ }^{\text {CGF }}$ process first negate a union of BCQs to obtains a set of query clauses. The next step of the Trans ${ }^{\text {CGF }}$ process is computing clausal normal forms of clique guarded formulas. We use the clique guarded formula

$$
F=\left[\begin{array}{rl}
\forall x_{1} x_{2}( & G\left(x_{1}, x_{2}\right) \rightarrow \forall x_{3}( \\
& \exists x_{4} x_{5}\left(A\left(x_{1}, x_{3}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{5}\right)\right) \rightarrow \\
& \left.\exists x_{6} D\left(x_{1}, x_{6}\right)\right)
\end{array}\right]
$$

to elucidate the application of the Trans ${ }^{\text {CGF }}$ process to clique guarded formulas, given as follows.

1. Add existential quantification for free variables in $F$, and then apply the Miniscoping rules to clique guards in $F$, obtaining

$$
F_{1}=\left[\begin{array}{ll}
\forall x_{1} x_{2}( & G\left(x_{1}, x_{2}\right) \rightarrow \forall x_{3}( \\
& \exists x_{4} A\left(x_{1}, x_{3}, x_{4}\right) \wedge \exists x_{5} B\left(x_{2}, x_{3}, x_{5}\right) \rightarrow \\
& \left.\exists x_{6} D\left(x_{1}, x_{6}\right)\right)
\end{array}\right] .
$$

2. By the NNF rules, transform $F_{1}$ to negation normal, obtaining

$$
F_{2}=\left[\begin{array}{ll}
\forall x_{1} x_{2}( & \neg G\left(x_{1}, x_{2}\right) \vee \forall x_{3}( \\
& \forall x_{4} \neg A\left(x_{1}, x_{3}, x_{4}\right) \vee \forall x_{5} \neg B\left(x_{2}, x_{3}, x_{5}\right) \vee \\
& \left.\exists x_{6} D\left(x_{1}, x_{6}\right)\right)
\end{array}\right] .
$$

3. Then the Trans rules are used as follows. i) For each universally quantified atomic formula that occurs in the clique guard of $F_{2}^{\prime}$, we introduce a fresh predicate symbol $P_{i}$ (and respective literals $\neg P_{i}(\cdots)$ ), and ii) for the rest of universally quantified formulas of $F_{2}^{\prime}$, we introduce fresh predicate symbols $P_{j}$ (and respective literals $P_{j}(\cdots)$ ). Then from $F_{2}$, we obtain $F_{3}$, representing as

$$
\left[\begin{array}{l}
p \\
\left(\neg p \vee \forall x_{1} x_{2}\left(\neg G\left(x_{1}, x_{2}\right) \vee P_{1}\left(x_{1}, x_{2}\right)\right)\right) \wedge \\
\forall x_{1} x_{3}\left(P_{2}\left(x_{1}, x_{3}\right) \vee \forall x_{4} \neg A\left(x_{1}, x_{3}, x_{4}\right)\right) \wedge \\
\forall x_{2} x_{3}\left(P_{3}\left(x_{2}, x_{3}\right) \vee \forall x_{5} \neg B\left(x_{2}, x_{3}, x_{5}\right)\right) \wedge \\
\forall x_{1} x_{2}\left(\neg P_{1}\left(x_{1}, x_{2}\right) \vee \forall x_{3}\left(\neg P_{2}\left(x_{1}, x_{3}\right) \vee \neg P_{3}\left(x_{2}, x_{3}\right) \vee \exists x_{6} D\left(x_{1}, x_{6}\right)\right)\right)
\end{array}\right] .
$$

In $F_{3}$, we say that

$$
\begin{aligned}
& \neg p \vee \forall x_{1} x_{2}\left(\neg G\left(x_{1}, x_{2}\right) \vee P_{1}\left(x_{1}, x_{2}\right)\right), \\
& \forall x_{1} x_{2}\left(\neg P_{1}\left(x_{1}, x_{2}\right) \vee \forall x_{3}\left(\neg P_{2}\left(x_{1}, x_{3}\right) \vee \neg P_{3}\left(x_{2}, x_{3}\right) \vee \exists x_{6} D\left(x_{1}, x_{6}\right)\right)\right), \\
& \forall x_{1} x_{3}\left(P_{2}\left(x_{1}, x_{3}\right) \vee \forall x_{4} \neg A\left(x_{1}, x_{3}, x_{4}\right)\right), \\
& \forall x_{2} x_{3}\left(P_{3}\left(x_{2}, x_{3}\right) \vee \forall x_{5} \neg B\left(x_{2}, x_{3}, x_{5}\right)\right),
\end{aligned}
$$

are the definition formulas of $p, P_{1}, P_{2}$ and $P_{3}$, respectively, and $p$ is the replacing formula of $F_{2}$.
4. Transform each immediate subformula of $F_{3}$ (connecting by conjunctions) to prenex normal form, and then apply Skolem rule. Using a Skolem
function symbol $f, F_{3}$ is transformed into $F_{4}$, presenting as

$$
\left[\begin{array}{l}
p \\
\left(\neg p \vee \forall x_{1} x_{2}\left(\neg G\left(x_{1}, x_{2}\right) \vee P_{1}\left(x_{1}, x_{2}\right)\right)\right) \wedge \\
\forall x_{1} x_{3} x_{4}\left(P_{2}\left(x_{1}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}, x_{4}\right)\right) \wedge \\
\forall x_{2} x_{3} x_{5}\left(P_{3}\left(x_{2}, x_{3}\right) \vee \neg B\left(x_{2}, x_{3}, x_{5}\right)\right) \wedge \\
\forall x_{1} x_{2} x_{3}\left(\neg P_{1}\left(x_{1}, x_{2}\right) \vee \neg P_{2}\left(x_{1}, x_{3}\right) \vee \neg P_{3}\left(x_{2}, x_{3}\right) \vee D\left(x_{1}, f\left(x_{1}, x_{2}, x_{3}\right)\right)\right)
\end{array}\right] .
$$

5. Drop universal quantifiers of $F_{4}$, and then by the CNF rules, $F_{4}$ is transformed to a set of $L G$ clauses

$$
\left\{\begin{array}{lr}
p, & \neg p \vee \neg G\left(x_{1}, x_{2}\right) \vee P_{1}\left(x_{1}, x_{2}\right), \\
P_{2}\left(x_{1}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}, x_{4}\right), & P_{3}\left(x_{2}, x_{3}\right) \vee \neg B\left(x_{2}, x_{3}, x_{5}\right), \\
\neg P_{1}\left(x_{1}, x_{2}\right) \vee \neg P_{2}\left(x_{1}, x_{3}\right) \vee \neg P_{3}\left(x_{2}, x_{3}\right) \vee D\left(x_{1}, f\left(x_{1}, x_{2}, x_{3}\right)\right)
\end{array}\right\} .
$$

Lemma 6.2. The Trans ${ }^{\text {CGF }}$ process reduces the problem of deciding satisfiability of clique guarded formulas to that of deciding satisfiability of the LG clausal class.

Proof. We show that the Trans ${ }^{\text {CGF }}$ process transforms a clique guarded formula to a set of LG clauses. Suppose $F$ is a clique guarded formula. In 1.-3. of the Trans ${ }^{\text {CGF }}$ process, universal quantified subformula in $F$ are abstracted. W.l.o.g. we use a new predicate symbol $P_{1}$ (and respective literal $\neg P_{1}(\cdots)$ ) to abstract universally quantified formulas that occur in the clique guard of $F$, and we use $P_{2}$ (and respective literal $P_{2}(\cdots)$ ) to abstract the rest of universally quantified formulas in $F$. Suppose $F_{1}$ and $F_{2}$ are the definition formulas of $P_{1}$ and $P_{2}$, respectively, and $F^{\prime}$ is the replacing formula of $F$. Now we show that by 4. -5 . of the Trans ${ }^{\text {CGF }}$ process, $F_{1}, F_{2}$ and $F^{\prime}$ are transformed to a set of LG clauses. Suppose $\forall \bar{y} \neg L(\bar{x}, \bar{y})$ is an atomic formula in a clique guard. Then $F_{1}$ can be represented in the form of $\forall \bar{x}\left(P_{1}(\bar{x}) \vee \forall \bar{y} \neg L(\bar{x}, \bar{y})\right)$. 4.-5. of the Trans ${ }^{\text {CGF }}$ process transforms $F_{1}$ to $P_{1}(\bar{x}) \vee \neg L(\bar{x}, \bar{y})$, which immediately is an LG clause. $F_{2}$ can be presented as

$$
\forall \overline{x y}\left(\neg P_{2}(\bar{x}) \vee \neg G_{1}(\ldots) \vee \ldots \vee \neg G_{n}(\ldots) \vee \phi(\bar{y})\right),
$$

where i) $\phi(\bar{y})$ is a formula of atoms and existentially quantified formulas that are connected by Boolean connectives, and ii) each pair of distinct variables in $\bar{x} \cup \bar{y}$ co-occurs in a literal of $\neg P_{2}(\bar{x}) \vee \neg G_{1}(\ldots) \vee \ldots \vee \neg G_{n}(\ldots)$. Note that $\phi(\bar{y})$ contains no universal quantifications. By Lemma 6.1, 4.-5. transform


Figure 6.1: The hypergraphs associated with $C^{\prime \prime}$
$F_{2}$ to a set of LG clauses. Because $F^{\prime}$ is an existentially quantified sentence without function symbols, skolemising $F^{\prime}$ transform it into (a set of) flat ground clauses (if conjunctions occur in $F^{\prime}$ ), which are LG clauses.

To handle existential quantifications in the clique guards, one can also use the Sep rule. Recall the clique guarded formula
$F^{\prime}=\forall x_{1} x_{2} x_{3}\left(\exists x_{4} x_{5}\left(A_{1}\left(x_{1}, x_{3}, x_{4}\right) \wedge A_{2}\left(x_{2}, x_{3}, x_{5}\right) \wedge A_{3}\left(x_{1}, x_{2}\right)\right) \rightarrow \exists x_{6} B\left(x_{1}, x_{6}\right)\right)$
from the previous example. Using a new predicate symbol $P_{1}^{\prime \prime}$ and the Trans rules, we abstract the clique guard in $F^{\prime}$, transforming $F^{\prime}$ into $F_{1}^{\prime \prime} \wedge F_{2}^{\prime \prime}$ where

$$
\begin{aligned}
& F_{1}^{\prime \prime}=\forall x_{1} x_{2} x_{3}\left(P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right) \rightarrow \exists x_{6} B\left(x_{1}, x_{6}\right)\right) \text { and } \\
& F_{2}^{\prime \prime}=\forall x_{1} x_{2} x_{3}\left(\exists x_{4} x_{5}\left(A_{1}\left(x_{1}, x_{3}, x_{4}\right) \wedge A_{2}\left(x_{2}, x_{3}, x_{5}\right) \wedge A_{3}\left(x_{1}, x_{2}\right)\right) \rightarrow P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right)\right) .
\end{aligned}
$$

Using the Skolem rule and a Skolem symbol $g$, the subformula $F_{1}^{\prime \prime}$ is transformed into a (loosely) guarded clause $\neg P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right) \vee B\left(x_{1}, g\left(x_{1}, x_{2}, x_{3}\right)\right)$. Since in $F_{2}^{\prime \prime}$, the clique guard

$$
\exists x_{4} x_{5}\left(A_{1}\left(x_{1}, x_{3}, x_{4}\right) \wedge A_{2}\left(x_{2}, x_{3}, x_{5}\right) \wedge A_{3}\left(x_{1}, x_{2}\right)\right)
$$

occurs negatively, $F_{2}^{\prime \prime}$ is transformed into

$$
C^{\prime \prime}=\neg A_{1}\left(x_{1}, x_{3}, x_{4}\right) \vee \neg A_{2}\left(x_{2}, x_{3}, x_{5}\right) \vee \neg A_{3}\left(x_{1}, x_{2}\right) \vee P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right) .
$$

By presenting $C^{\prime \prime}$ in its associated hypergraph (see Figure 6.1), we realise that one can use the Sep rule to 'cut off branches' of $C^{\prime \prime}$, transforming $C^{\prime \prime}$ to LG
clauses. By introducing fresh predicate symbols $P_{2}^{\prime \prime}$ and $P_{3}^{\prime \prime}$, applying the Sep rule to $C^{\prime \prime}$ separates it into $L G$ clauses

$$
\begin{aligned}
& \neg P_{2}^{\prime \prime}\left(x_{1}, x_{3}\right) \vee \neg P_{3}^{\prime \prime}\left(x_{2}, x_{3}\right) \vee \neg A_{3}\left(x_{1}, x_{2}\right) \vee P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right), \\
& \neg A_{1}\left(x_{1}, x_{3}, x_{4}\right) \vee P_{2}^{\prime \prime}\left(x_{1}, x_{3}\right), \neg A_{2}\left(x_{2}, x_{3}, x_{5}\right) \vee P_{3}^{\prime \prime}\left(x_{2}, x_{3}\right) .
\end{aligned}
$$

To sum up, by the previous process the clique guarded formula $F^{\prime}$ is transformed into a set of LG clauses

$$
\begin{aligned}
& \neg P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right) \vee B\left(x_{1}, g\left(x_{1}, x_{2}, x_{3}\right)\right), \\
& \neg P_{2}^{\prime \prime}\left(x_{1}, x_{3}\right) \vee \neg P_{3}^{\prime \prime}\left(x_{2}, x_{3}\right) \vee \neg A_{3}\left(x_{1}, x_{2}\right) \vee P_{1}^{\prime \prime}\left(x_{1}, x_{2}, x_{3}\right), \\
& \neg A_{1}\left(x_{1}, x_{3}, x_{4}\right) \vee P_{2}^{\prime \prime}\left(x_{1}, x_{3}\right), \neg A_{2}\left(x_{2}, x_{3}, x_{5}\right) \vee P_{3}^{\prime \prime}\left(x_{2}, x_{3}\right) .
\end{aligned}
$$

This sample process shows that in the Trans ${ }^{\text {CGF }}$ process, one can use i) the applications of the Trans and the Sep rules, instead of ii) the applications of the Miniscoping and the Trans rules, to handle clique guards. However ii) needs fewer new symbols and produces fewer clauses. For example, given $F^{\prime}$ from the previous process, i) transforms it into four clauses with three new predicate symbols, whereas ii) requires two new predicate symbols and produces three clauses. The reason for this fact is that i) needs an additional predicate symbol for the whole of clique guard while ii) does not. Hence we use the current form of the Trans ${ }^{\text {CGF }}$ process, which is also more intuitive.

Now we give the result of structural transformation for CGF and BCQs.
Theorem 6.2. The Trans ${ }^{\text {CGF }}$ process reduces the problem of BCQ answering for CGF to that of deciding satisfiability of the LGQ clausal class.

Proof. By Theorem 4.1 and Lemma 6.2.

### 6.2 The top-variable refinement for the LGQ clausal class

In this section, we give the top-variable inference system T-Inf ${ }^{\text {LGQ }}$, which is an extension of the T-Inf ${ }^{G Q}$ system from Section 4.3. The T-Inf ${ }^{\text {LGQ }}$ system is specially devised for deciding satisfiability of the LGQ clausal class.

The T-Inf ${ }^{\text {LGQ }}$ system consists of the same rules as the T-Inf ${ }^{\text {GQ }}$ system, but with a new resolution refinement $\mathbf{T}-\operatorname{Ref}^{\mathrm{LGQ}}$. The T-Ref ${ }^{\text {LGQ }}$ refinement consists of the same functions and the same resolution refinement as the ones in the T-Ref ${ }^{G Q}$ refinement from Section 4.3, however this T-Ref ${ }^{\text {LGQ }}$ considers clauses that are loosely guarded, but not guarded. Recall that in the T-Ref ${ }^{\mathrm{GQ}}$ refinement, we can use any admissible orderings with a precedence in which function symbols are larger than constant, which are larger than predicate symbols. Here a lexicographic path ordering $>_{l p o}$ is used as an example. The application of the T-Ref ${ }^{L G Q}$ refinement to LGQ clauses is given in Algorithm 14.

## Algorithm 14: Determining the (P-Res) eligible literals for LGQ clauses

Input: An LGQ clausal set $N$ and a clause $C$ in $N$
Output: The eligible literals or the P-Res eligible literals (with respect to a Res inference) in $C$
if $C$ is a ground clause then return $\operatorname{Max}(C)$
else if $C$ has negatively occurring compound-term literals then return SelectNC(C)
else if $C$ has positively occurring compound-term literals then return $\operatorname{Max}(C)$
else return $\operatorname{PResT}(N, C)$

Recall that Algorithm 1 is the procedure that determines the (P-Res) eligible literals for GQ clauses. In 1-6 of Algorithm 14, we use the same strategy as the one for determining the (P-Res) eligible literals for the GQ clauses (given in 1-6 of Algorithm 1), that is i) for ground clauses $C$, the $>_{l p o}$-maximal literal with respect to $C$ is eligible, and ii) for compound-term clauses, one of its compound-term literal is eligible. Unlike Algorithm 1, in Line 7 Algorithm 14 uses the PResT function to determine the P-Res eligible literals for flat guarded clauses (and flat LG clauses). This means one needs to perform a top-variable resolution inference step on a flat guarded clauses (as the main premise) and LGQ clauses (as the side premises), which causes the overhead of computing top-variable literals of flat guarded clauses $C$ (with respect to a top-variable inference step). By the SelectG function in Algorithm 1, one can select the
guard in $C$ (that contains all variables of $C$ ) instead, so that only the binary form of the P-Res rule is needed for C. We keep the current form of Algorithm 14 for its compactness.

By the covering property of LGQ clauses, an a priori checking, as well as an $a$ posteriori checking, can be used in applying the T-Inf ${ }^{\text {LGQ }}$ system to LGQ clauses. This is formally stated as:

Lemma 6.3. Under the restrictions of the T-Ref ${ }^{L G Q}$ refinement, if an eligible literal $L$ is $($ strictly $) \geq_{l p o-m a x i m a l ~ i n ~}$ an $L G Q$ clause $C$, then $L \sigma$ is (strictly) $\geq_{l p o-m a x i m a l}$ in $C \sigma$, for any substitution $\sigma$.

Proof. By Lemma 4.6 and the fact that LGQ clauses are covering clauses.
The main result of this section is given as follows.
Theorem 6.3. The T-Inf ${ }^{L G Q}$ system is sound and refutational complete for general first-order clausal logic.

Proof. By Theorem 4.3 and the facts that the T-Inf ${ }^{\text {LGQ }}$ system consists of the same rules as the T-Inf ${ }^{\mathrm{GQ}}$ system, and these rules are refined by admissible orderings with selection functions and a particular form of the P-Res rule.

### 6.3 Deciding the LGQ clausal class

In this section, we first formally prove that the $\mathbf{T}-\operatorname{Inf}^{\text {LGQ }}$ system decides satisfiability of the LG clausal class, and then investigate inference steps of query clauses and LG clauses.

## Deciding satisfiability of the LG clausal class

In this section, we show that the T-Inf ${ }^{\text {LGQ }}$ system decides satisfiability of the LG clausal class. By the facts that the LG clausal class extends the guarded clausal class by replacing guards by loose guards and the T-Inf ${ }^{\text {LGQ }}$ system extends the T-Inf ${ }^{\text {GQ }}$ system correspondingly, the result of this section heavily rely on the lemmas established in Section 6.3. In particular we focus on the cases when loose guards, rather than guards, are the (P-Res) eligible literals in applications of the rules from the T-Inf ${ }^{\text {LGQ }}$ system.

First we show that the T-Ref ${ }^{\text {LGQ }}$ refinement ensures that in an LG clause $C$, the eligible literals or the P-Res eligible literals (with respect to a Res inference) contain the same variable set as $C$. This is formally stated as:

Lemma 6.4. Under the restrictions of the $\boldsymbol{T}-\operatorname{Ref}^{L G Q}$ refinement, the eligible literals or the $\boldsymbol{P}$-Res eligible literals (with respect to a Res inference) in an LG clause $C$ share the same variable set as $C$.

Proof. By Algorithm 14, we distinguish three cases of $C$ :
Lines 1-2: When $C$ is ground the statement trivially holds.
Lines 3-6: Suppose C is a compound-term LG clause and $L$ is the eligible literal in C. By Lemma 4.5 (if $L$ is positive) and the definition of the SelectNC function (if $L$ is negative), $L$ is a compound-term literal. By the covering property, $\operatorname{var}(L)=\operatorname{var}(C)$.

Lines 7: Suppose $C$ is a flat $L G$ clause and $\mathbb{L}$ are the $\mathbf{P}$-Res eligible literals (topvariable literals) in C. Assume $x$ is a top variable in C. By 2. of Definition 20 and the definition of top-variable literals, $x$ co-occurs with all other variables of $C$ in $\mathbb{L}$, therefore $\operatorname{var}(\mathbb{L})=\operatorname{var}(C)$.

The T-Ref ${ }^{\text {LGQ }}$ refinement ensures that in an LG clause, the deepest literal in it is eligible. Specifically Lines 3-6 of Algorithm 14 ensure that in a non-ground compound-term LG clause, at least one of its compound-term literals is eligible.

Next, we give the pairing properties in the applications of the top-variable resolution rule to a flat clause and LG clauses.

Lemma 6.5. In an application of the P-Res rule, endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q}$ refinement, to a flat clause as a main premise and LG clauses as side premises, the following conditions hold.

1. In the main premise, top variables pair constants or compound terms, and non-top variables pair constants or variables.
2. In the eligible literals of side premises, compound terms pair top variables, and variables or constants pair non-top variables.
3. In the main premise, top variables $x$ are unified with either constants or the compound term pairing $x$ (modulo variables substituted with either variables or constants), and non-top variables are unified with either constants or variables.
4. In the side premises, variables are unified with either constants or variables.
5. Let a top variable $x$ pair a constant. Then in the main premise, all negative literals are the top-variable literals and all variables are unified with constants.

Proof. By Lemma 4.13.
Lemma 6.6. In an application of the $\boldsymbol{P}$-Res rule, endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q}$ refinement, to a flat clause as the main premise and LG clauses as the side premises, the $\boldsymbol{P}$-Res resolvent is no deeper than its premises.

Proof. By 3.-4. in Lemma 6.5.
Now we investigate the applications of the Fact and P-Res rules to LG clauses, starting with the application of the Fact rule.

Lemma 6.7. In the application of the Fact rule (endowed with the T-Ref ${ }^{L G Q}$ refinement) to LG clauses, the factor of an LG clause is an LG clause.

Proof. By adapting 'guards' to 'loose guards' in the proof of Lemma 4.15.
We then discuss the resolvents of applying the top-variable resolution rule to the LG clauses.

Lemma 6.8. In the application of the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q}$ refinement) to $L G$ clauses, the resolvents of $L G$ clauses are $L G$ clauses.

Proof. By Algorithm 14, we consider the case when the top-variable technique is used in the P-Res rule. For the rest of cases of performing inference steps on LG clauses, their results can be obtained by adapting 'guards' to 'loose guards' in the proof of Lemma 4.16.

Assume the side premises are LG clauses $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$, the main premise is an LG clause $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D$ and the resolvent is $C^{\prime}=\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right) \sigma$ with $\sigma$ an mgu such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$. By Line 7 in Algorithm 14, $C$ is a non-ground flat LG clause and $\neg A_{1} \vee \ldots \vee \neg A_{m}$ is a top-variable subclause of $C$. By 3.-4. in Lemma 6.5, the mgu $\sigma$ substitutes variables in $D_{1}, \ldots, D_{m}$ and $\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D$ with either variables or constants, therefore $C^{\prime}$ is simple. Next we prove that $C^{\prime}$ is covering and contains a loose guard. Suppose $x_{1}, \ldots, x_{m^{\prime}}$ are the set of top variables in C. By 3. in Lemma 6.5, any variable $x_{i}$ in $x_{1}, \ldots, x_{m^{\prime}}$ is substituted by either a compound term or a constant that $x_{i}$ pairs. First suppose $x_{i}$ pairs a constant. By Lemma 6.4 and 5. of Lemma 6.5,
$C^{\prime}$ is a flat and ground clause, therefore $C^{\prime}$ is an LG clause. Next, suppose $x_{i}$ pairs a compound term. W.l.o.g. further suppose $x_{i}$ and $x_{j}$ co-occur in a literal $\neg A_{t}$ of $\neg A_{1} \vee \ldots \vee \neg A_{m}$. By the facts that $x_{i}$ and $x_{j}$ are top variables and $x_{i}$ pairs a compound term, $x_{j}$ pairs a compound term as well. Then $x_{i} \sigma$ and $x_{j} \sigma$ are compound terms. Suppose $C_{t}=B_{t} \vee D_{i}$ is the side premise that $A_{t}$ pairs $B_{t}$. By the covering property, $\operatorname{var}\left(x_{i} \sigma\right)=\operatorname{var}\left(x_{j} \sigma\right)=\operatorname{var}\left(A_{t} \sigma\right)=\operatorname{var}\left(B_{t} \sigma\right)$. By 2. of Definition 20 (the variable co-occurrence property), $\operatorname{var}\left(x_{1} \sigma\right)=\ldots=$ $\operatorname{var}\left(x_{m^{\prime}} \sigma\right)=\operatorname{var}\left(\left(\neg A_{1} \vee \ldots \vee \neg A_{m}\right) \sigma\right)=\operatorname{var}\left(B_{t} \sigma\right)$. By 2. of Definition 20 and Lemma 6.4, $\operatorname{var}(C)=\operatorname{var}\left(\neg A_{1} \vee \ldots \vee \neg A_{m}\right)$. Thus $\operatorname{var}(C \sigma)=\operatorname{var}\left(x_{1} \sigma\right)=$ $\ldots=\operatorname{var}\left(x_{m^{\prime}} \sigma\right)$. By the covering property, $\operatorname{var}\left(C_{t}\right)=\operatorname{var}\left(B_{t}\right)$. Then $\operatorname{var}(C \sigma)=$ $\operatorname{var}\left(C_{t} \sigma\right)$. Then we have $\operatorname{var}(C \sigma)=\operatorname{var}\left(C_{i} \sigma\right)$ for all $i$ such that $1 \leq i \leq m$. Since $C$ is a flat clause, compound terms in the resolvent $C^{\prime}$ are inherited from $D_{1}, \ldots, D_{m}$. Let $\mathbb{G}$ be a loose guard and $t$ a compound term in a $C_{i}$ of $C_{1}, \ldots, C_{m}$. By Definition 20, $\operatorname{var}(t)=\operatorname{var}(\mathbb{G})=\operatorname{var}(C)$. Then $\operatorname{var}(t \sigma)=$ $\operatorname{var}(\mathbb{G} \sigma)=\operatorname{var}(C \sigma)=\operatorname{var}\left(C_{i} \sigma\right)$ for all $i$ such that $1 \leq i \leq m$. By 4. in Lemma 6.5, $\mathbb{G} \sigma$ is flat and $t \sigma$ is a non-nested compound term. Hence, $C^{\prime}$ is simple, covering and contains a loose guard $\mathbb{G} \sigma$, hence, $C^{\prime}$ is an LG clause.

Lemmas $6.7-6.8$ prove that applying the Fact and P-Res rules (endowed with the T-Ref ${ }^{\text {LGQ }}$ refinement) to LG clauses derive LG clauses. This proves that the derived LG clauses are of bounded depth, as LG clauses are simple. Let us now investigate the width of derived LG clauses. Recall that by the width of a clause, we mean the number of distinct variables in that clause.

Lemma 6.9. In applications of the $T$-Inf ${ }^{L G Q}$ system to $L G$ clauses, the derived $L G$ clause is no wider than at least one of its premises.

Proof. By adapting 'guards' to 'loose guards' in the proof of Lemma 4.17.
Now we give the first main result of this section.
Theorem 6.4. The $T$-Inf ${ }^{L G Q}$ system decides satisfiability of the $L G$ clausal class.
Proof. Suppose ( $\mathrm{C}, \mathrm{F}, \mathrm{P}$ ) is a finite set of signature for the given LG clauses. By Lemmas 6.7-6.8, applying the T-Inf ${ }^{\text {LGQ }}$ system to LG clauses derives the LG clauses with bounded depth. By Lemma 6.9, the derived LG clauses are of bounded width. These derived LG clauses only use symbols in (C, F, P), as no symbols are introduced in the derivation.

To properly end this section, we give a sample derivation to show how the T-Inf ${ }^{\text {LGQ }}$ system decide an unsatisfiable set of LG clauses.

Consider an unsatisfiable set $N$ of LG clauses $C_{1}, \ldots, C_{9}$ :

$$
\begin{aligned}
& C_{1}=\neg A_{1}(x, y) \vee \neg A_{2}(y, z) \vee \neg A_{3}(z, x) \vee B(x, y, b), \\
& C_{2}=A_{3}(x, f(x)) \vee \neg G_{3}(x), \quad C_{3}=A_{2}(f(x), f(x)) \vee \neg G_{2}(x), \\
& C_{4}=A_{1}(f(x), x) \vee D(g(x)) \vee \neg G_{1}(x), \quad C_{5}=\neg B(x, y, b), \\
& C_{6}=\neg D(x), \quad C_{7}=G_{1}(f(a)), \quad C_{8}=G_{3}(f(a)), \quad C_{9}=G_{2}(a) .
\end{aligned}
$$

Suppose the precedence on which $>_{l p o}$ is based is $f>g>a>b>B>A_{1}>$ $A_{2}>A_{3}>D>G_{1}>G_{2}>G_{3}$. Recall that by $L$ and $L^{*}$ we mean the literal $L$ is selected and $L$ is the (strictly) maximal literal, respectively. Then by restrictions of the T-Ref ${ }^{\text {LGQ }}$ refinement, $C_{1}, \ldots, C_{9}$ are presented as:

$$
\begin{aligned}
& C_{1}=\neg A_{1}(x, y) \vee \neg A_{2}(y, z) \vee \neg A_{3}(z, x) \vee B(x, y, b), \\
& C_{2}=A_{3}(x, f(x))^{*} \vee \neg G_{3}(x), \quad C_{3}=A_{2}(f(x), f(x))^{*} \vee \neg G_{2}(x), \\
& C_{4}=A_{1}(f(x), x)^{*} \vee D(g(x)) \vee \neg G_{1}(x), \quad C_{5}=\neg B(x, y, b), \\
& C_{6}=\neg D(x), \quad C_{7}=G_{1}(f(a))^{*}, \quad C_{8}=G_{3}(f(a))^{*}, \quad C_{9}=G_{2}(a)^{*} .
\end{aligned}
$$

One can use any clause to start the derivation, w.l.o.g. we start with $C_{1}$. For each newly derived clause, Algorithms 14 is immediately applied to determine the (PRes) eligible literals of it.

1. By Algorithms 14 and the fact that $C_{1}$ is a flat $L G$ clause, the $P$-Res function is used to $C_{1}$. By Algorithms 2, all negative literals in $C_{1}$ are selected to check if the Res rule is applicable to $C_{1}$.
2. As an Res inference step is applicable to $C_{2}, C_{3}, C_{4}$ (as the side premises) and $C_{1}$ (as the main premise), $\mathrm{CompT}\left(C_{2}, C_{3}, C_{4}, C_{1}\right)$ computes an mgu

$$
\sigma^{\prime}=\left\{x \mapsto f\left(f\left(x^{\prime}\right)\right), y \mapsto f\left(x^{\prime}\right), z \mapsto f\left(x^{\prime}\right)\right\}
$$

for variables of $C_{1}$. Hence in $C_{1}, x$ is the only top variable and $\neg A_{1}(x, y)$ and $\neg A_{3}(z, x)$ are the $\mathbf{P}$-Res eligible literals.
3. The top-variable resolution inference is applied to $C_{2}, C_{4}$ and $C_{1}$ with an

$$
\begin{aligned}
& \text { mgu } \sigma=\left\{x \mapsto f\left(x^{\prime}\right), y \mapsto x^{\prime}, z \mapsto x^{\prime}\right\} \text {, deriving } \\
& \qquad C_{10}=\neg A_{2}(x, x) \vee B(f(x), x, b)^{*} \vee D(g(x)) \vee \neg G_{1}(x) \vee \neg G_{3}(x),
\end{aligned}
$$

where $x^{\prime}$ is renamed as $x$. No resolution step can be performed on $C_{3}$ and $C_{10}$ as they do not have complementary eligible literals, but an inference can be performed between $C_{5}$ and $C_{10}$.
4. Applying (the binary form of) the P-Res rule to $C_{5}$ and $C_{10}$ derives

$$
C_{11}=\neg A_{2}(x, x) \vee D(g(x))^{*} \vee \neg G_{1}(x) \vee \neg G_{3}(x) .
$$

5. Applying (the binary form of) the P-Res rule to $C_{6}$ and $C_{11}$ derives

$$
C_{12}=\neg A_{2}(x, x) \vee \neg G_{1}(x) \vee \neg G_{3}(x) .
$$

6. Since $C_{12}$ is a flat LG clause, we apply the P-Res function to it. Due to the presence of $C_{3}, C_{7}, C_{8}$ and $C_{12}$ satisfy conditions of the top-variable resolution rule, $\mathrm{CompT}\left(C_{3}, C_{7}, C_{8}, C_{12}\right)$ finds that $x$ is the only top variable in $C_{12}$, using an mgu $\sigma^{\prime}=\{x \mapsto f(a)\}$. Then all literals in $C_{12}$ are selected. Applying the top-variable resolution rule to $C_{3}, C_{7}, C_{8}$ (as the side premises) and $C_{12}$ (as the main premise) derives $C_{13}=\neg G_{2}(x)$.
7. Applying (the binary form of) the $\mathbf{P}$-Res rule to $C_{9}$ and $C_{13}$ derives $\perp$.

Given an LG clausal set, resolution refinement and the P-Res rule allow inferences building a model or deriving a contradictory without producing unnecessary conclusions. Using the T-Ref ${ }^{\text {LGQ }}$ refinement, fewer inferences are computed to derive a contradiction. For instance, in the previous example inferences between $C_{2}$ and $C_{8}$ and between $C_{3}$ and $C_{9}$ are prevented since these pairs do not contain complementary eligible literals. These unnecessary inferences would be computed if there is no refinement guiding resolution.

Note that in the previous example, one can also select the literal $\neg A_{2}(x, x)$ in $C_{12}$ as $C_{12}$ is a flat guarded clause. The fact that in the T-Ref ${ }^{\text {LGQ }}$ refinement, one can use the SelectG function to flat guarded clauses is discussed in Section 6.2.

## Handing query clauses (in the presence of LG clauses)

In this section, we consider deciding satisfiability of the whole of LGQ clausal class. In particular we handle query clauses in the presence of LG clauses. By Lemma 4.23, the Q-Sep procedure separates query clauses into Horn guarded clauses (HG clauses) and indecomposable chained-only query clauses (CO clauses), therefore we focus on investigating the inferences performed on indecomposable CO clauses and LG clauses.

Recall that in Section 4.5, the T-Trans rule transforms the top-variable resolvents of an indecomposable CO clause and guarded clauses to GQ clauses. In this section, we abusively reuse the notion T-Trans to denote the rule that handles the top-variable resolvents of an indecomposable CO clause and LG clauses. This new T-Trans rule is the same as the T-Trans rule in Section 4.5, except that in (the P-Res rule of) this new $\mathbf{T}$-Trans rule, the side premises are not guarded clauses, but LG clauses.

The T-Trans rule transforms the resolvents of an indecomposable CO clause and LG clauses to LGQ clauses. This result is formally reported as follows.

Lemma 6.10. Let $R$ be the resolvent of applying the $\boldsymbol{P}$-Res rule (endowed with the T-Ref ${ }^{L G Q}$ refinement) to an indecomposable CO clause $Q$ and a set $N$ of LG clauses. Then, the following conditions hold.

1. Applying the T-Trans rule to $R$ replaces it by a set $N^{\prime}$ of $L G$ clauses and a query clause $Q^{\prime}$.
2. Applying the $Q$-Sep procedure to $Q^{\prime}$ separates it into a set $N^{\prime \prime}$ of $H G$ clauses and an indecomposable CO clause $Q^{\prime \prime}$.
3. The top-resolvent $R$ is satisfiable if and only if the $L G Q$ clausal set $N^{\prime} \cup N^{\prime \prime} \cup Q^{\prime \prime}$ is satisfiable.
4. For each clause $C^{\prime}$ in $N^{\prime} \cup N^{\prime \prime}$, there exists a clause $C$ in $N$ such that $C^{\prime}$ is no wider than $C$, and $Q^{\prime \prime}$ is less wide than $Q$.

Proof. By Lemma 6.5 and by adapting the notion of 'guard' to that of 'loose guard' in the proof of Lemma 4.25.

We use the notation $\mathbf{Q}-\mathbf{C O}^{\mathrm{LGQ}}$ to denote the procedure for handling CO clauses in the presence of LG clauses, given as follows.

1. Apply the top-variable resolution rule to an indecomposable CO clause and LG clauses, deriving the top-variable resolvent $R$.
2. Apply the T-Trans rule to $R$, deriving a query clause $Q$ and LG clauses.
3. Apply the Q -Sep procedure to $Q$, producing HG clauses and an indecomposable CO clause.

The result of handling indecomposable CO clauses (in the presence of LG clauses) is formally stated as:

Lemma 6.11. The conclusions of applying the $Q-C O^{L G Q}$ procedure to an indecomposable CO clause $Q$ and a set $N$ of LG clauses satisfy the following conditions.

1. The conclusions are an indecomposable CO clause $Q^{\prime}$ and a set $N^{\prime}$ of $L G$ clauses.
2. The clausal sets $Q^{\prime} \cup N^{\prime}$ and $Q \cup N$ are equisatisfiable.
3. For each clause $C^{\prime}$ in $N^{\prime}$, there exists a clause $C$ in $N$ such that $C^{\prime}$ is no wider than $C$, and $Q^{\prime}$ is less wide than $Q$.

Proof. By Lemmas 4.23 and 6.10, 1. and 3. hold. By Lemma 3.4 and the fact that any form of structural transformation rule preserves satisfiability, 2. hold.

### 6.4 Decision procedures of querying in LGF and/or CGF

## A BCQ answering procedure for LGF and CGF

In this section, we present the saturation-based decision procedure for answering BCQs for LGF and/or CGF. Like the saturation-based BCQ answering procedure for GF (see Algorithm 5), the procedure of querying LGF and/or CGF is also devised in line with the give-clause algorithms in [Wei01, MW97].

We start with introducing the BCQ answering procedure for LGF and CGF, and we use the notation $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G F}}$ to denote this procedure. The $\mathbf{Q}-\mathbf{A n s}{ }^{\text {cGF }}$ procedure consists of the same functions as the $\mathbf{Q}-\mathrm{Ans}^{\mathrm{GF}}$ procedure, except the PreProcessCGF function and the fact that the input clauses are the LG clauses, rather than the guarded clauses. See Algorithm 15 on the next page. We refer readers to Section 4.6 for the detailed descriptions of the functions and the processes in Algorithm 15.

## Algorithm 15: The BCQ answering procedure for LGF and CGF

Input: A union $q$ of BCQs, sets $\Sigma_{1}$ and $\Sigma_{2}$ of formulas in LGF and CGF, respectively
Output: 'Yes' or 'No'
workedOff $\leftarrow \emptyset$
usable $\leftarrow \operatorname{PreProcessCGF}\left(\Sigma_{1}, \Sigma_{2}, q\right)$
while usable $=\emptyset$ and $\perp \notin$ usable do
given $\leftarrow$ Pick(usable)
workedOff $\leftarrow$ workedOff $\cup$ given
if given is an indecomposable CO clause then
tResolvent $\leftarrow$ P-Res(workedOff, given)
$\mathrm{G}, \mathrm{Q} \leftarrow \mathrm{T}-\mathrm{Trans}(\mathrm{tResolvent})$
$\mathrm{CO}, \mathrm{HG} \leftarrow \operatorname{Sep}(\mathrm{Q})$
new $\leftarrow \mathrm{G} \cup \mathrm{CO} \cup \mathrm{HG}$
else
new $\leftarrow$ P-Res(workedOff, given) $\cup$ Fact(given)
new $\leftarrow \operatorname{Red}($ new, new)
new $\leftarrow \operatorname{Red}(\operatorname{Red}($ new, workedOff), usable)
workedOff $\leftarrow \operatorname{Red}$ (workedOff, new)
usable $\leftarrow \operatorname{Red}($ usable, new $) \cup$ new
$17 \operatorname{Print}($ usable)

Next, Algorithm 16 describes the PreProcessCGF $\left(\Sigma_{1}, \Sigma_{2}, q\right)$ function, which pre-processes a union $q$ of BCQs and sets $\Sigma_{1}$ and $\Sigma_{2}$ of formulas LGF and CGF, respectively, transforming these formulas to indecomposable CO clauses and LG clauses. In Algorithm 16, the notations $L G_{1}$ and $L G_{2}$ are used to denote the LG clausal sets that are obtained from LGF and CGF, respectively.

Comparing to Algorithm 6 that handles GF and BCQs, Algorithm 16 contains the following novel functions.

1. $\operatorname{TransGF}(\Sigma, q)$ applies the Trans ${ }^{\text {GF }}$ process to a set $\Sigma$ of formulas in LGF and a union $q$ of BCQs, returning LG clauses and query clauses.
2. TransCGF $(\Sigma, q)$ applies the Trans ${ }^{\text {CGF }}$ process to a set $\Sigma$ of formulas in CGF and a union $q$ of BCQs, returning LG clauses and query clauses.

Like the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure, the $\mathbf{Q}$-Ans ${ }^{\mathbf{C G F}}$ procedure reuses predicate symbols in the derivation. By reusing, we mean that in the Q-Ans ${ }^{\text {CGF }}$ procedure, if a predicate symbol $P$ is used to represent a LGQ clause $C$ at a derivation stage, then, in any further derivation step whenever a predicate symbol is needed for $C$, we use the symbol $P$ again.

## Algorithm 16: The PreProcessCGF function

Input: A union $q$ of BCQs, sets $\Sigma_{1}$ and $\Sigma_{2}$ of formulas in LGF and CGF, respectively
Output: A set of indecomposable CO and LG clauses
Function PreProcessCGF $\left(\Sigma_{1}, \Sigma_{2}, q\right)$ :
usable $\leftarrow \emptyset$
$\mathrm{LG}_{1}, \mathrm{Q} \leftarrow \operatorname{TransGF}\left(\Sigma_{1}, q\right)$
$\mathrm{LG}_{2}, \mathrm{Q} \leftarrow \operatorname{TransCGF}\left(\Sigma_{2}, q\right)$
foreach clause $Q$ in $Q$ do $\mathrm{CO}, \mathrm{HG} \leftarrow \operatorname{Sep}(\mathrm{Q})$
usable $\leftarrow$ usable $\cup \mathrm{CO} \cup \mathrm{HG}$
usable $\leftarrow$ usable $\cup \mathrm{LG}_{1} \cup \mathrm{LG}_{2}$
usable $\leftarrow \operatorname{Red}($ usable, usable)
return usable

Lemma 6.12. In the application of the $\boldsymbol{Q}-\mathbf{A n s}{ }^{\mathbf{C G F}}$ procedure to the $B C Q$ answering problem for LGF and/or CGF, only finitely many predicate symbols are introduced.

Proof. By adapting the notion of 'guard' to that of 'loose guard' in the proof of Lemma 4.27.

Finally, we give a positive answer to Problem 6.
Theorem 6.5. The $Q-A n s{ }^{C G F}$ procedure is a decision procedure for answering BCQs for LGF and/or CGF.

Proof. By Theorems 6.1-6.2, the problems of answering BCQs for LGF and/or CGF are reduced to that of deciding satisfiability of the LGQ clausal class. By Lemma 4.19, Theorem 6.3 and the fact that the $\mathbf{Q}-A n s{ }^{\text {CGF }}$ procedure is based on the T-Inf ${ }^{\text {LGQ }}$ system, the $\mathbf{Q}-A n s{ }^{\text {CGF }}$ procedure is sound and refutational
complete for general first-order clausal logic (if only finitely many predicate symbols are introduced in the derivation).

By Lemma 4.23, Lemma 6.11 and Theorem 6.4, applying the Q-Ans ${ }^{\text {LGF }}$ procedure to LGQ clauses guarantees producing LGQ clauses of bounded depth and bounded width. By Lemma 6.12, only finitely many new predicate symbols are introduced. Thus the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{G F}}$ procedure guarantees termination. The $\mathbf{Q}$ Ans ${ }^{\mathbf{G F}}$ procedure is sound, refutationally complete for first-order clausal logic and guarantees termination for the LGQ clausal class, hence it is a decision procedure for answering BCQs for LGF and/or CGF.

## A saturation-based $B C Q$ rewriting procedure for LGF and CGF Deciding satisfiability of the LGQ $^{-}$clausal class

In this section we give a more refined clausal form of LGF and CGF, namely the aligned loosely guarded clauses, and then formally prove that the Q-Ans ${ }^{\text {CGF }}$ procedure decides satisfiability of the aligned loosely guarded clausal class and query clauses.

Recall the saturation-based rewriting problem for BCQs with LGF and/or CGF.

Problem 7. Given a set $\Sigma$ of formulas in LGF and/or CGF, a set D of ground atoms and a union $q$ of BCQs, does there exist a (function-free) first-order formula (with equality) $\Sigma_{q}$ that is the negated back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$ ?

We define a more specific clausal form of LGF and CGF as follows.
Definition 21. An aligned loosely guarded clause ( $\mathrm{LG}^{-}$clause) is strongly compatible and an LG clause.

We use the notation $\mathrm{LGQ}^{-}$to denote the class of $\mathrm{LG}^{-}$clauses and query clauses. The LG- clausal class is a strict subset of that of the LG clausal class.

Lemma 6.13. i) Applying the Trans ${ }^{\text {GF }}$ process to a loosely guarded formula transforms it into a set of $L G^{-}$clauses, and ii) applying the Trans ${ }^{\text {CGF }}$ process to a clique guarded formula transforms it into a set of $L G^{-}$clauses.

Proof. By Lemma 6.1 and Lemma 6.2, the Trans ${ }^{\text {GF }}$ process and the Trans ${ }^{\text {CGF }}$ process transform, respectively, loosely guarded formulas and clique guarded
formulas to either flat LG clauses or non-ground compound-term LG clauses. Hence, all ground clauses in the LG clausal class are flat, which satisfies 1. in Definition 21. In this proof, we focus on proving that all compound terms of the non-ground compound-term LG clauses are compatible.

Compounds terms in LG clauses are derived by Skolemising existential quantified variables. By the proofs of Lemmas 6.1-6.2, compound terms are obtained from Skolemising the definition formula

$$
F=\forall \overline{x y}\left(\neg P(\bar{x}) \vee \neg G_{1} \vee \ldots \vee \neg G_{n} \vee \phi(\bar{y})\right)
$$

where i) $\phi(\bar{y})$ is a formula of atoms and existentially quantified formulas that are connected by Boolean connectives, and ii) each pair of distinct variables in $\bar{x} \cup \bar{y}$ co-occurs in a literal of $\neg P(\bar{x}) \vee \neg G_{1}(\ldots) \vee \ldots \vee \neg G_{n}(\ldots)$. Note that $\phi(\bar{y})$ contains no universal quantifications. Then for all existential quantified variables in $\phi(\bar{y})$, they are Skolemised into the Skolem compound terms that are with the same argument list $\overline{x y}$. Hence all compound terms in non-ground compound-term LG clauses are compatible.

Next, we prove that the $\mathbf{Q}-A n s{ }^{\mathbf{C G F}}$ procedure decides the LGQ ${ }^{-}$clausal class. By the covering property of the LGQ ${ }^{-}$clauses, an a priori checking is used in the application of the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G F}}$ procedure for the $\mathrm{LGQ}^{-}$clausal class.

We start with considering the application of the Fact rule to $\mathrm{LGQ}^{-}$clauses.
Lemma 6.14. Applying the Fact rule (endowed with the $T$-Ref ${ }^{L G Q}$ refinement) to LGQ- clauses derives $L G Q^{-}$clauses.

Proof. By Algorithm 14, the Fact rule is only applicable to $\mathrm{LG}^{-}$clauses. By adapting 'guards' to 'loose guards' in the proof of Lemma 5.3, applying the Fact rule (endowed with the $\mathbf{T}-\operatorname{Ref}^{L G Q}$ refinement) to $L G^{-}$clauses derives $L G^{-}$ clauses.

Next, we consider applying the P-Res rule to LGQ $^{-}$clauses.
Lemma 6.15. Applying the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}$-Ref $\boldsymbol{f}^{L G Q}$ refinement) to $L G Q^{-}$clauses derives $L G Q^{-}$clauses.

Proof. In this proof, we discuss the inference I when the P-Res rule (endowed with the $\mathbf{T}-\operatorname{Ref}^{\mathrm{LGQ}}$ refinement) is applied to a flat $\mathrm{LG}^{-}$clause (as the main premise) and compound-term LG $^{-}$clauses (as the side premises). By

Lemma 6.8, the conclusions of I are LG clauses. Hence we focus on proving that all compound terms in these derived LG clauses are strongly compatible. For the rest of cases of applying the P-Res rule (endowed with the T-Ref ${ }^{\text {LGQ }}$ refinement) to LGQ ${ }^{-}$clauses, their results can be easily obtained by adapting the proofs in Lemmas 5.4 and 5.5.

Assume the top-variable resolution rule is applied to compound-term $\mathrm{LG}^{-}$ clauses $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$ as the side premises, and a flat $\mathrm{LG}^{-}$ clause $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \ldots \vee \neg A_{n} \vee D$ as the main premise, deriving the resolvent $R=\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D\right) \sigma$ where $\sigma$ is an mgu such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$. By the fact that $C$ is flat, compound terms in $R$ come from $D_{1}, \ldots, D_{m}$. W.l.o.g. assume that $s$ and $u$ are compound terms in $D_{1}$ and $t$ is a compound term in $D_{1}$. To show all compound terms in $R$ are compatible, one needs to show that $s \sigma, u \sigma$ and $t \sigma$ are compatible. By 1. of Lemma 5.2, $s \sigma$ and $u \sigma$ are compatible. Now we prove that $s \sigma$ and $t \sigma$ are compatible. By Algorithm 14, $B_{1}$ and $B_{2}$ are compound-term literals. Then suppose $s^{\prime}$ and $t^{\prime}$ are compound terms in $B_{1}$ and $B_{2}$, respectively. By Lemma 6.5, $s^{\prime}$ and $t^{\prime}$ pair top variables. W.l.o.g. suppose $s^{\prime}$ and $t^{\prime}$ pair topvariables $x_{1}$ and $x_{2}$ in $A_{1}$ and $A_{2}$, respectively. By 2 . of Definition 21, suppose $x_{1}$ and $x_{2}$ co-occur in the literal $\neg A_{i}$ of $\neg A_{1}, \ldots, \neg A_{m}$. By Lemma 6.5, $x_{1}$ and $x_{2}$ pair compound terms in $B_{i}$. Suppose $x_{1}$ and $x_{2}$ pair $s^{\prime \prime}$ and $t^{\prime \prime}$ in $B_{i}$, respectively. As all compound terms in $C_{i}$ are compatible, $s^{\prime \prime}$ and $t^{\prime \prime}$ are compatible. By 1. of Lemma 5.2, $s^{\prime \prime} \sigma$ and $t^{\prime \prime} \sigma$ are compatible, hence $x_{1} \sigma$ and $x_{2} \sigma$ are compatible. By the facts that $x_{1}$ pairs $s^{\prime}$ and $x_{2}$ pairs $t^{\prime}, s^{\prime} \sigma$ and $t^{\prime} \sigma$ are compatible. By 3. of Lemma 5.2 and the facts that $s^{\prime}$ and $t^{\prime}$ are compatible with $s$ and $t$, respectively, $s \sigma$ and $t \sigma$ are compatible. By the fact that $s \sigma, t \sigma$ and $u \sigma$ are compatible, all compound terms in $R$ are compatible.

There are finitely many new predicate symbols that are introduced in applying the $\mathbf{Q}-\mathbf{A n s}{ }^{\text {CGF }}$ procedure to the LGQ $^{-}$clausal class. This result immediately follows from Lemma 6.12, since the class of LGQ $^{-}$clauses is a strict subset of that of LGQ clauses.

Theorem 6.6. The $Q-A n s^{C G F}$ procedure decides satisfiability of the $L G Q^{-}$clausal class.

Proof. By Lemma 6.12 and Lemmas 6.14-6.15.

## Back-translating LGQ ${ }^{-}$clausal sets to first-order formulas

In this section, we first give the procedure that back-translates LGQ- clausal sets into a first-order formula with equality, but without Skolem symbols, and we then present our saturation-based rewriting procedure for BCQs with LGF and/or CGF, with a complete example.

Recall that given a clausal set $N, N$ can be back-translated to a first-order formula if $N$ can be transformed into a unique, normal, globally linear and globally compatible clausal set. This transformation requires one to align argument lists of compound terms of clauses in N. Since in LGQ- clauses, loose guards contain no compound terms, one can use the back-translation procedure for the $\mathrm{GQ}^{-}$clausal class to back-translate $\mathrm{LGQ}^{-}$clausal sets. We abusively use notations Q-Abs, Q-Rena and Q-Unsko (for transforming GQclausal sets) to back-translate $\mathrm{LGQ}^{-}$clausal sets to a first-order formula, with the restriction that in these procedures, the conditions are changed from 'guard' to 'loose guard'.

Lemma 6.16. Suppose $N$ is an $L G Q^{-}$clausal set. Then, the following condition hold.

1. $N$ is a locally linear and locally compatible clausal set.
2. Applying the $Q$-Abs procedure to $N$ transforms $N$ to a normal, unique, locally linear and locally compatible clausal set $N_{1}$.
3. Applying the $Q$-Rena procedure to $N_{1}$ transforms $N_{1}$ to a normal, unique, globally linear and globally compatible clausal set $N_{2}$.
4. Applying the $Q$-Unsko procedure to $N_{2}$ transform it to a first-order formula without Skolem symbol, but with equality.

Proof. We adapt the notion of 'guard' to that of 'loose guard' in the proofs of the following lemmas. By Lemma 3.2, 1. holds. By Lemmas 5.6-5.7, 2. holds. By Lemma 5.10, 3. holds. By Lemma 5.12, 4. holds.

We use the notation $\mathbf{Q}$-Rew ${ }^{\text {CGF }}$ to denote our saturation-based rewriting procedure for BCQs with LGF and/or CGF. Given a union $q$ of BCQs, a set $\Sigma$ of formulas in LGF and/or CGF and a set D of ground atoms, to compute a first-order formula the negated back-translation of $\Sigma \cup\{\neg q\}$, the Q-Rew ${ }^{\text {CGF }}$ procedure uses the following steps.

1. Apply the $\mathbf{Q}-\mathrm{Ans}^{\mathbf{C G F}}$ procedure to $\Sigma \cup\{\neg q\}$, producing a set $N$ of $\mathrm{LGQ}^{-}$ clauses.
2. Apply the $\mathbf{Q}-\mathrm{Abs}$ procedure to $N$, obtaining a normal, unique, strongly compatible clausal set $N_{1}$.
3. Apply the $\mathbf{Q}$-Rena procedure to $N_{1}$, obtaining a normal, unique, globally linear and globally compatible clausal set $N_{2}$.
4. Apply the Q-Unsko procedure to $N_{2}$, obtaining a first-order formula $F$.
5. Negate $F$, obtaining $\Sigma_{q}$.

By Theorem 5.4, we give a positive answer to Problem 7. This is also the second main contribution of this chapter.

Theorem 6.7. Suppose $\Sigma$ is a set of formulas in LGF and/or CGF, D is a set of ground atoms and $q$ is a union of BCQs. The $Q$-Rew ${ }^{\text {CGF }}$ procedure is the decision procedure that back-translates, and then negates the saturated clausal set of $\Sigma \cup\{\neg q\}$ to a (function-free) first-order formula with equality $\Sigma_{q}$ such that $\Sigma \cup \mathrm{D} \mid=q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$.

Proof. By Lemma 6.16.
To end this chapter, we use the following rewriting problem as an example to show how the Q-Rew ${ }^{\mathbf{C G F}}$ procedure is performed. Given a union $q$ of BCQs, a set $\Sigma$ of formulas in CGF, a set D of dataset, the Q-Ans ${ }^{\text {CGF }}$ procedure computes the saturation of $\Sigma \cup\{\neg q\}$ as

$$
N=\left\{\begin{array}{l}
\neg G_{1}\left(x_{1}, a\right) \vee A_{1}\left(f\left(x_{1}, a\right), x_{1}\right) \vee A_{2}\left(g\left(x_{1}, a\right), x_{1}\right), \\
\neg G_{2}\left(x_{2}, x_{3}\right) \vee A_{3}\left(f\left(x_{2}, x_{3}\right), x_{2}\right) \vee A_{4}\left(g\left(x_{2}, x_{3}\right), x_{2}\right), \\
\neg G_{3}\left(b, x_{4}\right) \vee A_{5}\left(g\left(b, x_{4}\right), b\right) \\
\neg G_{4}\left(x_{5}, c, c\right) \vee A_{6}\left(h\left(c, c, x_{5}\right)\right) \\
\neg B_{1}\left(x_{8}, x_{6}\right) \vee \neg B_{2}\left(x_{6}, x_{7}\right) \vee \neg B_{3}\left(x_{7}, x_{8}\right)
\end{array}\right\}
$$

where $a$ and $c$ are non-Skolem constants and $b$ is a Skolem constant. Now we aim to back-translate $N$ to a first-order formula $\Sigma_{q}$ such that $\mathrm{D} \vDash \Sigma_{q}$ if and only if $\Sigma \cup \mathrm{D} \vDash q$. The $\mathbf{Q}-\mathbf{R e w}^{\mathbf{C G F}}$ procedure back-translates $N$ to $\Sigma_{q}$ as follows.

In the first step, the $\mathbf{Q}-\mathbf{A b s}$ procedure is applied to $N$, given as follows.

1. For each clause in $N$, recursively applying the ConAbs rule to it, obtaining

$$
N_{1}=\left\{\begin{array}{l}
\neg G_{1}\left(x_{1}, y_{1}\right) \vee A_{1}\left(f\left(x_{1}, y_{1}\right), x_{1}\right) \vee A_{2}\left(g\left(x_{1}, y_{1}\right), x_{1}\right) \vee y_{1} \not \approx a, \\
\neg G_{2}\left(x_{2}, x_{3}\right) \vee A_{3}\left(f\left(x_{2}, x_{3}\right), x_{2}\right) \vee A_{4}\left(g\left(x_{2}, x_{3}\right), x_{2}\right), \\
\neg G_{3}\left(y_{2}, x_{4}\right) \vee A_{5}\left(g\left(y_{2}, x_{4}\right), y_{2}\right) \vee y_{2} \not \approx b, \\
\neg G_{4}\left(x_{5}, y_{3}, y_{3}\right) \vee A_{6}\left(h\left(y_{3}, y_{3}, x_{5}\right)\right) \vee y_{3} \not \approx c \\
\neg B_{1}\left(x_{8}, x_{6}\right) \vee \neg B_{2}\left(x_{6}, x_{7}\right) \vee \neg B_{3}\left(x_{7}, x_{8}\right)
\end{array}\right\} .
$$

2. For each clause in $N_{1}$, recursively apply the VarAbs rule to it, obtaining

$$
N_{2}=\left\{\begin{array}{l}
\neg G_{1}\left(x_{1}, y_{1}\right) \vee A_{1}\left(f\left(x_{1}, y_{1}\right), x_{1}\right) \vee A_{2}\left(g\left(x_{1}, y_{1}\right), x_{1}\right) \vee y_{1} \not \approx a, \\
\neg G_{2}\left(x_{2}, x_{3}\right) \vee A_{3}\left(f\left(x_{2}, x_{3}\right), x_{2}\right) \vee A_{4}\left(g\left(x_{2}, x_{3}\right), x_{2}\right), \\
\neg G_{3}\left(y_{2}, x_{4}\right) \vee A_{5}\left(g\left(y_{2}, x_{4}\right), y_{2}\right) \vee y_{2} \not \approx b, \\
\neg G_{4}\left(x_{5}, y_{3}, y_{4}\right) \vee A_{6}\left(h\left(y_{3}, y_{4}, x_{5}\right)\right) \vee y_{3} \not \approx c \vee y_{4} \not \not y_{3} \\
\neg B_{1}\left(x_{8}, x_{6}\right) \vee \neg B_{2}\left(x_{6}, x_{7}\right) \vee \neg B_{3}\left(x_{7}, x_{8}\right)
\end{array}\right\} .
$$

In the second step, the $\mathbf{Q}$-Rena procedure is applied to $N_{2}$.

1. Partition $N_{2}$ into closed clausal sets

$$
\begin{aligned}
& N_{2}^{\prime}=\left\{\begin{array}{l}
\neg G_{1}\left(x_{1}, y_{1}\right) \vee A_{1}\left(f\left(x_{1}, y_{1}\right), x_{1}\right) \vee A_{2}\left(g\left(x_{1}, y_{1}\right), x_{1}\right) \vee y_{1} \not \approx a, \\
\neg G_{2}\left(x_{2}, x_{3}\right) \vee A_{3}\left(f\left(x_{2}, x_{3}\right), x_{2}\right) \vee A_{4}\left(g\left(x_{2}, x_{3}\right), x_{2}\right), \\
\neg G_{3}\left(y_{2}, x_{4}\right) \vee A_{5}\left(g\left(y_{2}, x_{4}\right), b\right) \vee y_{2} \not \approx b
\end{array}\right\}, \\
& N_{2}^{\prime \prime}=\left\{\neg G_{4}\left(x_{5}, y_{3}, y_{4}\right) \vee A_{6}\left(h\left(y_{3}, y_{4}, x_{5}\right)\right) \vee y_{3} \not \approx c \vee y_{4} \not \approx y_{3}\right\}, \\
& \text { and } N_{2}^{\prime \prime \prime}=\left\{\neg B_{1}\left(x_{8}, x_{6}\right) \vee \neg B_{2}\left(x_{6}, x_{7}\right) \vee \neg B_{3}\left(x_{7}, x_{8}\right)\right\} .
\end{aligned}
$$

2. Since $N_{2}^{\prime}$ and $N_{2}^{\prime \prime}$ are inter-connected clausal sets and $N_{2}^{\prime \prime \prime}$ is a compound-term-free clausal set, the VarRe rule is only applied to $N_{2}^{\prime}$ and $N_{2}^{\prime \prime}$. As compound terms in $N_{2}^{\prime}$ are binary, a new variable sequence $x, y$ (with respect to $N_{2}^{\prime}$ ) is used to rename all variables in $N_{2}^{\prime}$, transforming $N_{2}^{\prime}$ into

$$
N_{3}^{\prime}=\left\{\begin{array}{l}
\neg G_{1}(x, y) \vee A_{1}(f(x, y), x) \vee A_{2}(g(x, y), x) \vee y \not \approx a, \\
\neg G_{2}(x, y) \vee A_{3}(f(x, y), x) \vee A_{4}(g(x, y), x), \\
\neg G_{3}(x, y) \vee A_{5}(g(x, y), x) \vee x \not \approx b
\end{array}\right\} .
$$

A new variable sequence $x_{1}, y_{1}, z_{1}$ (with respect to $N_{2}^{\prime \prime}$ ) is used to rename
all variables in $N_{2}^{\prime \prime}$, transforming $N_{2}^{\prime \prime}$ into

$$
N_{3}^{\prime \prime}=\left\{\neg G_{4}\left(x_{1}, y_{1}, z_{1}\right) \vee A_{6}\left(h\left(y_{1}, z_{1}, x_{1}\right)\right) \vee y_{1} \not \approx c \vee z_{1} \not \approx y_{1}\right\} .
$$

3. Eventually, from $N_{2}$, we obtain the clausal set $N_{3}^{\prime} \cup N_{3}^{\prime \prime} \cup N_{2}^{\prime \prime \prime}$.

In the third step, the Q-Unsko procedure is used to unskolemise $N_{3}^{\prime} \cup N_{3}^{\prime \prime} \cup N_{2}^{\prime \prime \prime}$.

1. As $N_{3}^{\prime}$ and $N_{3}^{\prime \prime}$ are inter-connected clausal sets, the UnskoOne rule is applied to these clausal sets. Applying the UnskoOne rule to $N_{3}^{\prime}$ transforms it into

$$
F_{1}=\exists z^{\prime} \forall x y \exists x^{\prime} y^{\prime}\left[\begin{array}{ll}
\left(\neg G_{1}(x, y) \vee A_{1}\left(x^{\prime}, x\right) \vee A_{2}\left(y^{\prime}, x\right) \vee y \not \approx a\right) & \wedge \\
\left(\neg G_{2}(x, y) \vee A_{3}\left(x^{\prime}, x\right) \vee A_{4}\left(y^{\prime}, x\right)\right) & \wedge \\
\left(\neg G_{3}(x, y) \vee A_{5}\left(y^{\prime}, x\right) \vee x \not \approx z^{\prime}\right) &
\end{array}\right]
$$

and applying UnskoOne rule to $N_{3}^{\prime \prime}$ transforms it into

$$
F_{2}=\forall x_{1} y_{1} z_{1} \exists x_{1}^{\prime}\left[\neg G_{4}\left(x_{1}, y_{1}, z_{1}\right) \vee A_{6}\left(x_{1}^{\prime}\right) \vee A_{7}\left(x_{1}^{\prime}\right) \vee y_{1} \not \approx c \vee z_{1} \not \approx y_{1}\right] .
$$

2. As $N_{2}^{\prime \prime \prime}$ is a compound-term-free clause set, applying the UnskoTwo rule to $N_{2}^{\prime \prime \prime}$ unskolemise it into

$$
F_{3}=\forall x_{6} x_{7} x_{8}\left[\neg B_{1}\left(x_{8}, x_{6}\right) \vee \neg B_{2}\left(x_{6}, x_{7}\right) \vee \neg B_{3}\left(x_{7}, x_{8}\right)\right] .
$$

3. Finally $N$ is back-translated into a first-order formula $F=F_{1} \wedge F_{2} \wedge F_{3}$.

In the last step, $F$ is negated to obtain $\Sigma_{q}$, given as follows.

$$
\begin{aligned}
& \forall z^{\prime} \exists x y \forall x^{\prime} y^{\prime}\left[\begin{array}{ll}
\left(G_{1}(x, y) \wedge \neg A_{1}\left(x^{\prime}, x\right) \wedge \neg A_{2}\left(y^{\prime}, x\right) \wedge y \approx a\right) & \vee \\
\left(G_{2}(x, y) \wedge \neg A_{3}\left(x^{\prime}, x\right) \wedge \neg A_{4}\left(y^{\prime}, x\right)\right) & \vee \\
\left(G_{3}(x, y) \wedge \neg A_{5}\left(y^{\prime}, x\right) \wedge x \approx z^{\prime}\right) &
\end{array}\right] \vee \\
& \exists x_{1} y_{1} z_{1} \forall x_{1}^{\prime}\left[\begin{array}{l}
\left.G_{4}\left(x_{1}, y_{1}, z_{1}\right) \wedge \neg A_{6}\left(x_{1}^{\prime}\right) \wedge \neg A_{7}\left(x_{1}^{\prime}\right) \wedge y_{1} \approx c \wedge z_{1} \approx y_{1}\right] \vee \\
\exists x_{6} x_{7} x_{8}\left[B_{1}\left(x_{8}, x_{6}\right) \wedge B_{2}\left(x_{6}, x_{7}\right) \wedge B_{3}\left(x_{7}, x_{8}\right)\right]
\end{array}\right.
\end{aligned}
$$

## Chapter 7

## Querying for GNF and CGNF

In this chapter we focus on the querying in the guarded negation fragments.
Problem 8. Given a set $\Sigma$ of formulas GNF and/or CGNF and a union $q$ of $B C Q s$, does there exist a practical decision procedure that decides $\Sigma \vDash q$ ?

As for the saturation-based BCQ rewriting problem, we consider a more challenging problem, that is the back-translation of the saturation to a (clique) guarded negation formula.

Problem 9. Given a set $\Sigma$ of (clique) guarded negation formulas, a set D of ground atoms and a union q of BCQs, does there exist a (clique) guarded negation formula $\Sigma_{q}$ that is the negated back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$ such that $\Sigma \cup \mathrm{D} \mid=q$ if and only if $\mathrm{D} \mid=\Sigma_{q}$ ?

Note that in this chapter we consider BCQ as $B C Q$ with equality as equality is allowed in GNF and CGNF.

### 7.1 Clausifications for GNF and CGNF

## Transforming GNF to the $\mathbf{G Q}_{\approx}$ clausal class

Recall the definition of GNF from Section 2.1.
Definition 5. The guarded negation fragment (GNF) is a fragment of $F O L_{\approx}$ without functional symbols, inductively defined as follows:

1. $T$ and $\perp$ belong to $G N F$.
2. If $A$ is an atom, then $A$ belongs to $G N F$.
3. If $A$ and $B$ are atoms, then $A \vee B$ and $A \wedge B$ belong to $G N F$.
4. If $F$ belongs to $G N F$, then $\exists \bar{x} F$ belongs to $G N F$.
5. Let $F$ be a guarded negation formula and $G$ an atom. Then $G \wedge \neg F$ belongs to GNF if all free variables of $F$ belong to the variables of $G$.

We use the notation Trans ${ }^{\mathbf{G N F}}$ to denote our customised structural transformation for guarded negation formulas and a union of BCQs with equality. In the first step, the Trans ${ }^{\text {GNF }}$ process negates the given union of BCQs with equality, obtaining a set of $Q_{\approx}$ clauses. In the second step of the Trans ${ }^{\text {GNF }}$ process, guarded negation formula are transformed into clauses. We use the guarded negation formula

$$
F=E(x, y) \wedge \neg \exists u v w(E(x, u) \wedge E(u, v) \wedge E(v, w) \wedge E(w, y))
$$

as an example to show how the Trans ${ }^{\text {GNF }}$ process is performed.

1. Add existential quantifiers for all free variables in $F$, obtaining

$$
F_{1}=\exists x y(E(x, y) \wedge \neg \exists u v w(E(x, u) \wedge E(u, v) \wedge E(v, w) \wedge E(w, y))) .
$$

2. Apply the Trans rules to $F_{1}$, introducing fresh predicate symbols $P$ (and respective literals $P(\ldots)$ ) for all occurrences of the guarded negation pattern $G \wedge \neg F^{\prime}$ that occur in $F_{2}$, obtaining

$$
F_{2}=\left[\begin{array}{lll}
\exists x y( & P(x, y) & ) \wedge \\
\forall x y( & P(x, y) \rightarrow(E(x, y) \wedge \neg \exists u v w( & \\
& E(x, u) \wedge E(u, v) \wedge E(v, w) \wedge E(w, y)))
\end{array}\right] .
$$

We say that

- $\exists x y P(x, y)$ is the replacing formula of $F_{1}$, and
- $\forall x y(P(x, y) \rightarrow(E(x, y) \wedge \neg \exists u v w(E(x, u) \wedge E(u, v) \wedge E(v, w) \wedge E(w, y))))$ is the definition formula of $P$.

3. Apply the NNF rules to $F_{2}$ to transform it to negation normal form,
obtaining

$$
F_{3}=\left[\begin{array}{lll}
\exists x y( & P(x, y) & ) \wedge \\
\forall x y( & \neg P(x, y) \vee(E(x, y) \wedge \forall u v w( & \\
& \neg E(x, u) \vee \neg E(u, v) \vee \neg E(v, w) \vee \neg E(w, y))) & )
\end{array}\right] .
$$

4. Transform immediate subformulas (that are connected by conjunctions) of $F_{3}$ to prenex normal form and then apply the Skolem rule to these subformulas, eliminating their existential quantifications and existentially quantified variables. Then we obtain

$$
F_{4}=\left[\begin{array}{lll} 
& P(a, b) & \wedge \\
\forall x y u v w( & \neg P(x, y) \vee(E(x, y) \wedge( & \\
& \neg E(x, u) \vee \neg E(u, v) \vee \neg E(v, w) \vee \neg E(w, y))) & )
\end{array}\right] .
$$

5. Apply the CNF rules to $F_{4}$ to transform it to conjunctive normal form, and then drop all universal quantifiers. Finally we obtain a set of clauses:

$$
\left\{\begin{array}{l}
P(a, b), \\
\neg P(x, y) \vee E(x, y), \\
\neg P(x, y) \vee \neg E(x, u) \vee \neg E(u, v) \vee \neg E(v, w) \vee \neg E(w, y) .
\end{array}\right\}
$$

Unlike the Trans ${ }^{\mathbf{G F}}$ and the Trans ${ }^{\text {CGF }}$ processes, this Trans ${ }^{\mathbf{G N F}}$ process uses a more exhaustive structural transformation. In 2. of the Trans ${ }^{\text {GNF }}$ process, we abstract all occurrences of the guarded negation pattern in $F_{1}$, and this step is applied before $F_{1}$ is transformed to negation normal form. The current formula renaming process gives us a better picture of the clausal forms of guarded negation formulas, even though the essential step in 2. is renaming the (implicit and explicit) universally quantified formulas, which are in the form of the guarded negation $G(\bar{y}) \wedge \neg \exists \bar{x} \psi(\bar{x}, \bar{y})$. See details in the proofs of Lemma 7.1.

Definition 22. $A$ guarded clause with equality $(G \approx$ clause) $C$ is a simple and covering clause that may contain equality, satisfying the following conditions:

1. $C$ is either ground, or
2. $C$ is a positive and single-variable clause, or
3. $C$ contains a negative flat literal $\neg G$ satisfying $\operatorname{var}(C)=\operatorname{var}(G)$.

Definition 23. A query clause with equality $\left(\mathrm{Q}_{\approx}\right.$ clause) is a flat and negative clause that may contain inequality literals.

In 3. of Definition 24, the literal $\neg G$ is called the guard of the clause $C$. We use the notation $\mathrm{GQ}_{\approx}$ to denote the class of $\mathrm{G}_{\approx}$ clauses and $\mathrm{Q}_{\approx}$ clauses.

The $G_{\approx \text { clausal class strictly extends the guarded clausal class by allowing }}$ equality literals. Note that by simplifying the $\mathrm{G}_{\approx \text { clauses in which inequality }}$ literal are guards, one obtains flat and single variable clauses, as defined in 2. of Definition 22. For example, the $\mathrm{G}_{\approx}$ clause $x \not \approx y \vee A(x, y) \vee B(x, x)$ is immediately simplified as $A(x, x) \vee B(x, x)$. This simplification step is achieved by the E-Res rule, which is discussed in Lemma 7.8 from Section 7.3.

Note that in [GdN99, Definition 4.2], the clause C in 2. of Definition 22 is defined as 'a positive, non-functional, single-variable clause'. We relax this condition by defining $C$ as a single-variable clause, since $C$ may contain compound terms. For example, by the NNF, the Skolem and the CNF rules, the guarded negation formula $\neg \exists x(x \approx x \wedge \neg \exists y R(x, y)$ ) (or the guarded formula with equality $\forall x(x \approx x \rightarrow \exists y R(x, y)))$ is transformed into $R(x, f(x))$, which is not a positive, non-functional and single-variable clause. By the Trans ${ }^{\mathbf{G F}}$ and the Trans ${ }^{\text {GNF }}$ processes, one also obtains $R(x, f(x))$ from $\forall x(x \approx x \rightarrow \exists y R(x, y))$ and $\neg \exists x(x \approx x \wedge \neg \exists y R(x, y))$, respectively.

Lemma 7.1. The Trans ${ }^{\mathbf{G N F}}$ process transforms a guarded negation formula to a set of $G Q_{\approx}$ clauses.

Proof. Let $F$ be a guarded negation formula. In this proof, we show that how the Trans ${ }^{\text {GNF }}$ process transforms $F$ to a $\mathrm{GQ}_{\approx}$ clausal set.

By 2. of the Trans ${ }^{\mathrm{GNF}}$ process, we use predicate symbols $P_{1}$ and $P_{2}$ to abstract positive and negative occurrences of the guarded pattern in $F$, respectively. W.l.o.g. suppose $F^{\prime}$ is the replacing formula of $F, F_{1}=\forall \bar{x}\left(P_{1}(\bar{x}) \rightarrow G(\bar{x}) \wedge \neg F^{\prime}\right)$ is the definition formula of $P_{1}$ and $F_{2}=\forall \bar{x}\left(G(\bar{x}) \wedge \neg F^{\prime} \rightarrow P_{2}(\bar{x})\right)$ is the definition formula of $P_{2}$. Now we prove that by 3.-5. of the Trans ${ }^{\text {GNF }}$ process, $F^{\prime}, F_{1}$ and $F_{2}$ are transformed to $\mathrm{GQ}_{\approx}$ clauses. We distinguish cases of $F^{\prime}, F_{1}$ and $F_{2}$ as follows.
i.: Consider $F^{\prime}$. By the facts that $F^{\prime}$ is obtained by abstracting all guarded negation pattern from $F$ and the universal quantifications in the $F$ are only expressed by the guarded negation pattern $G(\bar{y}) \wedge \neg \exists \bar{x} \psi(\bar{x}, \bar{y})$, $F^{\prime}$ contains
no universal quantifications. Hence $F^{\prime}$ is an existentially quantified sentence containing only flat and positive literals. Hence, by 4 . of the Trans ${ }^{\text {GNF }}$ process, $F^{\prime}$ is Skolemised to a (set of) flat and ground clause (if conjunctions occur in $F^{\prime}$ ), which satisfies 1. of the Definition 22. Hence, $F^{\prime}$ is a $\mathrm{G}_{\approx}$ clause.
ii.: Consider $F_{1}$. By 3. of the Trans ${ }^{\mathbf{G N F}}$ process, $\forall \bar{x}\left(P_{1}(\bar{x}) \rightarrow G(\bar{x}) \wedge \neg F^{\prime}\right)$ is transformed to $\neg P_{1}(\bar{x}) \vee G(\bar{x})$ and $\neg P_{1}(\bar{x}) \vee \neg F^{\prime}$. Immediately $\neg P_{1}(\bar{x}) \vee$ $G(\bar{x})$ is a $\mathrm{G}_{\approx \text { clause. Now consider } \neg P_{1}(\bar{x}) \vee \neg F^{\prime} \text {. By i., } F^{\prime} \text { is an existentially }{ }^{\text {. }} \text {. }}$ quantified sentence containing only flat and positive literals, hence $\neg F^{\prime}$ is a universally quantified sentence containing only flat and negative literals. Since the existentially quantified variables in $F^{\prime}$ are universally quantified variables in $\neg F^{\prime}, \neg F^{\prime}$ may contain more variables than $\bar{x}$. By 3.-5. of the Trans ${ }^{\mathbf{G N F}}$ process, $\neg P(\bar{x}) \vee \neg F^{\prime}$ is transformed into either a $\mathrm{Q}_{\approx}$ clause (if no conjunction occurs in $\neg F^{\prime}$ ), or a set of $\mathrm{Q}_{\approx}$ clauses (if conjunctions occur in $\neg F^{\prime}$ ).
iii.: Consider $F_{2}$. By 3. of the Trans ${ }^{\mathbf{G N F}}$ process, $\forall \bar{x}\left(G(\bar{x}) \wedge \neg F^{\prime} \rightarrow P_{2}(\bar{x})\right)$ is transformed to $\forall \bar{x}\left(\neg G(\bar{x}) \vee F^{\prime} \vee P_{2}(\bar{x})\right)$. W.l.o.g. suppose $\forall \bar{x}\left(\neg G(\bar{x}) \vee F^{\prime} \vee P_{2}(\bar{x})\right)$ is transformed to $C$ (if no conjunction occurs in $F^{\prime}$ ), or transformed to $C_{1}, \ldots, C_{n}$ (if conjunctions occur in $F^{\prime}$ ). For each $C_{i}$ in $C_{1}, \ldots, C_{n}, \neg G(\bar{x})$ is the guard. The existential quantified variables in $F^{\prime}$ are skolemised into $f(\bar{x})$ where $f$ is a Skolem function. Hence $C_{i}$ is covering. By the fact that $F_{2}$ contains no function symbols, $C_{i}$ is simple. By 3. in Definition 22, $C_{i}$ is a $\mathrm{G}_{\approx}$ clause. Note that if an equality literal $x \not \approx y$ is the only guard in a flat $C_{i}$, then by the equality resolution rule, $x \not \approx y \vee F^{\prime} \vee P(x, y)$ is simplified into positive, flat and singlevariable clauses $F^{\prime} \vee P(x, x)$. By 2. of Definition 22, $C_{i}$ is a $\mathrm{G}_{\approx}$ clause.

Theorem 7.1. The Trans ${ }^{\text {GNF }}$ process reduces the problem of BCQ answering for GNF to that of deciding satisfiability of the $G Q_{\approx}$ clausal class.

Proof. By Lemma 6.2 and the fact that the Trans ${ }^{\mathbf{G N F}}$ process transforms a union of BCQs to a set of query clauses.

## Transforming CGNF to the $\mathrm{LGQ}_{\approx}$ clausal class

Next, we present the structural transformation that transforms clique guarded negation formulas, with a detailed example.

Recall the definition of CGNF from Section 2.1.
Definition 6. The clique guarded negation fragment (CGNF) is a fragment of $F O L \approx$ without functional symbols, inductively defined as follows:

1. T and $\perp$ belong to $C G N F$.
2. If $A$ is an atom, then $A$ belongs to CGNF.
3. If $A$ and $B$ are atoms, then $A \vee B$ and $A \wedge B$ belong to $C G N F$.
4. If $F$ belongs to CGNF, then $\exists \bar{x} F$ belongs to CGNF.
5. Let $F$ be a clique guarded negation formula and $\mathbb{G}(\bar{x}, \bar{y})$ a conjunction of atoms. Let $\bar{z}$ denote the free variables of $F$. Then $\exists \bar{x} G(\bar{x}, \bar{y}) \wedge \neg F$ belongs to CGNF if
(a) $\bar{z}$ is a subset of $\bar{y}$, and
(b) each variable in $\bar{x}$ occurs in only one atom of $\mathbb{G}(\bar{x}, \bar{y})$, and
(c) each pair of distinct variables in $\bar{y}$ co-occurs in an atom of $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y})$.

We use the notation Trans ${ }^{\text {CGNF }}$ to denote the procedure of transforming clique guarded negation formulas and a union of BCQs with equality. The Trans ${ }^{\text {CGNF }}$ process first negates the given union of BCQs with equality, obtaining a set of $Q_{\approx}$ clauses. In the second step, the Trans ${ }^{\text {CGNF }}$ process transform clique guarded negation formulas to their clausal normal forms. We use the clique guarded negation formula

$$
F=\left[\begin{array}{cl}
\neg \exists x_{1} x_{2} x_{3}( & \exists y_{1} y_{2}\left(A_{1}\left(x_{1}, x_{2}, y_{1}\right) \wedge A_{1}\left(x_{2}, x_{3}, y_{2}\right) \wedge A\left(x_{1}, x_{3}\right)\right) \wedge \\
\neg \exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right)
\end{array}\right] .
$$

to show the computation of the Trans ${ }^{\text {CGNF }}$ process, given as follows. Note that $F$ is implicitly (clique) guarded by $T$.

1. Add existential quantifications for free variables in $F$, and then apply the Miniscoping rules to the clique guards of $F$, obtaining

$$
F_{1}=\left[\begin{array}{cl}
\neg \exists x_{1} x_{2} x_{3}( & \exists y_{1} A_{1}\left(x_{1}, x_{2}, y_{1}\right) \wedge \exists y_{2} A_{1}\left(x_{2}, x_{3}, y_{2}\right) \wedge A\left(x_{1}, x_{3}\right) \wedge \\
\neg \exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right)
\end{array}\right] .
$$

2. Apply the Trans rules to $F_{1}$, introducing fresh predicate symbols $P$ (and respective literals $P(\ldots)$ ) to replace the clique guarded negation patterns $\exists \bar{x} \mathbb{G}(\bar{x}, \bar{y}) \wedge \neg F^{\prime}$ in $F_{1}$, obtaining

$$
F_{2}=\left[p \wedge\left(\neg \exists x_{1} x_{2} x_{3} P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p\right) \wedge F_{2}^{\prime}\right]
$$

where

$$
\begin{aligned}
F_{2}^{\prime}= & \forall x_{1} x_{2} x_{3}\left(\left(\exists y_{1} A_{1}\left(x_{1}, x_{2}, y_{1}\right) \wedge \exists y_{2} A_{1}\left(x_{2}, x_{3}, y_{2}\right) \wedge A\left(x_{1}, x_{3}\right) \wedge\right.\right. \\
& \left.\left.\neg \exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right)\right) \rightarrow P\left(x_{1}, x_{2}, x_{3}\right)\right) .
\end{aligned}
$$

We say that

- $p$ is the replacing formula of $F_{1}$, and
- $\neg \exists x_{1} x_{2} x_{3} P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p$ and $F_{2}^{\prime}$ are the definition formulas of $p$ and $P$, respectively.

3. Apply the NNF rules to $F_{2}$ to transform it to negation normal form, obtaining

$$
F_{3}=\left[p \wedge\left(\neg \exists x_{1} x_{2} x_{3} P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p\right) \wedge F_{3}^{\prime}\right]
$$

where

$$
\begin{aligned}
F_{3}^{\prime}= & \forall x_{1} x_{2} x_{3}\left(\forall y_{1} \neg A_{1}\left(x_{1}, x_{2}, y_{1}\right) \vee \forall y_{2} \neg A_{1}\left(x_{2}, x_{3}, y_{2}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee\right. \\
& \left.\exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right)\right)
\end{aligned}
$$

4. Apply the Trans rules to $F_{3}$, introducing fresh predicate symbols $P^{\prime}$ (and respective negative literals $\neg P^{\prime}(\ldots)$ ) to replace universally quantified formulas in the clique guards of $F_{3}$, obtaining

$$
F_{4}=\left[\begin{array}{lll} 
& p \wedge & \\
\left(\neg \exists x_{1} x_{2} x_{3}\right. & \left.P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p\right) \wedge & \\
\forall x_{1} x_{2} x_{3}( & \neg P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee \exists x_{4}( & \\
& \left.B\left(x_{1}, x_{2}, x_{4}\right) \wedge B\left(x_{2}, x_{3}, x_{4}\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right) & ) \wedge \\
\forall x_{1} x_{2}( & P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \forall y_{1} \neg A_{1}\left(x_{1}, x_{2}, y_{1}\right) & ) \wedge \\
\forall x_{2} x_{3}( & P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \forall y_{2} \neg A_{1}\left(x_{2}, x_{3}, y_{2}\right) & )
\end{array}\right] .
$$

We say that

- $\forall x_{1} x_{2} x_{3}\left(\neg P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee \exists x_{4}\left(B\left(x_{1}, x_{2}, x_{4}\right) \wedge\right.\right.$ $\left.\left.B\left(x_{2}, x_{3}, x_{4}\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right)\right)$ is the replacing formula of $F_{3}^{\prime}$.
- $\forall x_{1} x_{2}\left(P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \forall y_{1} \neg A_{1}\left(x_{1}, x_{2}, y_{1}\right)\right)$ is the definition formula of $P_{1}^{\prime}$.
- $\forall x_{2} x_{3}\left(P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \forall y_{2} \neg A_{1}\left(x_{2}, x_{3}, y_{2}\right)\right)$ is the definition formula of $P_{2}^{\prime}$.

5. Transform formulas in $F_{4}$ to prenex normal form, and then apply Skolemisation using a Skolem function symbol $f$, obtaining

$$
F_{5}=\left[\begin{array}{lll} 
& p \wedge F_{5}^{\prime} & \wedge \\
\forall x_{1} x_{2} x_{3} & \neg P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p & \wedge \\
\forall x_{1} x_{2} y_{1}( & P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{2}, y_{1}\right) & ) \wedge \\
\forall x_{2} x_{3} y_{2}( & P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A_{1}\left(x_{2}, x_{3}, y_{2}\right) & )
\end{array}\right] .
$$

where

$$
\begin{aligned}
F_{5}^{\prime}= & \forall x_{1} x_{2} x_{3}\left(\neg P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee\right. \\
& \left.\left(B\left(x_{1}, x_{2}, f\left(x_{1}, x_{2}, x_{3}\right)\right) \wedge B\left(x_{2}, x_{3}, f\left(x_{1}, x_{2}, x_{3}\right)\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right)\right)
\end{aligned}
$$

6. Finally, apply the CNF rules to $F_{5}$ to transform it to conjunctive normal form and drop all universal quantifiers, obtaining a clausal set

$$
\begin{aligned}
& p, \quad \neg P\left(x_{1}, x_{2}, x_{3}\right) \vee \neg p, \\
& P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg A_{1}\left(x_{1}, x_{2}, y_{1}\right), \quad P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A_{1}\left(x_{2}, x_{3}, y_{2}\right), \\
& \neg P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee B\left(x_{1}, x_{2}, f\left(x_{1}, x_{2}, x_{3}\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right), \\
& \neg P_{1}^{\prime}\left(x_{1}, x_{2}\right) \vee \neg P_{2}^{\prime}\left(x_{2}, x_{3}\right) \vee \neg A\left(x_{1}, x_{3}\right) \vee B\left(x_{2}, x_{3}, f\left(x_{1}, x_{2}, x_{3}\right)\right) \vee P\left(x_{1}, x_{2}, x_{3}\right)
\end{aligned}
$$

By the Trans ${ }^{\mathbf{C G N F}}$ process, a clique guarded negation formula is transformed into a set of loosely guarded clauses with equality and query clauses with equality. The loosely guarded clauses with equality are formally defined as follows.

Definition 24. A loosely guarded clause with equality ( $\mathrm{LG} \approx$ clause) $C$ is a simple and covering clause that may contain equality, satisfying the following conditions:

1. $C$ is either ground, or
2. $C$ is a positive and single-variable clause, or
3. $C$ contains a negative flat subclause $\neg G_{1} \vee \ldots \vee \neg G_{n}$ such that each variable pair in $C$ co-occurs in a literal of $\neg G_{1} \vee \ldots \vee \neg G_{n}$.

In 3. Definition 24, the negative flat subclause $\neg G_{1} \vee \ldots \vee \neg G_{n}$ is call the loose guard of the clause C.

We use the notation $L G Q_{\approx}$ to denote the class of $L G_{\approx}$ clauses and $Q_{\approx}$ clauses. The Trans ${ }^{\text {CGNF }}$ process transforms a clique guarded negation formula to a set of $L G Q_{\approx}$ clauses, formally stated as:

Lemma 7.2. Applying the Trans ${ }^{\text {CGNF }}$ process to a clique guarded negation formula transforms it to a $L G Q_{\approx}$ clausal set.

Proof. Suppose $F$ is a clique guarded negation formula. Suppose that in 2. of the Trans ${ }^{\text {CGNF }}$ process, $F^{\prime}$ is the replacing formula for $F$, and $F_{1}$ and $F_{2}$ are the definition formulas for $\forall \bar{x}\left(P_{1}(\bar{x}) \rightarrow \exists \bar{y} G(\bar{x}, \bar{y}) \wedge \neg F^{\prime}\right)$ and $\forall \bar{x}\left(\exists \bar{y} G(\bar{x}, \bar{y}) \wedge \neg F^{\prime} \rightarrow\right.$ $P_{1}(\bar{x})$ ) with $P_{1}$ and $P_{2}$ fresh predicate symbols, respectively. By the fact that $F^{\prime}$ is an existentially quantified sentence containing only flat and positive literals, 3.-6. in the Trans ${ }^{\text {CGNF }}$ process transform $F^{\prime}$ into a ground and flat clause (if no conjunction occurs in $F^{\prime}$ ), or a set of ground and flat clauses (if conjunctions occur in $F^{\prime}$ ). In either case, $F^{\prime}$ is transformed into $\mathrm{LGQ}_{\approx}$ clauses. Now we distinguish cases of $F_{1}$ and $F_{2}$.
$F_{1}$ : By 3.-4. of the Trans ${ }^{\text {CGNF }}$ process, $F_{1}$ is transformed into $\neg P_{1}(\bar{x}) \vee$ $\exists \bar{y} \mathbb{G}(\bar{x}, \bar{y})$ and $\neg P_{1}(\bar{x}) \vee \neg F^{\prime}$. We first consider $\neg P_{1}(\bar{x}) \vee \neg F^{\prime}$. By the fact that $F^{\prime}$ is an existentially quantified sentence containing only flat and positive literals, $\neg F^{\prime}$ is a universally quantified sentence containing only flat and negative literals. Then $\neg P_{1}(\bar{x}) \vee \neg F^{\prime}$ is transformed into a (set of) $\mathrm{Q}_{\approx}$ clauses (if conjunctions occur in $\neg F^{\prime}$ ). Next, we consider $\neg P_{1}(\bar{x}) \vee \exists \bar{y} \mathbb{G}(\bar{x}, \bar{y})$. Since $\exists \bar{y} \mathbb{G}(\bar{x}, \bar{y})$ is a conjunction of atoms, the CNF rules transform $\neg P_{1}(\bar{x}) \vee \exists \bar{y} \mathbb{G}(\bar{x}, \bar{y})$ into a set of clauses. Suppose $C$ is one of these clauses. Then for each existential quantified variable $y$ in $C$ (if $y$ exists), the prenex normal form and then applying the Skolem rule transform $y$ to a compound term $f(\bar{x})$ where $f$ is a Skolem symbol. Hence, $C$ is covering. By the fact that $\neg P_{1}(\bar{x}) \vee \exists \bar{y} \mathbb{G}(\bar{x}, \bar{y})$ contains no function symbol, $C_{1}$ is simple. By the definition of structural transformation, $\neg P_{1}(\bar{x})$ is the guard for $C$. Hence $C$ is an $L G Q_{\approx}$ clause.
$F_{2}$ : By 3. of the Trans ${ }^{\mathbf{C G N F}}$ process, $F_{2}$ is transformed into $\forall \bar{x}(\forall \bar{y} \neg \mathbb{G}(\bar{x}, \bar{y}) \vee$ $F^{\prime} \vee P_{1}(\bar{x})$ ). Suppose 4 . of the Trans ${ }^{\mathbf{C G N F}}$ process introduce a predicate symbol $P^{\prime}$. W.l.o.g. further suppose $\forall y \neg L(x, y)$ is a literal in $\forall \bar{y} \neg \mathbb{G}(\bar{x}, \bar{y})$ where $x \in \bar{x}$ and $y \in \bar{y}$, and $F_{2}^{\prime}$ is the replacing formula of $F_{2}$, and $P^{\prime}(x) \vee \neg L(x, y)$ is the definition of $P^{\prime}(x)$. Then immediately $P^{\prime}(x) \vee \neg L(x, y)$ is an $\mathrm{LGQ}_{\approx}$ clause. We use $\forall \bar{x}\left(\neg \mathbb{G}_{1}(\bar{x}) \vee F^{\prime} \vee P_{1}(\bar{x})\right)$ to denote $F_{2}^{\prime}$, and hence $F_{2}^{\prime}$ can be presented as

$$
\forall \bar{x}\left(\neg G_{1}(\ldots) \vee \ldots \vee \neg P^{\prime}(\ldots) \ldots \vee \neg G_{n}(\ldots) \vee F^{\prime} \vee P_{1}(\bar{x})\right),
$$

where $\neg G_{1}(\ldots) \vee \ldots \vee \neg P^{\prime}(\ldots) \ldots \vee \neg G_{n}(\ldots)$ represents $\neg \mathbb{G}_{1}(\bar{x})$. Note that $F^{\prime}$ is an existentially quantified sentence containing only flat and positive literals.

If there exists conjunctions in $F^{\prime}$, then the CNF rules transform $F_{2}^{\prime}$ to a set of clauses. Suppose $C$ is one of these clauses. By Definition 6, the set of negative literals $\neg \mathbb{G}_{1}(\bar{x})$ is the loose guard of $C$. For any existential quantified variable in $F^{\prime}$, it is skolemised into a compound term containing variables $\bar{x}$, hence $C$ is covering. As $\forall \overline{x y}\left(\neg \mathbb{G}_{1}(\bar{x}, \bar{y}) \vee F^{\prime} \vee P_{1}(\bar{x})\right)$ contains no function symbols, $C$ is simple. Hence $C$ is an $L G Q_{\approx}$ clause.

One can also use the Sep rule to handle existential quantifications in the clique guard of clique guarded negation formulas. This fact follows from the discussion for the Trans ${ }^{\text {CGF }}$ process, from Section 6.1.

Now we give the main result of this section.
Theorem 7.2. The Trans ${ }^{\text {CGNF }}$ process reduces the problem of $B C Q$ answering for CGNF to that of deciding satisfiability of the $L G Q_{\approx}$ clausal class.

Proof. By Lemma 7.2 and the fact that Trans ${ }^{\mathbf{C G N F}}$ process transforms a union of $B C Q s$ to $Q_{\approx}$ clauses.

The $\mathrm{LGQ}_{\approx}$ clausal class strictly subsumes the $\mathrm{GQ}_{\approx}$ clausal class, since by restricting the number of literals in a loose guard in $\mathrm{LGQ}_{\approx}$ clauses to one, one obtains a $\mathrm{GQ}_{\approx}$ clause. Hence in the next sections, we focus on deciding satisfiability of the $\mathrm{LGQ}_{\approx}$ clausal class.

### 7.2 The superposition-based top-variable system

In this section, we first give the basis of a saturation-based superposition inference system. Then based on this system, we given the superposition-based top-variable system, specifically devised for deciding satisfiability of the $\mathrm{LGQ}_{\approx}$ clausal class.

## A saturation-based superposition inference system

We use the notation T-Inf $\approx$ to denote our superposition-based P-Res system for first-order clausal logic with equality.

The $\mathbf{I n f}_{\approx}$ system is the combination of the Deduce, the E-Fact, the E-Res and the Para rules from the $\mathbf{S a t u}_{\approx} \approx$ system (from Section 3.4) and the P-Res, the Fact, the Delete rules from the Inf system (from Section 4.2). In particular admissible orderings $>$ are extended to the multiset ordering $>^{m}$ as follows.

Non-equational literals $P\left(t_{1}, \ldots, t_{n}\right)$ are treated as $P\left(t_{1}, \ldots, t_{n}\right) \approx \mathbf{t t}$ where $\mathbf{t t}$ is a distinguished constant. By $>$ it is always the case that $\mathfrak{t t}$ is the minimal constant. Positive equality literals $s \approx t$ are regard as $\{s, t\}$ and negative equality literals $s \not \approx t$ are regard as $\{s, t, \mathbf{t t}\}$, respectively. This extension is also given in the paramodulation calculus in Section 3.4.

Recall the $\mathbf{S a t u}_{\approx}$ system from Section 3.4. A derivation is computed using
The Deduce rule (for clauses with equality)

$$
\frac{N}{N \cup\{C\}}
$$

if $C$ is a conclusion of either the Fact, or the P-Res, or the E-Fact, or the E-Res or the Para rule of clauses in $N$.

Conclusions of the equality factoring rule is computed using

## The E-Fact rule

$$
\frac{t_{1} \approx u \vee t_{2} \approx v \vee D}{\left(u \not \approx v \vee t_{1} \approx v \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D$ and $\left(t_{1} \approx u\right) \sigma$ is $>^{m}$-maximal with respect to $\left(t_{2} \approx v \vee D\right) \sigma$.
2. $u \sigma \nsucceq t_{1} \sigma$.
3. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.

Conclusions of the equality resolution rule is computed using

## The E-Res rule

$$
\frac{t_{1} \not \not t_{2} \vee D}{D \sigma}
$$

if the following conditions are satisfied.

1. Either $\left(t_{1} \not \not \not t_{2}\right) \sigma$ is selected or it is $>^{m}$-maximal with respect to $D \sigma$.
2. $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$.

Conclusions of the ordered paramodulation rule is computed using

## The Para rule

$$
\frac{t_{1} \approx u \vee D_{1} \quad L\left[t_{2}\right] \vee D_{2}}{\left(L[u] \vee D_{1} \vee D_{2}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D_{1} \sigma$ and $\left(t_{1} \approx u\right) \sigma$ is strictly $>^{m}$-maximal with respect to $D_{1} \sigma$.
2. If $L\left[t_{2}\right]$ is positive, $L\left[t_{2}\right] \sigma$ is strictly $>^{m}$-maximal with respect to $D_{2} \sigma$, or else $L\left[t_{2}\right] \sigma$ is either selected or $>^{m}$-maximal with respect to $D_{2} \sigma$.
3. $t_{2}$ is not a variable.
4. $u \sigma \nsucceq t_{1} \sigma$.
5. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.
6. Premises are variable disjoint.

Recall that in the Para rule, the premises $t_{1} \approx u \vee D_{1}$ and $L\left[t_{2}\right] \vee D_{2}$ are called the left premise and the right premise, respectively.

Theorem 7.3. The Inf $\approx$ system is sound and refutationally complete for general firstorder clausal logic with equality.

Proof. By Theorems 3.4 and 4.2.

## The top-variable superposition system

In this section, we give a new top-variable refinement and a new superpositionbased top-variable inference system for the $L G Q_{\approx}$ clauses. We use the notation T-Ref ${\underset{\sim}{\sim}}^{\text {LGQ }}{ }_{\sim}^{\sim}$ to denote this new superposition-based top-variable refinement, and use the notation $\mathbf{T}-\mathbf{I n f}_{\approx}{ }^{\text {LGQ }} \mathbf{Q}_{\sim}$ to denote the $\mathbf{I n f}_{\approx} \approx$ system endowed with the T-Ref ${ }_{\approx}$ LGQ $_{\sim}{ }^{\text {refinement. }}$

Like the $\mathbf{T}-\operatorname{Ref}^{\mathrm{GQ}}$ and the $\mathbf{T}-\operatorname{Ref}^{\mathrm{LGQ}}$ refinements, the $\mathbf{T}-\operatorname{Ref}_{\approx}{ }_{\sim}^{\mathrm{LGQ}}{ }_{\sim}$ refinement uses any admissible ordering with a precedence in which function symbols are larger than constant, which are larger than predicate symbols. With this precedence, a lexicographic path ordering $>_{l p o}$ is used as an example. However, unlike the $\mathbf{T}-\operatorname{Ref}^{\mathrm{GQ}}$ and the $\mathbf{T}-\operatorname{Ref}^{\mathrm{LGQ}}$ refinements, the $\mathbf{T}-\operatorname{Ref}_{\approx}^{\mathrm{LGQ}}{ }_{\sim}$ refinement extends $>_{l p o}$ with a multiset ordering to consider equality literals, which is given in the previous section. We use $>_{l p o}^{m}$ to denote this ordering refinement.

Algorithm 17 determines the eligible literal, or the P-Res eligible literals (with respect to a Res inference step), to an $L G Q_{\approx}$ clause.

```
Algorithm 17: Determining the (P-Res) eligible literals for LGQ}\approx\mathrm{ clauses
    Input: A LGQ}\approx\approx clausal set N and a clause C in 
    Output: The (P-Res) eligible literals in C
    if C is a ground clause then
        return Max(C)
    else if C has negatively occurring compound-term literals then
        return SelectNC(C)
    else if C has positively occurring compound-term literals then
        return Max(C)
    else if C contains negatively occurring equality literals then
    return SelectNE(C)
    else if C is a flat and single-variable positive clause then
    return Max(C)
    else return PResT(N,C)
```

Different from the T-Ref ${ }^{\text {LGQ }}$ refinement, the $\mathbf{T}-\operatorname{Ref}_{\approx}{ }^{\text {LGQ }}{ }_{\sim}^{\sim}$ refinement (Lines 710) considers LGQ clauses with equality literals occurring. The following functions are new to find eligible literals in the $L G Q_{\approx}$ clauses.

- $\operatorname{Max}(C)$ returns the (strictly) $\succ_{l p o}^{m}$-maximal literal with respect to the clause $C$.
- SelectNE(C) selects one of the inequality literals in the clause $C$.

In the $\mathbf{T}-\operatorname{Ref}^{\mathrm{LGQ}}{ }_{\sim}^{\sim}$ refinement, one can use a priori checking for the (strictly) maximal literals. This statement is formally supported by:

Lemma 7.3. Under the restrictions of the $\boldsymbol{T}-\operatorname{Ref}^{L G Q_{\sim}}$ refinement, if an eligible literal $L$
 $\geq_{\text {lpo }}^{m}$-maximal with respect to $C \sigma$, for any substitution $\sigma$.

Proof. By the covering property of $\mathrm{LGQ}_{\approx}$ clauses and Lemma 4.6.
Theorem 7.4. The T-Inf ${\underset{\sim}{\sim}}^{\text {LGQ }}{ }_{\sim}^{\sim}$ system is sound and refutationally complete for general first-order clausal logic with equality.

Proof. By Theorem 7.3 and the fact that the T-Ref ${ }^{\mathrm{LGQ}_{\sim}}$ refinement consists of admissible orderings with selection functions, and a specific form of the $\mathbf{P}$-Res rule (the top-variable resolution rule).

### 7.3 Deciding the $\operatorname{LGQ}_{\approx}$ clausal class

## Deciding satisfiability of the $\mathbf{L G}_{\approx}$ clausal class

In this section, our aim is to prove that the $\mathbf{T}$ - $\operatorname{Inf}_{\approx}{ }^{\text {LGQ }}{ }_{\sim}^{\sim}$ system decides satisfiability of the $\mathrm{LG} \approx$ clausal class. In particular we focus on the inference steps that are not included in the result from Section 6.3, i.e. the applications of the Fact and the P-Res rules to flat, single-variable and positive $L G_{\approx}$ clauses, and the applications of the E-Fact, the E-Res or the Para rules to $L G_{\approx}$ clauses.

We investigate the applications of the Fact rule to $\mathrm{LG} \approx$ clauses, starting with the following supporting lemma.

Lemma 7.4. Let $C=D \vee B$ be an $L G \approx$ clause with $B$ a compound-term literal. Let $\sigma$ be a substitution that substitutes all variables in $C$ with either constants or variables. Then $D \sigma$ is an $L G_{\approx}$ clause.

Proof. When $C$ is a single-variable positive clause, the statement trivially holds. The results for the rest of cases of $C$ can be obtained by adapting 'guarded clauses' to 'LG $G \approx$ clauses' in Lemma 4.12.

Now we consider the conclusions of applying the Fact rule to $L G_{\approx}$ clauses.
Lemma 7.5. Applying the Fact rule (endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q_{\sim}}$ refinement) to $L G_{\approx}$ clauses derives $L G_{\approx}$ clauses.

Proof. When $C$ is a positive single-variable clause, this lemma trivially holds. By Lemma 7.4, the results of rest of cases follow from Lemma 6.7.

Next we consider the application of the E-Fact rule to $L G_{\approx}$ clauses.
Lemma 7.6. Applying the $E$-Fact rule (endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q_{\sim}}$ refinement) to $L G_{\approx}$ clauses derives $L G_{\approx}$ clauses.

Proof. Recall the E-Fact rule (with a priori checking for maximality and the T-Ref ${ }^{L G Q_{\sim}}$ refinement).

$$
\frac{t_{1} \approx u \vee t_{2} \approx v \vee D}{\left(u \not \approx v \vee t_{1} \approx v \vee D\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D$ and $t_{1} \approx u$ is $>_{l p o}^{m}$-maximal with respect to $t_{2} \approx v \vee D$.
2. $u \not ¥_{l p o}^{m} t_{1}$.
3. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.

In the application of the E-Fact rule, suppose an $L G_{\approx}$ clause $C$ is the premise $t_{1} \approx u \vee t_{2} \approx v \vee D$ and $C^{\prime}$ is the conclusion $\left(u \not \approx v \vee t_{1} \approx v \vee D\right) \sigma$ where $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$. By Algorithm 17, C satisfies either Line 1, or 5 or 9 . We distinguish these cases.

Line 1: When $C$ is ground and simple, it is immediate that $C^{\prime}$ is ground and simple. Thus $C^{\prime}$ is an $L G_{\approx}$ clause.

Line 5: The premise $C$ contains positively occurring compound-term literals, and no negatively occurring compound-term literals. Now suppose $C$ is a single-variable, positive compound-term clause. By Lemma 4.5 and 1.-2. of the E-Fact rule, $t_{1}$ is a compound term. By the covering property and 3. of the E-Fact rule, $t_{2}$ is a compound term. Then by 1.-2. of the E-Fact rule, $u$ and $v$ are variables. By the fact that $C$ is a single-variable clause, $\sigma$ is void and then $C^{\prime}$ is a single-variable $L G_{\approx}$ clause with the loose guard $u \not \approx v$. Hence, $C^{\prime}$ is an $L G_{\approx}$ clause. Next suppose $C$ is an $L G_{\approx}$ clause satisfying 3. of Definition 24. By Lemma 4.5 and 1.-2. of the E-Fact rule, $t_{1}$ is a compound term. By the fact that in a covering clause $C$, the presence of a ground compound in $C$ means that $C$ is ground, $t_{1}$ is a non-ground compound term. By the covering property, $t_{1}$ and $t_{2}$ are both non-ground compound terms, otherwise they are not unifiable. Suppose in $C, \mathbb{G}$ is the loose guard, $L$ is a literal and $t$ is a compound term. By Definition $24, t_{1} \approx u$ and $t_{2} \approx v$ are simple and covering such that $\operatorname{var}\left(t_{1} \approx u\right)=\operatorname{var}\left(t_{2} \approx v\right)=\operatorname{var}(C)$. By Lemma 4.10, $\left(t_{1} \approx u\right) \sigma$ and $\left(t_{2} \approx v\right) \sigma$ are simple. Then $\left(u \not \approx v \vee t_{1} \approx v\right) \sigma$ is simple. By 1. in Lemma 4.11 and the facts that $L$ is simple and $\operatorname{var}(L) \subseteq \operatorname{var}\left(t_{1} \approx u\right), L \sigma$ is simple. This mean all literals in $C^{\prime}$ is simple, hence $C^{\prime}$ is simple. By the covering property, $\operatorname{var}(C)=\operatorname{var}\left(t_{1}\right)=\operatorname{var}(t)$. By 3. in Lemma 4.11, $\operatorname{var}(C \sigma)=\operatorname{var}\left(t_{1} \sigma\right)=\operatorname{var}(t \sigma)$.

Hence $C^{\prime}$ is covering. By 3 . of the E-Fact rule and the facts that $t_{1}$ and $t_{2}$ are flat non-ground compound terms such that $\operatorname{var}\left(t_{1}\right)=\operatorname{var}\left(t_{2}\right)$, the $\mathrm{mgu} \sigma$ substitutes variables in $C$ with either variables or constants. Then by the fact that $\operatorname{var}(\mathbb{G})=\operatorname{var}(C), \operatorname{var}(\mathbb{G} \sigma)=\operatorname{var}(C \sigma)$ and $\mathbb{G} \sigma$ is flat, hence $C \sigma$ is loosely guarded by $\mathbb{G} \sigma$. Then $C^{\prime}$ is an $L G_{\approx}$ clause.

Line 9: The premise $C$ is a positive single-variable clause. When $C$ is flat, the statement trivially holds.

Next we look at the conclusions of applying the Para rule to $\mathrm{LG} \approx$ clauses.
Lemma 7.7. Applying the Para rule (endowed with the $T$-Ref ${ }^{L G Q_{\sim}}$ refinement) to $L G_{\approx}$ clauses derives $L G_{\approx}$ clauses.

Proof. Recall the Para rule with a priori checking for maximality and the T$\operatorname{Ref}^{\mathrm{LG} Q_{\sim}}$ refinement.

$$
\frac{t_{1} \approx u \vee D_{1} \quad L\left[t_{2}\right] \vee D_{2}}{\left(L[u] \vee D_{1} \vee D_{2}\right) \sigma}
$$

if the following conditions are satisfied.

1. Nothing is selected in $D_{1}$ and $\left(t_{1} \approx u\right)$ is strictly $\rangle_{l p o}^{m}$-maximal with respect to $D_{1}$.
2. If $L\left[t_{2}\right]$ is positive, $L\left[t_{2}\right]$ is strictly $\rangle_{l p o}^{m}$-maximal with respect to $D_{2}$, or else $L\left[t_{2}\right]$ is either selected or $>_{l p o}^{m}$-maximal with respect to $D_{2}$.
3. $t_{2}$ is not a variable.
4. $u \not ¥_{l p o}^{m} t_{1}$.
5. $\sigma=\mathrm{mgu}\left(t_{1} \doteq t_{2}\right)$.
6. Premises are variable disjoint.

Suppose $\mathrm{LG} \approx$ clauses $C_{1}=t_{1} \approx u \vee D_{1}$ and $C_{2}=L\left[t_{2}\right] \vee D_{2}$ are the premises in an application of the Para rule, producing a conclusion $C^{\prime}=\left(L[u] \vee D_{1} \vee D_{2}\right) \sigma$ with $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$. By Algorithm 14, $C_{1}$ satisfies either Line 1, or Line 5 or Line 9, and $C_{2}$ satisfies either Line 1 , or Line 3 , or Line 5, Line 7 or Line 9. We distinguish cases of $C_{1}$

Line 1: Suppose $C_{1}$ is a ground and simple clause. By 1. and 3. of the Para rule, $t_{1}$ is either a constant or a ground and flat compound term. Suppose $t_{1}$
is a ground compound term. By 3. of the Para rule and the fact that $t_{1}$ and $t_{2}$ are unifiable, $t_{2}$ is a compound term. Since $t_{1}$ is ground, $\sigma$ substitutes all variables of $t_{2}$ by constants. By the covering property, $\operatorname{var}\left(t_{2}\right)=\operatorname{var}\left(C_{2}\right)$. Hence $\sigma$ substitutes all variables of $C_{2}$ by constants. Then $C^{\prime}$ is a simple and ground clause, namely is an $L G \approx$ clause. Next suppose $t_{1}$ is a constant. By 1. and 4. of the Para rule, $C_{1}$ is a flat and ground clause. By 3. of the Para rule, $t_{2}$ is a constant. Hence $\sigma$ is void. By the facts that $C_{2}$ is an $L G_{\approx}$ clause and $C_{1}$ is a flat and ground clause, $C^{\prime}$ is an $L G_{\approx}$ clause.

Line 5: Suppose $C_{1}$ contains no negative compound-term literal, but contains positive compound-term literals. Then $C$ satisfies either 2. or 3. of Definition 24. Suppose $C$ is a compound-term single-variable positive clause. By 1. of the Para rule and Lemma 4.5, $t_{1}$ is a compound term. By 3. of the Para rule, $t_{2}$ is a compound term. By the covering property, $\operatorname{var}\left(t_{2}\right)=\operatorname{var}\left(C_{2}\right)$. Then either all variables of $C_{2}$ are substituted by the variable in $C_{1}$, or $C_{2}$ is ground, and the variable in $C_{1}$ is substituted by a constant. By the fact that $C_{2}$ is an $L G_{\approx}$ clause and the mgu $\sigma$, the resolvent $C^{\prime}$ is an $L G \approx$ clause. Next suppose $C$ satisfies 3. of Definition 24. By Lemma 4.5, $t_{1} \approx u$ is a compound-term literal. By 3. of the Para rule, $t_{2}$ is a compound term. By Algorithm 17, $C_{2}$ satisfies either Line 1 , Line 5 or Line 7 . Suppose $C_{2}$ is a ground compoundterm clause (Line 1). Then $t_{2}$ is ground. By the covering property and the fact that $t_{1}$ and $t_{2}$ are unifiable, $\sigma$ substitutes all variables of $C_{1}$ with constants. Then the resolvent $C^{\prime}$ is a simple and ground clauses, which is an $L G_{\approx}$ clause. Suppose $C_{2}$ is a non-ground compound-term clause (Lines 5 and 7). Suppose in either $C_{1}$ or $C_{2}, L$ is a simple literal and $t$ is a compound term. Further suppose $\mathbb{G}$ is the loose guard of $C_{1}$. By the covering property and the fact that $t_{1}$ and $t_{2}$ are unifiable, $\sigma$ substitutes all variables with either constants or variables. Then $L \sigma$ is simple and $\mathbb{G} \sigma$ is flat. By the covering property and the fact that $\operatorname{var}\left(t_{1} \sigma\right)=\operatorname{var}\left(t_{2} \sigma\right), \operatorname{var}\left(C_{1} \sigma\right)=\operatorname{var}\left(C_{2} \sigma\right)$. By the fact that $\operatorname{var}(\mathbb{G})=\operatorname{var}\left(C_{1}\right), \operatorname{var}(\mathbb{G} \sigma)=\operatorname{var}\left(C_{1} \sigma\right)=\operatorname{var}\left(C_{2} \sigma\right)$. Then $\mathbb{G} \sigma$ the loose guard of $C^{\prime}$. Since $\operatorname{var}\left(t_{1}\right)=\operatorname{var}(t)=\operatorname{var}\left(C_{1}\right)\left(\operatorname{or} \operatorname{var}\left(t_{1}\right)=\operatorname{var}(t)=\operatorname{var}\left(C_{2}\right)\right)$, $\operatorname{var}(t \sigma) \subseteq \operatorname{var}\left(C_{1} \sigma\right)\left(\right.$ or $\left.\operatorname{var}(t \sigma) \subseteq \operatorname{var}\left(C_{2} \sigma\right)\right)$. Then $C^{\prime}$ is covering. Hence, $C^{\prime}$ is an $\mathrm{LG} \approx$ clause.

Line 9: Suppose $C_{1}$ is a flat and single-variable positive clause. Suppose $t_{1}$ is a constant. By 1. of the Para rule, $C_{1}$ is a flat ground clause. By the facts that $C_{2}$ is an $L G_{\approx}$ clause and $C_{1}$ is a flat ground clause, the resolvent $C^{\prime}$ is an
$\mathrm{LG} \approx$ clause. Now suppose $t_{1}$ is a variable. By 3 . of the Para rule, $t_{2}$ is either a constant or a compound term. Then $\sigma$ substitutes the only variable in $C_{1}$ with either a constant or a compound term. Hence $C_{1} \sigma$ is either a flat ground clause, or a compound-term single-variable clause. Then by the facts that $C_{2}$ is an $L G_{\approx}$ clause and $\sigma$ does not substitute variables in $C_{2}$, the resolvent $C^{\prime}$ is an $L G \approx$ clause.

Next we discuss the applications of the E-Res rule to $L G_{\approx}$ clauses.
Lemma 7.8. Applying the $E$-Res rule (endowed with the $T$-Ref ${ }^{L G Q_{\sim}}$ refinement) to an $L G_{\approx}$ clause derives an $L G_{\approx}$ clause.

Proof. Recall the E-Res rule (with a priori checking for maximality and the T-Ref ${ }^{\text {LGQ }_{\sim}}$ refinement).

$$
\frac{t_{1} \not \not \not t_{2} \vee D}{D \sigma}
$$

if the following conditions are satisfied.

1. Either $t_{1} \not \not \approx t_{2}$ is selected or it is $>_{l p o}^{m}$-maximal with respect to $D$.
2. $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$.

Suppose $C$ is the E-Res premise $t_{1} \not \approx t_{2} \vee D$ and $C^{\prime}$ is the E-Res conclusion $D \sigma$. By Algorithm 17, C satisfies either Line 1, or Line 3 or Line 7. We distinguish these cases as follows.

Line 1: When $C$ is a simple ground $L G_{\approx}$ clause, the lemma trivially holds.
Line 3: The equality literal $t_{1} \not \approx t_{2}$ contains compound terms. By the covering property, $t_{1}$ and $t_{2}$ are both compound terms, otherwise $t_{1}$ and $t_{2}$ are not unifiable. Then $\sigma$ substitutes variables with variables and constants. By Lemma $7.4, D \sigma$ is an $L G \approx$ clause.

Line 7: The premise $C$ is flat and $t_{1} \not \not \not t_{2}$ is selected by the $\operatorname{SelectNE}(C)$ function. Then the terms $t_{1}$ and $t_{2}$ are either variables or constants, and hence $\sigma$ substitutes a variable in $C$ with either a variable or a constant. By Lemma 7.4, $D \sigma$ is an $L G_{\approx}$ clause.

Now we investigate the pairing property and the unification in applications of the P-Res rule to $L G_{\approx}$ clauses when multiple side premises occur.

Lemma 7.9. In applications of the P-Res rule, endowed with the T-Ref ${ }^{L G Q_{\sim}}$ refinement, to a flat clause $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee \neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D$ with $\neg A_{1} \vee \ldots \vee \neg A_{m}$ as the top-variable literals and $L G_{\approx}$ clauses $C_{1}=\neg B_{1} \vee D_{1}, \ldots, C_{m}=$ $\neg B_{n} \vee D_{n}$ with $m \leq n$. Further suppose $B_{i}$ and $B_{j}$ are, respectively, compound-term literals and flat literals in $C_{i}$ and $C_{j}$ with $1 \leq i \leq m$ and $1 \leq j \leq m$. Then the following conditions hold.

1. In $\neg A_{i}$, top variables pair compound terms and non-top variables pair constants or variables.
2. All variables in $\neg A_{j}$ are top variables, pairing either constants or variables.
3. In $\neg A_{i}$, top variables $x$ are unified with the compound terms pairing $x$ (modulo variables that are substituted with either variables or constants), and non-top variables are unified with either constants or variables.
4. In $\neg A_{j}$, either all variables are unified with a common non-nested compound term and constants, or all variables are unified with variables and constants.
5. In $B_{i}$, all variables are unified with variables and constants.
6. In $B_{j}$, either all variables are unified with non-nested compound terms or all variables are unified with variables and constants.
7. Suppose a top variable $x$ pairs a constant. Then in C, all negative literals are top-variable literals and all variables are unified with constants.

Proof. Assume that $\sigma$ and $\sigma^{\prime}$ are mgus such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq\right.$ $\left.B_{m}\right)$ and $\sigma^{\prime}=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{n} \doteq B_{n}\right)$, respectively .
1.: This proof is similar to 1 . of Lemma 4.13. W.l.o.g. suppose $\neg A_{i}$ and $B_{i}$ are in the forms of $\neg A_{i}(\ldots, x, \ldots, y, \ldots)$ and $B_{i}\left(\ldots, t_{1}, \ldots, t_{2}, \ldots\right)$, respectively. Further suppose in $\neg A_{i}(\ldots, x, \ldots, y, \ldots), x$ is a top-variable, $y$ is a non-top variable, and $x$ and $y$ pair $t_{1}$ and $t_{2}$, respectively. We prove 1 . by contradiction.

First assume that $t_{1}$ is not a compound term. This implies that $t_{1}$ is either a variable or a constant. By the fact that $B_{i}$ is a compound-term literal, w.l.o.g. we assume that in $B_{i}, t$ occurs as a compound term, pairing a variable $z$ in $\neg A_{i}$. By the covering property, $\operatorname{var}\left(t_{1}\right) \subset \operatorname{var}(t)$. Then by the fact that $\operatorname{dep}\left(t_{1}\right)<$ $\operatorname{dep}(t), \operatorname{dep}\left(t_{1} \sigma^{\prime}\right)<\operatorname{dep}\left(t \sigma^{\prime}\right)$, hence $\operatorname{dep}\left(x \sigma^{\prime}\right)<\operatorname{dep}\left(z \sigma^{\prime}\right)$. By the definition of variable orderings, the case $\operatorname{dep}\left(x \sigma^{\prime}\right)<\operatorname{dep}\left(z \sigma^{\prime}\right)$ contradicts the fact that $x$ is a top variable. Hence $t_{1}$ is a compound term, pairing $x$. Next assume that $t_{2}$ is neither a variable nor a constant. Then $t_{2}$ is a compound term. By the covering property and the fact that $t_{1}$ is a compound term, $\operatorname{dep}\left(t_{1} \sigma^{\prime}\right)=$
$\operatorname{dep}\left(t_{2} \sigma^{\prime}\right)$, therefore $\operatorname{dep}\left(x \sigma^{\prime}\right)=\operatorname{dep}\left(y \sigma^{\prime}\right)$. This contradicts the fact that $y$ is non-top variable.
2.: By Algorithm 17 and the fact that $B_{j}$ is a flat literal, $C_{j}$ is either a flat ground clause or a flat single-variable clause. Then 2. follows from the fact that $B_{j}$ is an eligible literal.
3.: By the pairing property proved in 1. and 2..
4.: By Algorithm 17, we distinguish two cases of side premises.
4.-1: Assume that all side premises $C_{1}, \ldots, C_{m}$ are flat clauses. It is immediate that in $\neg A_{j}$, all variables are unified with variables and constants.
4.-2: Assume that both compound-terms clauses and flat clauses occur in the side premises $C_{1}, \ldots, C_{m}$. Suppose $x$ and $y$ are top variables in the compoundterm literal $B_{i}$ and the flat literal $B_{j}$, respectively. By $3 ., \operatorname{dep}(x \sigma)=1$. By the fact that $x$ and $y$ are both top variables, $\operatorname{dep}(y \sigma)=1$. Hence $y$ is unified with a non-nested compound-term. By Algorithm 17, $B_{j}$ is a flat single-variable clause such that only a single variable and constants occur as its arguments. Suppose $y$ is unified with the compound-term $t$. Then the only variable in $B_{j}$ is unified with $t$. Hence, all variables in $\neg A_{i}$ are unified with a common non-nested compound term and constants.
5. and 6.: By 3. and 4., respectively.
7.: By the proof in 5. of Lemma 4.13.

Now we apply the top-variable resolution rule to $L G \approx$ clauses.
Lemma 7.10. Applying the $\boldsymbol{P}$-Res rule (endowed with the $\boldsymbol{T}$-Ref $\boldsymbol{f}^{L G Q_{\tilde{\sim}}}$ refinement) to $L G_{\approx}$ clauses derives $L G_{\approx}$ clauses.

Proof. By Algorithm 17, in applications of the P-Res rule (endowed with the T-Ref ${ }^{L G Q_{\sim}}$ refinement) to $L G \approx$ clauses, the positive premise satisfies either Line 1 (it is ground), or Line 5 (it has positively occurring compound-term literals, but does not have negatively occurring compound-term literals), or Line 9 (it is a flat and single-variable positive clause). In this proof, we focus on the case when flat and single-variable positive clauses occur as side premises. Note that when a side premise is a compound-term single-variable positive clauses, these side premises are implicitly guarded by the inequality literal $x \not \approx x$. For the rest of cases when side premises satisfy Lines 1 and 5 in Algorithm 17, by 3. and 5. in Lemma 7.9, it follows from Lemma 6.8 that applying
the $\mathbf{P}$-Res rule (endowed with the $\mathbf{T}$-Ref ${ }^{\text {LGQ }_{\sim}}$ refinement) to $L G_{\approx}$ clauses derives LG $\mathrm{Z}_{\approx}$ clauses.

By Algorithm 17, in applications of the P-Res rule (endowed with the T$\operatorname{Ref}{ }^{L G Q_{\approx}}$ refinement) to $L G_{\approx}$ clauses, the negative premise satisfies either Line 1, or Line 3 or Line 11. Note that the $\mathbf{P}$-Res rule is reduced to a binary resolution rule when the negative premise satisfies either Line 1 or Line 3 . Suppose in applications of the $\mathbf{P}$-Res rule, the negative premise $C=\neg A_{1} \vee D$ is either a simple and ground clause (Line 1), or has negatively occurring compound-term literals (Line 3), the positive premise $C_{1}=B_{1} \vee D_{1}$ is a flat and single-variable positive clause and the resolvent is $C^{\prime}=\left(D \vee D_{1}\right) \sigma$ with an mgu $\sigma$ such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}\right)$. As $C_{1}$ is flat, single-variable and positive, it is trivial that in either case the resolvent $C^{\prime}$ is an $L G \approx$ clause.

Next we consider the case when the negative premise satisfies Line 11 in Algorithm 17. Suppose in an application of the $\mathbf{P}$-Res rule to $L G_{\approx}$ clauses, the positive premises are $L G_{\approx}$ clauses $C_{1}=B_{1} \vee D_{1}, \ldots, C_{n}=B_{n} \vee D_{n}$, the negative premise is a non-ground flat $\mathrm{LG} \approx$ clause $C=\neg A_{1} \vee \ldots \vee \neg A_{m} \vee$ $\neg A_{m+1} \vee \ldots \vee \neg A_{n} \vee D$ (with $D$ a positive subclause) and the resolvent is $C^{\prime}=\left(D_{1} \vee \ldots \vee D_{m} \vee \neg A_{m+1} \vee \ldots \vee A_{n} \vee D\right) \sigma$ with $\sigma$ an mgu such that $\sigma=\operatorname{mgu}\left(A_{1} \doteq B_{1}, \ldots, A_{m} \doteq B_{m}\right)$ where $m \leq n$. We distinguish two cases when flat and single-variable positive clauses occur in $C_{1}, \ldots, C_{n}$.
1.: All of clauses in $C_{1}, \ldots, C_{n}$ are flat and single-variable positive clauses. By the $\operatorname{CompT}\left(C_{1}, \ldots, C_{n}, C\right)$ function and the fact that $C_{1}, \ldots, C_{n}$ are flat, in $C$ all variables in $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are top variables and $\neg A_{1}, \ldots, \neg A_{n}$ are the topvariable literals with $m=n$. By 4. of Lemma 7.9, all variables in $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are unified with constants and variables. Now we consider the unification of variables in $C$. Suppose $x_{i}$ and $x_{j}$ are two variables occurring in $\neg A_{1} \vee \ldots \vee \neg A_{n}$. Since $C$ has the variable co-occurrence property, w.l.o.g. we assume that $x_{i}$ and $x_{j}$ co-occur in $\neg A_{t}$ with $1 \leq t \leq n$. As $B_{t}$ is a flat and single-variable literal, $x_{i} \sigma$ is either a variable or a constant, and $x_{i} \sigma$ is identical to $x_{j} \sigma$. Hence all variables in $\neg A_{1} \vee \ldots \vee \neg A_{n}$ are unified with a common variable and constants. By 3. of Definition 24 and the fact that $C$ is an $L G_{\approx}$ clause, $\operatorname{var}\left(\neg A_{1} \vee \ldots \vee \neg A_{n}\right)=\operatorname{var}(C)$. Then all variables in $C$ are unified with a common variable and constants. By the fact that $C_{1}, \ldots, C_{n}$ are single-variable clauses, all variables in $C_{1}, \ldots, C_{n}$ are unified with a common variable and constants. Since $C_{1}, \ldots, C_{n}$ and $C$ are flat, $C^{\prime}$ is a flat clause containing no more than one variable. By the fact that
all negative literals in $C$ are resolved as top-variable literals and $C_{1}, \ldots, C_{n}$ are positive clauses, $C^{\prime}$ is positive. Then $C^{\prime}$ is an $L G_{\approx}$ clause.
2.: Both flat, single-variable positive clauses and compound-term clauses occur in $C_{1}, \ldots, C_{n}$. W.l.o.g. suppose $C_{i}$ and $C_{j}$ are, respectively, a compoundterm clause and a flat, single-variable and positive clause with $1 \leq i \leq m$ and $1 \leq j \leq m$. By Algorithm 17, $B_{i}$ and $B_{j}$ are, respectively, a compoundterm literal and a flat, single-variable and positive literal. We prove that the resolvent $C^{\prime}$ is an $L G_{\approx \text { clause by proving that } C \text { is simple, covering and has }}$ a loose guard. By the covering property and the fact that $C_{j}$ contains only one variable, $\operatorname{var}\left(B_{i}\right)=\operatorname{var}\left(C_{i}\right)$ and $\operatorname{var}\left(B_{j}\right)=\operatorname{var}\left(C_{j}\right)$, respectively. By 3.-6. of Lemma 7.9, $C^{\prime}$ is simple. Next we prove that $C^{\prime}$ is covering and contains a loose guard. Suppose $x_{1}, \ldots, x_{m^{\prime}}$ are the set of top variables in $C$. Further suppose that $x_{i}$ and $x_{j}$ are top-variables in $x_{1}, \ldots, x_{m^{\prime}}$, occurring in $\neg A_{i}$ and $\neg A_{j}$, respectively. By 3. of Lemma 7.9, $x_{i}$ is substituted by either a compound term or a constant that $x_{i}$ pairs. First suppose $x_{i}$ pairs a constant. By 7. of Lemma 7.9 and the fact that an eligible literals of the side premise in $C_{1}, \ldots, C_{n}$ shares the same variable set as that side premise, the resolvent $C^{\prime}$ is a flat ground clause, therefore $C^{\prime}$ is an $L G_{\approx}$ clause. Next suppose $x_{i}$ pairs a compound term. By the variable co-occurrence property of $C$, further suppose $x_{i}$ and $x_{j}$ cooccur in a literal $\neg A_{t}$ of $\neg A_{1} \vee \ldots \vee \neg A_{m}$. Suppose $C_{t}=B_{t} \vee D_{i}$ is that side premise such that $A_{t}$ pairs $B_{t}$. By the covering property and 3. of Lemma 7.9, $\operatorname{var}\left(x_{i} \sigma\right)=\operatorname{var}\left(x_{j} \sigma\right)=\operatorname{var}\left(A_{t} \sigma\right)=\operatorname{var}\left(B_{t} \sigma\right)$. By the variable co-occurrence property of $C, \operatorname{var}\left(x_{1} \sigma\right)=\ldots=\operatorname{var}\left(x_{m^{\prime}} \sigma\right)=\operatorname{var}\left(\left(\neg A_{1} \vee \ldots \vee \neg A_{m}\right) \sigma\right)$. By 3. of Definition 24, $x_{i}$ co-occurs with all other variable in $C$ in $\neg A_{1} \vee \ldots \vee \neg A_{m}$. Hence $\operatorname{var}(C)=\operatorname{var}\left(\neg A_{1} \vee \ldots \vee \neg A_{m}\right)$. Then $\operatorname{var}(C \sigma)=\operatorname{var}\left(x_{1} \sigma\right)=\ldots=\operatorname{var}\left(x_{m^{\prime}} \sigma\right)$. By the covering property, $\operatorname{var}\left(C_{t}\right)=\operatorname{var}\left(B_{t}\right)$. Then $\operatorname{var}(C \sigma)=\operatorname{var}\left(C_{t} \sigma\right)$. Then we have $\operatorname{var}(C \sigma)=\operatorname{var}\left(C_{i} \sigma\right)$ for all $i$ such that $1 \leq i \leq m$. Since $C$ is a flat clause, compound terms in the resolvent $C^{\prime}$ are inherited from compoundterm clauses in $D_{1}, \ldots, D_{m}$. Suppose $\mathbb{G}$ is a loose guard and $t$ a compound term in a $C_{i}$ of $C_{1}, \ldots, C_{m}$. By Definition 24, $\operatorname{var}(t)=\operatorname{var}(\mathbb{G})=\operatorname{var}(C)$. Then $\operatorname{var}(t \sigma)=\operatorname{var}(\mathbb{G} \sigma)=\operatorname{var}(C \sigma)=\operatorname{var}\left(C_{i} \sigma\right)$ for all $i$ such that $1 \leq i \leq m$. By 3.-6. of Lemma 7.9, $\mathbb{G} \sigma$ is flat and $t \sigma$ is a non-nested compound term. Hence, $C^{\prime}$ is simple, covering and has a loose guard $\mathbb{G} \sigma$, hence, $C^{\prime}$ is an $L G \approx$ clause.

In applications of the $T-\operatorname{Inf}_{\approx}{ }^{\text {LGQ }}{ }_{\approx}$ system to $L G_{\approx}$ clauses, the width of the derived $L G \approx$ clauses are bounded, formally stated as:

Lemma 7.11. In applications of the $T-I n f_{\approx}^{L G Q_{\tilde{\sim}}}$ system to $L G_{\approx}$ clauses, the derived $L G_{\approx}$ clause is no wider than at least one of its premises.

Proof. The statement trivially holds when a conclusion is either a single-variable clause or a ground clause.

By Lemmas 7.5, 7.6 and 7.8, applying, respectively, the Fact, E-Fact and E-Res rules to $L G_{\approx}$ clauses derives $L G \approx$ clauses $C^{\prime}$. By the fact that the loose guard in $C^{\prime}$ is inherited from its premise, $C^{\prime}$ contains no more types of variables than its premise. By Lemmas 7.7 and 7.10, applying the Para and P-Res rules to $L G_{\approx}$ clauses derives $L G \approx$ clauses $C^{\prime}$. The loose guard in $C^{\prime}$ is inherited from the right premise in the Para inference and the side premise in the $\mathbf{P}$-Res inference. Hence $C^{\prime}$ is no more wider than at least one of its premises.

Theorem 7.5. The $\mathbf{T}-\mathbf{I n f}{\underset{\sim}{~}}^{L G Q_{\approx}}$ system decides satisfiability of the $L G_{\approx}$ clausal class.
Proof. By Lemmas 7.5-7.8 and 7.10, applying the rules in the T-Inf ${ }_{\sim}^{\text {LGQ }}{ }_{\sim}$ system to $L G_{\approx}$ clauses derives $L G_{\approx}$ clauses. By the fact that $L G_{\approx}$ clauses are simple, the depth of derived $L G_{\approx}$ clauses is bounded by a constant. By Lemma 7.11, the width of derived $L G_{\approx}$ clauses is also bounded by a constant.

## Handling $\mathbf{Q}_{\approx}$ clauses (in the presence of the $\mathbf{L G}_{\approx}$ clauses)

In this section, we compute inferences when a $Q_{\approx}$ clause is the premise. Our aim is to eliminate inequality literals in $Q_{\approx}$ clauses, reducing $Q_{\approx}$ clauses to query clauses, which can be handled by the techniques in Section 4.5.

Since $Q_{\approx}$ clauses are negative clauses, the Fact and the E-Fact rules are not applicable to them. By the fact that $Q_{\approx}$ clauses are negative and flat, in the Para rule a $Q_{\approx}$ clause cannot be a left premise and a right premise, respectively. Hence we focus on the applications of the E-Res and P-Res rules to $Q_{\approx}$ clauses.

We start with considering applying the E-Res rule to $Q_{\approx}$ clauses.
Lemma 7.12. Applying the $\mathbf{E}$-Res rule (endowed with the $\boldsymbol{T}$-Ref ${ }^{L G Q_{\sim}}$ refinement) to $Q_{\approx}$ clauses derives $Q_{\approx}$ clauses.

Proof. Recall the E-Res rule (with a priori checking for maximality and the T-Ref ${ }^{L G Q_{\sim}}$ refinement).

$$
\frac{t_{1} \not \approx t_{2} \vee D}{D \sigma}
$$

if the following conditions are satisfied.

1. Either $t_{1} \not \not t_{2}$ is selected or it is $\rangle_{l p o}^{m}$-maximal with respect to $D$.
2. $\sigma=\operatorname{mgu}\left(t_{1} \doteq t_{2}\right)$.

Suppose the E-Res premise is a $Q_{\approx}$ clause $C$ such that $C=t_{1} \not \approx t_{2} \vee D$, and the conclusion is $C^{\prime}$ such that $C^{\prime}=D \sigma$. By Algorithm 17, a $Q_{\approx}$ clause satisfies either Line 1 or Line 7. The case is trivial when the premise $C$ is a flat and negative ground clause. Line 7 in Algorithm 17 requires the premise $C$ to be a non-ground, flat and negative clause. Then the mgu $\sigma$ substitutes a variable in $C$ with either a constant or a variable. In either case, $D \sigma$ is a $Q_{\approx}$ clause.

Observed that by Algorithm 17, in the T-Inf $\boldsymbol{Z}_{\approx}^{\text {LGQ }}{ }_{\approx}$ system only the E-Res rule is applicable to non-ground $Q_{\approx}$ clauses with inequality literals occurring. By this observation, we can put our focus on equality-free $Q_{\approx}$ clauses, i.e., query clauses.

Recall that in Section 4.5 the Q-Sep procedure separates a query clause into Horn guarded clauses (HG clauses) and an indecomposable chained-only query clause (indecomposable CO clause). By Algorithm 14, the P-Res rule is applied to an indecomposable CO clause (as a main premise) and $\mathrm{LG} \approx$ clauses (as side premises), deriving the top-variable resolvents $R$. We abusively reuse the notion T-Trans to denote the formula renaming technique that transforms $R$ to query clauses and $L G_{\approx}$ clauses. The only difference of this T-Trans rule and the T-Trans rule in Section 4.5 is that the side premises are $L G_{\approx}$ clauses, instead of guarded clauses.

We use notation $\mathbf{Q}-\mathbf{C O}^{\mathrm{LGQ}_{\sim}}$ to denote our procedure to handle indecomposable $C O$ clauses in the presence of $L G_{\approx}$ clauses, given as follows.

1. Apply the top-variable resolution rule to an indecomposable CO clause and $\mathrm{LG} \approx$ clauses, deriving the top-variable resolvent $R$.
2. Apply the T-Trans rule to $R$, deriving a query clause $Q$ and $L G_{\approx}$ clauses.
3. Apply the $Q$-Sep procedure to $Q$, producing $H G$ clauses and an indecomposable CO clause.

Lemma 7.13. The conclusions of applying the $Q-C O^{L G Q_{\sim}}$ procedure to an indecomposable CO clause $Q$ and a set $N$ of $L G_{\approx \text { clauses satisfy the following conditions. }}^{\text {. }}$

1. The conclusions are an indecomposable CO clause $Q^{\prime}$ and a set $N^{\prime}$ of $L G_{\approx \text { clauses. }}$.
2. The clausal sets $Q^{\prime} \cup N^{\prime}$ and $Q \cup N$ are equisatisfiable.
3. For each clause $C^{\prime}$ in $N^{\prime}$, there exists a clause $C$ in $N$ such that $C^{\prime}$ is no wider than $C$, and $Q^{\prime}$ is less wide than $Q$.

Proof. By Lemma 7.9 and the fact that flat and single-variable positive clauses occurring as the side premises of the $\mathbf{P}$-Res rule does not hurt the result established in Lemma 6.10.

### 7.4 Decision procedures for answering and rewriting BCQs for GNF and/or CGNF

## BCQ answering for GNF and CGNF

In this section, we give the formal decision procedure for answering BCQs for GNF and/or CGNF.

Algorithm 18 gives the pre-process steps for the given (clique) guarded negation formulas and union of BCQs.

## Algorithm 18: The PreProcessCGNF function

Input: A union $q$ of BCQs, sets $\Sigma_{1}$ and $\Sigma_{2}$ of formulas in GNF and CGNF, respectively
Output: A set of $\mathrm{LGQ}_{\approx}$ clauses
Function PreProcessCGNF $\left(\Sigma_{1}, \Sigma_{2}, q\right)$ :
usable $\leftarrow \emptyset$
$\mathrm{G}_{\approx}, \mathrm{Q}_{\approx}^{1} \leftarrow \operatorname{TransGNF}\left(\Sigma_{1}, q\right)$
$\operatorname{LG}_{\approx}, \mathrm{Q}_{\approx}^{2} \leftarrow \operatorname{TransCGNF}\left(\Sigma_{2}, q\right)$
usable $\leftarrow$ usable $\cup G_{\approx} \cup \mathrm{LG}_{\approx} \cup \mathrm{Q}_{\approx}^{1} \cup \mathrm{Q}_{\approx}^{2}$
usable $\leftarrow \operatorname{Red}($ usable, usable)
return usable

Unlike the PreProcessCGF function from Section 6.4, Algorithm 18 uses the following new functions.

1. TransGNF $(\Sigma, q)$ applies the Trans ${ }^{\text {GNF }}$ process to a set $\Sigma$ of guarded negation formulas and a union $q$ of BCQs, outputting a set of $\mathrm{GQ}_{\approx}$ clauses.
2. TransCGNF $(\Sigma, q)$ uses the $\operatorname{Trans}{ }^{\mathbf{C G N F}}$ process to a clique guarded negation formula set $\Sigma$ and a union $q$ of BCQs, outputting an $L G Q_{\approx}$ clausal set.
3. PreProcessCGNF $\left(\Sigma_{1}, \Sigma_{2}, q\right)$ takes a union $q$ of BCQs, a set $\Sigma_{1}$ of formulas in GNF and a set $\Sigma_{2}$ of formulas in CGNF as input, returning an $L G Q_{\approx}$ clausal set.

Based on the give-clause algorithm, Algorithm 19 on the next page gives a sample decision procedure for answering a union of BCQs for GNF and/or CGNF. We use the notation Q-Ans ${ }^{\mathbf{C G N F}}$ to denote the decision procedure in Algorithm 19. Compared to the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G F}}$ procedure, the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure has the following new functions, specially for reasoning with the equality literals.

1. E-Fact(C) applies the E-Fact rule (endowed with the T-Ref ${ }^{\text {LGQ }}{ }_{\sim}^{\sim}$ refinement) to the clause $C$, outputting the conclusion of $C$.
2. $\mathrm{E}-\operatorname{Res}(C)$ applies the $\mathrm{E}-\operatorname{Res}$ rule (endowed with the $\mathbf{T}-\operatorname{Ref}^{\mathrm{LG} Q_{\sim}}$ refinement) to the clause $C$, outputting the conclusion of $C$.
3. Para $\left(C_{1}, C_{2}\right)$ applies the Para rule (endowed with the T-Ref ${ }^{L G Q_{\sim}}$ refinement) to the clauses $C_{1}$ and $C_{2}$, outputting the conclusion of $C_{1}$ and $C_{2}$.

Another major difference of the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G F}}$ and the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedures is that in the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure, the Sep function (the $\mathbf{Q}$-Sep procedure) is applied in the saturation process in Lines 11-13 of Algorithm 19.

Lemma 7.14. In the $Q-A n s{ }^{\text {CGNF }}$ procedure, only finitely many predicate symbols are introduced.

Proof. It follows from the fact that allowing equality literals and single-variable positive clause in the LG clausal class does not hurt the results established in Lemmas 4.27 and 6.12.

## Algorithm 19: The BCQ answering procedure for GNF and CGNF

Input: A union $q$ of BCQs and sets $\Sigma_{1}$ and $\Sigma_{2}$ of formulas in GNF and CGNF, respectively
Output: 'Yes' or 'No'
workedOff $\leftarrow \emptyset$
usable $\leftarrow \operatorname{PreProcessCGNF}\left(\Sigma_{1}, \Sigma_{2}, q\right)$
while usable $=\emptyset$ and $\perp \notin$ usable do
given $\leftarrow$ Pick(usable)
workedOff $\leftarrow$ workedOff $\cup$ given
if given is a query clause then
$\mathrm{CO}, \mathrm{HG} \leftarrow \operatorname{Sep}$ (given) new $\leftarrow \mathrm{CO} \cup \mathrm{HG}$
if given is an indecomposable CO clause then
tResolvent $\leftarrow$ P-Res(workedOff, given)
LG $\approx, \mathrm{Q} \leftarrow \mathrm{T}-\operatorname{Trans}($ tResolvent $)$ $\mathrm{CO}, \mathrm{HG} \leftarrow \operatorname{Sep}(\mathrm{Q})$ new $\leftarrow L G_{\approx} \cup C O \cup H G$
else
new $\leftarrow \mathrm{P}$-Res(workedOff, given) $\cup$ Fact(given) $\cup$
E-Fact(given) $\cup$ E-Res(given) $\cup$ Para(workedOff, given)
new $\leftarrow \operatorname{Red}($ new, new)
new $\leftarrow \operatorname{Red}(\operatorname{Red}($ new, workedOff), usable)
workedOff $\leftarrow \operatorname{Red}$ (workedOff, new)
usable $\leftarrow \operatorname{Red}($ usable, new) $\cup$ new
$20 \operatorname{Print(usable)}$

Finally we give the first main result of this chapter, providing a positive answer to Problem 8.

Theorem 7.6. The $Q-A n s^{C G N F}$ procedure is a decision procedure for answering BCQs for UNF, GNF and/or CGNF.

Proof. By Theorems 7.1-7.2 and the fact that UNF is a subfragment of GNF such that guards are restricted to the inequality literal $x \not \approx y$, the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure reduces the problem of answering BCQs for UNF, GNF and/or CGNF
to that of deciding satisfiability of the $\mathrm{LGQ}_{\approx}$ clausal class. By Lemma 4.19 and Theorem 7.4, the $\mathbf{T}^{-\operatorname{Inf}_{\approx}}{ }^{\mathrm{LGQ}}{ }_{\sim}$ system is a sound and refutationally complete system for general first-order clausal logic. As the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure is based on the $\mathbf{T}-\mathbf{I n f}_{\approx} \mathbf{L G Q}_{\sim}$ system and our customised separation rules, the $\mathbf{Q}$ Ans ${ }^{\mathbf{C G N F}}$ procedure is a sound and refutational complete procedure if only finitely many predicate symbols are introduced.

By Lemma 4.23, Lemma 7.13 and Theorem 7.5, applying the Q-Ans ${ }^{\text {CGNF }}$ procedure to $L G Q_{\approx}$ clauses guarantees producing $\mathrm{LGQ}_{\approx}$ clauses of bounded depth and bounded width. By Lemma 7.14, only finitely many new predicate symbols (with respect to the given signature) are introduced, hence the $\mathbf{Q}$ Ans ${ }^{\mathbf{C G N F}}$ procedure guarantees termination. Since the $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure is sound, refutationally complete for first-order clausal logic and guarantees termination for the $\mathrm{LGQ}_{\approx}$ clausal class, it is a decision procedure for answering BCQs for UNF, GNF and / or CGNF.

The $\mathbf{Q}-\mathbf{A n s}{ }^{\mathbf{C G N F}}$ procedure can be altered by the following implementations:

1. In Lines 6-8 of Algorithm 19, the Q-Sep procedure can be extended to apply to the $Q_{\approx}$ clausal class, instead of query clauses. Regarding equality literals as general binary literals, the result established in Lemma 4.23 can be easily generalised to $Q_{\approx}$ clauses. However this alteration complicates the following $\mathbf{Q}-\mathbf{C O}^{\mathrm{LG} \mathbf{Q}_{\sim}}$ procedure, since applying the $\mathbf{Q}$-Sep procedure to $Q_{\approx}$ clauses derives indecomposable CO clause with equality, which are not suitable premises for the top-variable resolution rule. For example, due to the occurrence of the equality literal $x \not \approx z$, the CO clause with equality $Q=\neg A(x, y) \vee \neg A(y, z) \vee x \not \approx z$ cannot be the main premise in the top-variable resolution rule. Hence this alteration may not be a wise choice. By the $\mathbf{T}-\operatorname{Inf}_{\approx}^{\mathrm{LG} \mathbf{Q}_{\tilde{\sim}}}$ system, only the E-Res rule is applicable to clauses like $Q$, deriving new query clauses, which are then handled by the Q-Sep procedure. In this example, applying E-Res rule to $Q$ derives an IO clause $\neg A(x, y) \vee \neg A(y, x)$, which is also an HG clause.
2. The applications of the E-Res rule to $Q_{\approx}$ clauses in the saturation process (Lines 3-15 of Algorithm 19) can be moved to the PreProcessCGNF function. Note that i) by Algorithm 17, only the E-Res rule is applicable to non-ground $Q_{\approx}$ clause, and ii) by Lemma 7.12, applying the E-Res rule to non-ground $Q_{\approx}$ clauses only derives $Q_{\approx}$ clauses. By i) and ii), one
can independently saturate the non-ground $Q_{\approx}$ clauses with equality literal occurring by the E-Res rule. Suppose $N$ is a $\mathrm{Q}_{\approx \text { clausal set. By the E-Res }}$ rule, $N$ can be saturated to a set $N_{1}$ of non-ground $Q_{\approx}$ clauses with equality literal occurring, a set $N_{2}$ of ground $Q_{\approx}$ clauses and a set $N_{3}$ of non-ground query clauses. Though the clauses in $N_{2}$ and $N_{3}$ need to be considered in the saturation process (Lines 3-15 of Algorithm 19), the clauses in $N_{1}$ can be immediately added to the final saturated clausal set (the workedOff clausal set in Line 18 of Algorithm 19). This is due to the fact that in the Q-Ans ${ }^{\text {CGNF }}$ procedure, only the E-Res rule is applicable to clauses in $N_{1}$.

## Rewriting BCQs for GNF and CGNF

In contrast to the saturation-based BCQ rewriting procedures for the guarded quantification fragments that a clausal set is back-translated to a first-order formula, in this section we tackle a more challenging task, that is the back-translation from a saturated clausal set of negated BCQs and (C)GNF to a (clique) guarded negation formula.

Unlike the classes of $\mathrm{GQ}^{-}$and the $\mathrm{LGQ}^{-}$clauses, the $\mathrm{LG} \approx$ clausal class is further refined by the notion protect.

Definition 25. A clause $C$ is protected if all compound terms $t=\left(s_{1}, \ldots, s_{m}\right)$ in $C$ satisfy the following conditions.

1. There exists a negative flat subclause $\neg G_{1} \vee \ldots \vee \neg G_{n}$ in $C$ such that each pair of arguments in $t$ co-occurs in a literal of $\neg G_{1} \vee \ldots \vee \neg G_{n}$, and
2. for each term $s_{i}$ in $s_{1}, \ldots, s_{m}, \operatorname{Occ}\left(s_{i}, t\right) \leq \operatorname{Occ}\left(s_{i}, \neg G_{1} \vee \ldots \vee \neg G_{n}\right)$.

By adopting the notions of strongly compatible (from Definition 12) and protect to $\mathrm{LG} \approx$ clauses, we formally define the aligned (loosely) guarded clauses with equality.

Definition 26. An aligned loosely guarded clause with equality ( $\mathrm{LG}_{\approx}^{-}$clause) is an $L G_{\approx}$ clause that is protected and strongly compatible.
$A$ aligned guarded clause with equality is an $L G_{\approx}^{-}$clause with one negative flat literal as its loose guard.

The protect property ensures that given an $\mathrm{LG}_{\approx}^{-}$clause $C$, every argument in the compound terms of $C$ is mapped to an argument in its loose guard.

Note that if an $\mathrm{LG}_{\approx}^{-}$clause $C$ is a positive single-variable clause, $C$ is also protected as $C$ is implicitly guarded by the inequality literal $x \not \approx x$.

Lemma 7.15. Applying the Trans ${ }^{\text {GNF }}$ process to a guarded negation formula transforms it into a set of aligned guarded clauses with equality, and ii) applying the Trans ${ }^{\text {CGNF }}$ process to a clique guarded formula transforms it into a set of $L G_{\approx}^{-}$clauses.

Proof. This follows from Lemma 7.1 and Lemma 7.2 and the fact that the strong compatibility and the protect property hold by the applying the combination of prenex normal form and then the Skolemisation to (clique) guarded negation formulas.

We use the notation $L G Q_{\approx}^{-}$to denote the class of the $L G_{\approx}^{-}$and $Q_{\approx}$ clauses. As the class of $\mathrm{LG}_{\approx}^{-}$clauses subsumes that of aligned guarded clauses, we put our focus on $\mathrm{LG}_{\approx}^{-}$clauses.

Theorem 7.7. The $Q-A n s{ }^{\text {CGNF }}$ procedure decides satisfiability of the $L G Q_{\approx}^{-}$clausal class.

Proof. By the fact that the loose guarded in the derived clauses are inherited from at least one of its premises, the protect property holds in the derived clauses. Then by Theorem 6.6 and Theorem 7.6, the statement holds.

Next we consider back-translating $\mathrm{LGQ}_{\approx}^{-}$clausal sets. Unlike the backtranslation procedure for the class of $L G Q_{\approx}$ clausal sets, applying the $\mathbf{Q}-\mathbf{A b s}$ and the $\mathbf{Q}$-Rena procedures to $L G Q_{\approx}^{-}$clausal sets produces $L G Q_{\approx}^{-}$clausal sets. The protect property ensures that in a compound-term $\mathrm{LGQ}_{\approx}^{-}$clause $C$, the variables (or constants) in compound terms of $C$ have their respective 'copy' in the (loose) guard of $C$, so that the derived clauses remain (loosely) guarded.

Lemma 7.16. Suppose $N$ is an $L G Q_{\approx}^{-}$clausal set. Then, the following condition hold.

1. $N$ is a locally linear and locally compatible clausal set.
2. Applying the $Q$-Abs procedure to $N$ transforms $N$ to a normal, unique, locally linear and locally compatible $L G Q_{\approx}^{-}$clausal set $N_{1}$.
3. Applying the $Q$-Rena procedure to $N_{1}$ transforms $N_{1}$ to a normal, unique, globally linear and globally compatible $L G Q_{\approx}^{-}$clausal set $N_{2}$.

Proof. By the protect property and Lemma 6.16.

Recall that we partition a normal, unique, globally linear and globally compatible $L Q_{\approx}^{-}$clausal set into two types of clausal sets: one is $\mathrm{LGQ}_{\approx}^{-}$clausal sets $N_{1}$ containing only flat clauses, and another is an inter-connected compoundterm $\mathrm{LGQ}_{\approx}^{-}$clausal sets $N_{2}$. By the Q-Unsko procedure $N_{1}$ and $N_{2}$ are transformed into first-order formulas as they both satisfy pre-conditions for the back-translation. Moreover by the fact that $N_{1}$ consists of flat LGQ ${ }_{\approx}^{-}$clauses, $N_{1}$ is back-translated to a (clique) guarded negation formula since each clause in $N_{1}$ is ensured to have a loose guard. Now we give the procedure so that the unskolemisation result of $N_{2}$ can be presented as a (clique) guarded negation formula. We use $\mathbf{D}$-Trans to denote this procedure. Consider the inter-connected compound-term LGQ $_{\approx}^{-}$clausal set

$$
N=\left\{\begin{array}{l}
\neg G_{1}(x, y) \vee A_{1}(f(x, y), x), \\
\neg G_{2}(x, y) \vee A_{2}(f(x, y), x),
\end{array}\right\}
$$

By applying the Q-Unsko procedure to $N$, one obtains

$$
F=\forall x y \exists x^{\prime}\left[\begin{array}{ll}
\left(\neg G_{1}(x, y) \vee A_{1}\left(x^{\prime}, x\right)\right) & \wedge \\
\left(\neg G_{2}(x, y) \vee A_{2}\left(x^{\prime}, x\right)\right) & \wedge
\end{array}\right] .
$$

We aim to move $\exists x^{\prime}$ to its quantified formulas while ensuring that subformulas in $F$ are loosely guarded. The $\mathbf{D}$-Trans process is given as below.

1. The first step transforms $F$ to disjunctive normal form, obtaining

$$
F_{1}=\forall x y \exists x^{\prime}\left[\begin{array}{ll}
\left(\neg G_{2}(x, y) \wedge A_{1}\left(x^{\prime}, x\right)\right) & \vee \\
\left(\neg G_{1}(x, y) \wedge A_{2}\left(x^{\prime}, x\right)\right) & \vee \\
\left(A_{1}\left(x^{\prime}, x\right) \wedge A_{2}\left(x^{\prime}, x\right)\right) & \vee \\
\left(\neg G_{1}(x, y) \wedge \neg G_{2}(x, y)\right) &
\end{array}\right] .
$$

2. Next applying the Miniscoping rule to $F_{1}$, moving its existential quantifications $\exists x^{\prime}$ inwards as much as possible, obtaining

$$
F_{2}=\forall x y\left[\begin{array}{ll}
\left(\neg G_{2}(x, y) \wedge \exists x^{\prime} A_{1}\left(x^{\prime}, x\right)\right) & \vee \\
\left(\neg G_{1}(x, y) \wedge \exists x^{\prime} A_{2}\left(x^{\prime}, x\right)\right) & \vee \\
\exists x^{\prime}\left(A_{1}\left(x^{\prime}, x\right) \wedge A_{2}\left(x^{\prime}, x\right)\right) & \vee \\
\left(\neg G_{1}(x, y) \wedge \neg G_{2}(x, y)\right) &
\end{array}\right] .
$$

3. Applying the CNF rules to $F_{2}$ such that distributing the (loose) guard $\neg G_{1}(x, y)$ and $\neg G_{2}(x, y)$ in the subformula $\neg G_{1}(x, y) \wedge \neg G_{2}(x, y)$ to each rest of formulas in $F_{2}$, obtaining a (clique) guarded negation formula $F_{3}$. In the immediately subformulas of $F_{3}$, either $G_{1}(x, y)$ or $G_{2}(x, y)$ is the (clique) guard. The output of this step is omitted.

Suppose $N$ is a normal, unique, globally linear and globally compatible inter-connected $\mathrm{LGQ}_{\approx}^{-}$clausal set consisting of clauses $C_{1}, \ldots, C_{n}$. By the protect property, each $C_{i}$ in $C_{1}, \ldots, C_{n}$ contains a (loose) guard $\neg G_{i}$. By the fact that $N$ is strongly and globally compatible and inter-connected, for all compound terms $t$ in $N, \operatorname{var}(t) \subseteq \operatorname{var}\left(G_{i}\right)$. Hence, $\neg G_{i}$ can be used as a guard for any of clauses in $N$. Now suppose $F$ is obtained by applying the Q-Unsko procedure to $N$. By applying Steps 1. -2 . of the $\mathbf{D}$-Trans process to $F, F$ is reformulated as $\exists \bar{x} \forall \bar{y}\left(F_{1} \vee\right.$ $\ldots \vee F_{m}$ ). There exists $F_{j}$ in $F_{1}, \ldots, F_{m}$ such that $F_{j}$ is a conjunction $\neg G_{1} \wedge \ldots \wedge$ $\neg G_{n}$ where $\neg G_{1}, \ldots, \neg G_{n}$ are (loose) guards for $C_{1}, \ldots, C_{n}$, respectively. Then in Steps 3., by distributing the loose guards in $F_{j}$ to each subformulas in $F$, each subformulas in $F$ are (loosely) guarded. Hence, $F$ can be presented as a (clique) guarded negation formula. By the above discussion, we claim:

Lemma 7.17. Suppose $F$ is the first-order formula obtained by applying the $Q$-Unsko procedure to a normal, unique, globally linear and globally compatible $L G Q_{\approx}^{-}$clausal set $N$. Then, applying the D-Trans process to $F$ transforms it to a (clique) guarded negation formula.

We use the notation $\mathbf{Q}-\mathbf{R e w}^{\mathbf{C G N F}}$ to denote the procedure of the saturationbased rewriting for BCQs in GNF and/or CGNF. Given a union $q$ of BCQs, a set $\Sigma$ of formulas in GNF and/or CGNF, the Q-Rew ${ }^{\text {CGNF }}$ procedure backtranslates $\Sigma \cup\{\neg q\}$ by the following steps.

1. Apply the $\mathbf{Q}-\mathrm{Ans}^{\mathbf{C G N F}}$ procedure to $\Sigma \cup\{\neg q\}$, producing an $\mathrm{LGQ}_{\approx}^{-}$clausal set $N$.
2. Apply the $\mathbf{Q}-A b s$ procedure to $N$, obtaining a normal, unique and strongly compatible LGQ ${ }_{\approx}^{-}$clausal set $N_{1}$.
3. Apply the $\mathbf{Q}$-Rena procedure to $N_{1}$, obtaining a normal, unique, globally linear and globally compatible $\mathrm{LGQ}_{\approx}^{-}$clausal set $N_{2}$.
4. Apply the Q-Unsko procedure to $N_{2}$, obtaining a first-order formula $F$.
5. Apply the D-Trans process to $F$, obtaining a (clique) guarded negation formula $F_{1}$.
6. Negate $F_{1}$, obtaining $\Sigma_{q}$.

Now we give a positive answer to Problem 9, as the second main contribution of this chapter.

Theorem 7.8. Suppose $\Sigma$ is a set of formulas in UNF, GNF and/or CGNF, D is a set of ground atoms and $q$ is a union of BCQs. The $Q-R e w \mathbf{w G N F}^{\text {CGNF }}$ procedure negates the back-translation of the saturated clausal set of $\Sigma \cup\{\neg q\}$, obtaining a (clique) guarded negation formula $\Sigma_{q}$ such that $\Sigma \cup \mathrm{D} \vDash q$ if and only if $\mathrm{D} \vDash \Sigma_{q}$.

Proof. By Theorem 5.4 and Lemmas 7.16-7.17.

## Chapter 8

## Related work

## Resolution-based decision procedures

The $\mathbf{P}$-Res rule is inspired by the 'partial replacement' strategy in [BG97, BG01] and the 'partial conclusion' of the 'Ordered Hyper-Resolution with Selection' rule in [GdN99]. The idea of 'partial conclusion' is given in [GdN99]. Without formal proofs and discussions on the integration of the 'partial conclusion' and the resolution framework of [BG01], [GdN99] claims that its result can be easily generalised into the framework of [BG01]. In [BG97, BG01] the 'partial replacement' strategy seems to be the idea behind the 'partial conclusions'. [BG97, BG01] give formal proofs to show that the 'partial replacement' strategy makes the computation of a selection-based resolution rule (the Res rule) redundant. However [BG97, BG01, GdN99] do not consider the 'partial replacement' strategy as a general resolution rule in the resolution framework of [BG01]. This thesis considers the $\mathbf{P}$-Res rule as a core rule for any resolution system following the framework of [BG01]. We show that this P-Res rule makes a resolution inference step flexible, as one can choose any subset of the given side premises with respect to a computation of the Res rule. Moreover we give detailed explanations and examples to demonstrate applications of the P-Res rule, and formally prove that the $\mathbf{P}$-Res rule can be used as a core rule to replace the resolution rules (with the refinement of admissible orderings and selection functions) in the resolution framework of [BG01].

Inspired by the 'MAXVAR' technique in [dNdR03] we devise the topvariable technique. The 'MAXVAR' technique and the top-variable technique are also used in [GdN99] and [ZS20a], respectively. Although [GdN99] gives
a detailed example to demonstrate how the 'MAXVAR' technique is applied, it does not give formal procedures to compute the 'MAXVAR' values, formal proofs, and how the 'MAXVAR' technique is integrated into its inference system, instead [GdN99] refers readers to the manuscript of [dNdR03] for details. [dNdR03] uses the 'MAXVAR' technique to avoid term depth increase in the resolvents of loosely guarded clauses with nested compound terms allowed. In [dNdR03] the 'MAXVAR' technique is complicated: one first identifies the depth of a sequence of variable, and then applies a specially devised unification algorithm to find the 'MAXVAR'. Furthermore the 'MAXVAR' technique requires the use of non-liftable orderings, which are not compatible with the framework of [BG01] (the reasons for using the framework of [BG01] are given in the next paragraph). As a variation of the 'MAXVAR' technique, the topvariable technique, devised in [ZS20a], simplifies the procedure of computing top variables as loosely guarded clauses without nested compound terms are considered. In particular [ZS20a] generalises the top-variable technique to include query clauses. This top-variable technique uses liftable orderings, so that it fits into the framework of [BG01]. However in [ZS20a] the pre-conditions of the top-variable technique, the so-called query pair, cannot be immediately used in our query answering setting. Improving on [ZS20a, GdN99, dNdR03], this thesis gives an innovative and simple approach, namely the CompT function, to compute top variables, and encodes the top-variable technique in the plain PResT function. We formally prove that the top-variable resolution rule can be used in any saturation-based inference system following the framework of [BG01, BG98]. Moreover we generalise the premises of the top-variable resolution rule to flat clauses and (loosely) guarded clauses (with equality), with detailed proofs; see Lemmas 4.13, 6.5 and 7.9.

The T-Ref ${ }^{\text {LGQ }}$ refinement extends the resolution refinement for the guarded fragment in [dNdR03, Kaz06, GdN99] and for the loosely guarded fragment in [dNdR03, GdN99, ZS20a]. Though [Kaz06] does not consider the loosely guarded fragment, it points out that by its clausification process, the obtained guarded clauses are strongly compatible, which is an essential property in our saturation-based rewriting procedures. Nonetheless in [Kaz06] the compatibility property is used in analysing complexity of its resolution decision procedure for the guarded fragment. [GdN99] discusses a refinement for the loosely guarded fragment, but does not give a formal description of the refinement
or proofs. A detailed refinement for the loosely guarded fragment is given in [dNdR03] with formal proofs, however [dNdR03] uses non-liftable orderings, which are not compatible with the framework of [BG01]. The framework of [BG01] provides powerful simplification rules and redundancy elimination techniques, and forms the basis of the most state-of-the-art first-order theorem provers, such as Spass [WDF ${ }^{+}$09], Vampire [RV01b] and E [Sch13]. [ZS20a] only focuses on BCQ answering for the Horn fragment of LGF. This thesis devises a simple refinement (for examples Algorithms 1 and 14) for the whole of GF and LGF, extended to handle also BCQs. All these results are reported with detailed formal proofs.

Overall, we significantly improve and extend previous resolution decision procedures for GF and LGF in [dNdR03, Kaz06, GdN99, ZS20a]. Most importantly based on these improved resolution decision procedure, we devise the first practical BCQ answering and saturation-based BCQ rewriting procedures for whole of GF and LGF.

## $B C Q$ answering problem

Existing works consider the BCQ answering problem for Datalog ${ }^{ \pm}$[CGL09] and description logics, such as guarded Datalog ${ }^{ \pm}$rules [CGP15, CGL12, CGK13] and fragments of the description logic $\mathcal{A} \mathcal{L C H O I}\left[K K Z 12, \mathrm{CDGL}^{+} 07, \mathrm{MRC14}\right.$, RA10], respectively.

In knowledge bases a general ontological language is Datalog ${ }^{ \pm}$rules, therefore devising automated querying procedures for Datalog ${ }^{ \pm}$is an important task. A Datalog ${ }^{ \pm}$rule is a first-order formula in the form

$$
F=\forall \overline{x y}(\phi(\bar{x}, \bar{y}) \rightarrow \exists \bar{z} \psi(\bar{x}, \bar{z})),
$$

where $\phi(\bar{x}, \bar{y})$ and $\psi(\bar{x}, \bar{z})$ are conjunctions of atoms. Although answering BCQs for Datalog ${ }^{ \pm}$rules is undecidable [BV81], answering BCQs for the guarded fragment of Datalog ${ }^{ \pm}$, i.e., guarded Datalog ${ }^{ \pm}$rules, is 2ExpTime-complete [CGK13]. The above Datalog ${ }^{ \pm}$rule $F$ is a guarded Datalog ${ }^{ \pm}$rule if there exists an atom in $\phi(\bar{x}, \bar{y})$ that contains all free variables of $\exists \bar{z} \psi(\bar{x}, \bar{z})$. By adopting the definition of the loosely guarded and the clique guarded fragments to Datalog ${ }^{ \pm}$rules, guarded Datalog ${ }^{ \pm}$can be extended to loosely guarded Datalog ${ }^{ \pm}$and clique
guarded Datalog ${ }^{ \pm}$, respectively. For example,

$$
\forall x y z(\operatorname{Siblings}(x, y) \wedge \operatorname{Siblings}(y, z) \wedge \text { Siblings }(z, x) \rightarrow \exists u(\operatorname{Mother}(u, x, y, z)))
$$

is a loosely guarded Datalog ${ }^{ \pm}$rule. Guarded, loosely guarded and clique guarded Datalog ${ }^{ \pm}$can be seen as Horn fragments of GF, LGF and CGF, respectively. Hence, our query answering procedures are also the first practical decision procedures of answering BCQs for these Datalog ${ }^{ \pm}$rules, thus providing an alternative BCQ answering procedure to traditional query answering techniques such as the chase algorithm. Note that there are guarded Datalog ${ }^{ \pm}$rules that are not expressible in the guarded fragment (see an example in [BBtC13, Page 103]), however our Trans ${ }^{\text {GF }}$ process can be seen to transform guarded Datalog ${ }^{ \pm}$rules into Horn guarded clauses.

Expressive description logic $\mathcal{A} \mathcal{L C H O I}$ and it fragments [BHLS17] are prominent ontological languages in semantic web [Har08]. Query answering approaches for fragments of $\mathcal{A} \mathcal{L C H O I}$ have been extensively studied in the literature; see [KKZ12, CDGL+07,MRC14,RA10, Gli07]. In querying answering problems one of the key target is transforming a BCQ into knowledge bases; see the rolling-up technique [Tes01] and the tuple graph technique [CDGL98]. Interestingly the Q-Sep procedure also encodes query clauses to the knowledge base. By the standard translation, problems in the description logic $\mathcal{A} \mathcal{L C H O I}$ can be translated into guarded formulas (with equality) using unary and binary predicate symbols. Thus our query answering procedures can also be used as a practical decision procedure for the BCQ answering for the description logic $\mathcal{A} \mathcal{L C H O I}$ and its fragments.

The squid decomposition technique is a useful technique to analyse the complexity for answering BCQs over weakly guarded Datalog ${ }^{ \pm}$[CGK13]. In squid decompositions, a BCQ is regarded as a squid-like graph in which branches are 'tentacles' and variable cycles are 'heads'. Squid decomposition finds ground atoms that are complementary in the squid head, and then use ground unit resolution to eliminate the heads. In contrast, our approach first uses the separation rules to cut all 'tentacles', and then uses the top-variable resolution rule to resolve cycles in 'heads'. Our approach produces compact saturations of BCQs and the targeted guarded fragments which avoids the significant overhead of grounding, thus yielding a more practical BCQ answering procedure.

## Saturation-based BCQ rewriting problem

Traditional BCQ rewriting settings consider the following problem: given a union $q$ of BCQs, a set $\Sigma$ of ontological languages, and datasets $D$, can we produce (function-free) first-order formulas (or Datalog-like rules) $\Sigma_{q}$, so that the problem of the entailment checking $\mathrm{D} \cup \Sigma \vDash q$ is reduced to that of the model checking of $\mathrm{D} \vDash \Sigma_{q}$. We say that $\Sigma$ and $q$ ensure the first-order or (Datalog) rewritability if $\Sigma_{q}$ can be expressed in (function-free) first-order formulas (or Datalog rules) [CDGL $\left.{ }^{+} 07\right]$. Problems on the first-order (and Datalog) rewritability property has been extensively studied for fragments of the description logic [CDGL ${ }^{+} 07$, HLPW18, BdBF ${ }^{+} 10$, TW20, TSCS15], and for fragments of Datalog ${ }^{ \pm}$rules [GOP14, CGL12, HLPW18, BBLP18]. However it is known that BCQ and GF (and its extensions) are not first-order or Datalog rewritable. Another interesting saturation-based rewriting approach is [HMS07], in which one first saturates axioms of the description logic $\mathcal{S H} \mathcal{H} Q$, presenting the saturation as disjunctive Datalog, and then these disjunctive Datalog are handled by techniques of deductive databases. Unlike the first-order (or Datalog) rewritability and the procedure in [HMS07], our saturation-based BCQ rewriting procedure focus on back-translating clausal sets to a first-order formula, thus our rewriting procedures and existing rewriting procedures are incomparable.

## Chapter 9

## Conclusions

By now we have presented the first practical (saturation-based) decision procedures for arguably the most advanced first-order decision problems: the Boolean conjunctive query answering problems for the guarded, the loosely guarded, the clique guarded, the unary negation, the guarded negation, and the clique guarded negation fragments, making development of automated decision procedures catch up with the hunt of decidable fragments (problems) in first-order logic. Along with the developed query answering procedures, we have provided new saturation-based Boolean conjunctive query rewriting procedures for the considered guarded fragments. We use saturation to compile the schema and query into a first-order formula and reduce the problem to entailment checking relative to data.

Using the developed decision procedures, the research questions posed in Problems 4-9 have been positively answered. To start with, Chapter 4 develops the resolution-based $\boldsymbol{P}$-Res and top-variable inference systems, and a query handling procedure, solving the BCQ answering problem for the guarded fragment. For the problem of query answering in the loosely and the clique guarded fragments, Chapter 6 devises novel clausification processes so that these fragments are clausified to a unified form (viz. the class of loosely guarded clauses), and then revises the previous top-variable inference system and query handling procedures to tackle the loose guards. Finally, Chapter 7 solves the query answering problem in the guarded negation and the clique guarded negation fragments. New clausification processes are developed to transform these fragments to the class of loosely guarded clauses with equality. As this clausal class allows equality, we devise the superposition-based $\boldsymbol{P}$-Res and top-variable inference systems and redevelop the previous query handling procedures to accommodate equality, solving the query
answering problem for the guarded negation fragments.
Another line of this thesis is the development of saturation-based BCQ rewriting procedures. Initially Chapter 5 identifies a refined clausal class (viz. aligned guarded clauses) obtained by applying our clausifications to the guarded fragment, formally proves that the query answering procedure for the guarded fragment provides a decision procedure for this new clausal class, and gives a novel procedure for back-translating clausal sets in this class to a first-order formula. Chapter 6 successfully generalises these results to the loosely guarded and the clique guarded fragments. Chapter 7 further strengthens the previous results by sharpening the definition of aligned clauses and adding additional transformations, so that the back-translated first-order formula can be expressed as a (clique) guarded negation formula.

By the devised practical decision procedures, this thesis gives the following contributions.

- Our query answering procedures fill the gap of the absence of resolutionbased (or superposition-based) decision procedures for the clique guarded fragment (with equality), and practical decision procedures for the unary negation, the guarded negation and the clique guarded negation fragments.
- Our query answering procedures provide practical solutions to real-world problems. As far as we know, our querying procedures provide the first practical decision procedures for the loosely guarded, the clique guarded and the frontier guarded Datalog ${ }^{ \pm}$rules and the first practical decision procedures for conjunctive query answering in the guarded, the loosely guarded, the clique guarded and the frontier guarded Datalog ${ }^{ \pm}$rules. Our query answering procedures also give alternative practical decision procedures for conjunctive query answering in the expressive description logic $\mathcal{A L C H O I}$ and its fragments.
- Our query answering procedures provide the theoretical foundations for saturation-based ontology-enriched querying in any of the considered guarded fragments.
- We have devised a series of the novel, robust and modular P-Res and topvariable inference systems and introduced several new automated reasoning techniques. These inference systems and techniques provide a powerful a toolkit for developing practical decision procedures for satisfiability checking,
conjunctive queries answering and back-translating tasks for other first-order fragments.
- Our query answering procedures provide the minimal essentials for tuning saturation-based theorem provers as preliminary querying engines, particularly for the considered guarded fragments, thus bridging the gap of the lack of theoretical foundations for saturation-based querying.
- Our saturation-based query rewriting procedures are well-suited to provide better explanations of saturation. Our rewriting procedures allow users to view saturating clausal sets in the form of first-order formulas, thus giving users explicit information (compared to clauses) on how inferences are computed on the given queries and formulas. Moreover our approach have the flexibility that they can be combined with other reasoning methods applied to formulas, obtained by the back-translation.


## Future work

Implementation We are confident that our systems provide a solid foundation for practical implementations of decision procedures and query answering systems for the family of guarded fragment considered. As we use the resolution and superposition-based framework in [BG01, BG98], any state-of-the-art saturation-based theorem prover could provide a platform for an implementation of our procedures. The key novel techniques in this thesis are the separation rules for query clauses, the $\boldsymbol{P}$-Res and the top-variable inference systems, and the rules in the back-translation procedures.

Given a query clause $Q$, the application of our separation rules to $Q$ consists of the following three steps:

1. Finding surface literals with respect to $Q$. Considering literals $L$ in $Q$ as multisets containing the variable arguments of $L$, one needs to implement a multiset ordering for literals in $Q$, in which the maximal multisets map to the surface literals with respect to $Q$.
2. Finding separable subclauses in $Q$. This requires us to check every pair of surface literals with respect to $Q$ to see if they satisfy the conditions for the separation rules.
3. Separating subclauses $C_{1}$ and $C_{2}$ of $Q$. This can be implemented as a form of structural transformation with the newly introduced predicate symbols containing only the overlapping variables of $C_{1}$ and $C_{2}$.

Suppose the $\mathbf{P}$-Res rule is applied to a main premise $C$ with literals $L_{1}, \ldots, L_{n}$ selected and side premises $C_{1}, \ldots, C_{n}$. The P-Res resolvent of $C$ and $C_{1}, \ldots, C_{n}$ can be computed by the following steps.

1. Without deriving resolvents apply the selection-based resolution rule (the Res rule) to $C$ and $C_{1}, \ldots, C_{n}$, computing an mgu $\sigma^{\prime}$ for $C$ and $C_{1}, \ldots, C_{n}$.
2. Unselect the literals $L_{1}, \ldots, L_{n}$ in $C$, and then select a subset $L_{1}, \ldots, L_{m}$ of $L_{1}, \ldots, L_{n}$ with $m \leq n$, performing the Res rule on $C_{1}, \ldots, C_{m}$ and $C$ with $L_{1}, \ldots, L_{m}$ selected.

In the application of the top-variable resolution rule, $L_{1}, \ldots, L_{m}$ are the topvariable literals, computed by the variable ordering with respect to $\sigma^{\prime}$.
3. When the P-Res resolvent is derived, unselect $L_{1}, \ldots, L_{m}$.

The main techniques in our back-translation procedures are variations of the term abstraction, the variable renaming and the unskolemisation rules. These rules are standard rules in eliminating second-order quantifications, as implemented in the SCAN system [Oh196]. This provides evidence that implementing our back-translation procedures is highly feasible.

Practical decision procedures for other problems As the P-Res and the top-variable systems are formally proved sound and refutationally complete, our inference systems are widely applicable to other problems in first-order logic (with equality). It is interesting to exploit the capability of these systems.

It is interesting to push the application of the $\mathbf{P}$-Res rule further. For example can we use variations of the P-Res rule to handle transitivity relations? Particularly one needs to consider how to avoid the increasing number of distinct variables in the conclusions. Deciding the guarded fragment with transitive guards can be a good starting point. Although it is known that resolution decides the guarded fragment with transitive guards [Kaz06, KdN04], it is still interesting to see how our techniques tackle transitivity relations, since handling of transitivity opens the door for deciding and / or querying a new range of fragments such as the expressive description logic $\mathcal{S H I}$, the modal logics K4, S4 and
$S 5$ and the monadic guarded two-variable fragment with transitive guards [GPT13]. Other possible fragments are the triguarded fragment [RS18] and the guarded two-variable fragment with counting quantifiers [Pra07].

Applications Other future work includes implementing and evaluating our query answering and rewriting procedures on real-world applications such as the description logic $\mathcal{A L C H O I}$ and the (frontier) guarded Datalog ${ }^{ \pm}$rules, since the number of guarded formulas in the first-order theorem proving benchmark, the TPTP library [Sut16], is rather small.

Generally one reduces the problem of answering conjunctive queries to that of answering Boolean conjunctive queries. It would be interesting to investigate whether our query answering procedures can be adapted to retrieve non-Boolean answers from databases and knowledge bases.

We envisage that our back-translation methods could benefit the development of procedures for computing Craig interpolation and uniform interpolation (when they exist) for guarded negation fragments, but this will of course need to be investigated.

Final remark Overall, this thesis develops practical decision procedures for the conjunctive query answering and rewriting problems in a family of the guarded first-order fragments. The developed inference systems and automated reasoning techniques provide the basis for potential practical reasoning tasks in first-order logic (with equality). These procedures also lay the theoretical foundations for the possibility of developing alternative methods to traditional database approaches, based on first-order theorem proving methods.
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