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Abstract 

Despite graphene’s excellent properties, there have been very few electronic devices which make 

full use of them due to the lack of bandgap. This research aims for the development of high-

performance graphene THz detectors. Towards this goal, two nanodevices are investigated. Both do 

not require a bandgap, with each being capable of operating into the terahertz (THz) range. The 

graphene ballistic rectifier (GBR) uses the long mean free paths in graphene to achieve ballistic 

transport and redirect carriers preferentially towards a single output. Building on the extended 

Büttiker-Landauer formula for ballistic rectifiers in semiconductors, the operational theory of GBRs is 

derived and tested taking into account the coexistence of electrons and holes. The theory predicts large 

responsivities when there is a large disparity in carrier mobilities, while calculations using realistic 

device dimensions and parameters predict easily achievable responsivities of at least 50,800 V/W and 

noise-equivalent power (NEP) of 0.51 pW/Hz1 2⁄ . The second nanodevice is the graphene self-

switching diode (GSSD), which uses electrostatic effects to cause asymmetric current flow through a 

conducting channel. By constructing a bridge rectifier from encapsulated GSSDs a modest peak 

responsivity of 4,400 V/W is found, with minimum NEP of 5.4 pW/Hz1/2 is found if thermal noise is 

assumed to dominate. Both nanodevices are then tested using graphene grown by chemical vapour 

deposition (CVD), an important step towards fabrication on a larger scale. A bridge rectifier constructed 

from CVD GSSDs demonstrates peak responsivity > 100 kV/W. However, poor noise performance puts 

the NEP at 11.7 nW/Hz1 2⁄ , worse than GBRs and many other room-temperature THz detectors. GBRs 

using CVD graphene show good results, with responsivity of 10,000 V/W  and similar noise to 

encapsulated graphene ballistic rectifiers. However, combining graphene ballistic rectifiers into arrays 

gives mixed results. Finally, simulations of THz graphene bowtie antennas using parameters realistic for 

CVD graphene show that they can be operated with high-impedance detectors such as those 

investigated here. With a 1 kΩ  source they show reflection parameters under −12 dB  at THz 

frequencies, although improvement to CVD graphene quality would give significant improvement. 

While no THz results are presented here, the next step is combining these antennas with high-

frequency graphene rectifiers such as the GBR or GSSD to form graphene THz detectors.  
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1. Introduction 

Since it was first isolated in 2004 [1], graphene has been subject to a huge quantity of research, in 

fields from electronics [2–7] to composites [8, 9] and biomedicine [10, 11]. For decades it had previously 

been studied theoretically as the monolayer form of graphite [12], but it was commonly regarded as 

purely an ‘academic material’ [1, 13] until the mechanical exfoliation with optical contrast method was 

developed. Since being isolated, it has been found to possess many excellent properties, for example 

its 2D Young’s modulus of 340 N/m [14] or higher [15]. Combined with its flexibility, high surface 

area:mass ratio of 2630 m2/g  [16], and stability up to 2600 K [17], the development of liquid phase 

exfoliation has enabled graphene’s use in many composites and other materials [8, 9], as well as for 

inkjet printed and flexible electronics [18]. Separately, graphene’s excellent electronic properties, such 

as high carrier densities and ultra-high carrier mobilities [19, 20], have also led to a myriad of 

applications being studied.  

Terahertz (THz) frequencies represent the region of the electromagnetic spectrum between infrared 

(IR) radiation and microwaves, and as such form the boundary between traditionally ‘optic’ frequencies 

and ‘electronic’ frequencies. Due to this, efficient generation and detection of THz radiation tends to 

be difficult, and for this reason the region is often referred to as the ‘THz gap’ [21]. The lower and upper 

bounds of this region are somewhat arbitrary, but are generally considered to be 0.1-0.3 THz and 10-

30 THz respectively, spanning wavelengths from 10 µm to 3 mm [22]. Despite the difficulty in 

generation and detection, THz radiation has a huge array of potential applications, in security and 

medical imaging, as well as scientific and astronomical instruments and telecommunications [22–27]. 

Telecommunications in particular is an important area of applications, as the drive for ever-higher data 

transfer rates naturally pushes operational frequencies higher.  
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Due to THz radiation falling between these two regions, approaches to generation generally involve 

emitting ‘optical’ radiation of lower frequency by finding energy level transitions of lower energy, for 

example quantum cascade lasers [28–30], synchrotrons and gyrotrons [31, 32], and free electron lasers 

[33, 34]. While a large number of THz generation techniques and devices have been developed in recent 

years, state-of-the-art detection still mostly lies in technologies such as Golay cells, bolometers, and 

other devices which rely on heat generation by the incident radiation [35]. While these devices can 

detect a wide range of frequencies and give very high responsivities of well over 100,000 V/W, due to 

their operational mechanisms they are limited to response times of the order of 10s of ms. In addition, 

many detectors, such as most bolometers, require cooling to cryogenic temperatures for sensitive 

detection [35]. An alternative approach is to increase the operational frequencies of traditional 

electronics-frequency detectors, such as rectennas, into the THz range. Such devices will naturally have 

a much faster response time, making their development highly desirable for applications which benefit 

from fast response, such as THz imaging or ultrafast spectroscopy [35]. Generation and detection 

methods for THz radiation will be discussed in more detail in Section 2.2. 

Graphene’s high carrier mobilities make it naturally suitable for high frequency electronics, 

extending into the THz region. Coincidently, graphene’s unusual electronic properties make it suitable 

for hosting plasmonic oscillations in the THz region, enabling applications which use plasmonic 

resonance on graphene to couple to free space THz radiation [36, 37]. However, due to it being a ‘semi-

metal’, graphene lacks a bandgap, severely hindering most potential electronics applications. For 

example, graphene transistors tend to have low on-off ratios, because the lack of a bandgap prevents 

a depletion region from forming, resulting in large off currents [38]. Many approaches have been 

developed to overcome this obstacle, for example tunnelling devices [39, 40] and graphene nanoribbon 

devices [38, 41], but both come with considerable disadvantages. Alternative device concepts that 

make use of graphene for high frequency applications while not suffering from the lack of a bandgap 
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are the ballistic rectifier (BR) and the self-switching diode (SSD). The BR is a planar four-terminal device 

which uses ballistic transport and an asymmetric structure to rectify input current into a DC output by 

redirecting carriers preferentially towards a single output, regardless of input current direction [42]. 

The SSD is a two-terminal planar device consisting of a conducting channel with insulating trenches on 

either side, similar to a side-gated transistor with two gates connected to the source or drain, which 

self-gates the channel when forward or reversed biased [43]. Due to the lack of bandgap both of these 

devices operate with zero threshold voltage, which is an advantage for high-frequency signals, which 

are often low in amplitude. Competing technologies include Schottky diodes, which are used at high 

frequencies and can also be operated without a threshold voltage. The main disadvantage of Schottky 

diodes compared to these graphene devices is the more limited frequency range, with the maximum 

possible operating frequency (assuming negligible parasitic capacitance) being limited by the plasma 

frequency of the semiconductor used [44]. Both the BR and the SSD have low parasitic capacitance due 

to their planar nature meaning contacts are arranged horizontally rather than vertically. Combined with 

input resistance, capacitance determines the cut-off frequency of a device and hence these devices 

have been shown to operate at or near THz frequencies [45–47]. However, it is important to note that 

in a real application the maximum operational frequency will also depend strongly on surrounding 

circuitry. For example, any transmission line or antenna will contribute to capacitance, reducing the 

cut-off frequency. However, compensation circuits containing inductive elements can be used to 

mitigate the effects of parasitic capacitance. These devices were first fabricated using III-V 

semiconductor 2D electron gasses [42, 43, 45, 48], but have since been fabricated using graphene [49–

51], forming the graphene ballistic rectifier (GBR) and the graphene self-switching diode (GSSD). While 

these devices show good performance in III-V semiconductors, carrier mobilities in these materials 

depend strongly on temperature, limiting their use as uncooled detectors [42, 43]. In graphene, while 
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carrier mobilities are also extremely large, they are also mostly independent of temperature, meaning 

that graphene has the largest mobilities of any material at room temperature [19, 50, 52, 53].  

The GBR has been shown to have excellent properties [50] and has been proven as a THz detector 

[47]. However, a large obstacle to further development has been the large input impedance of these 

devices. This causes large power losses when coupled to a low-impedance source, such as an antenna. 

There are several avenues to improving this, which will be investigated here. In addition, the majority 

of work on graphene ballistic rectifiers and self-switching diodes has been using exfoliated graphene, 

using the same sticky tape method by which was first discovered in 2004 [1]. While manual mechanical 

exfoliation and subsequent encapsulation in hexagonal boron nitride is capable of producing extremely 

high quality devices, it is extremely difficult to up-scale this method for industrial-scale production. 

Therefore, graphene produced by large-scale growth methods, such as chemical vapour deposition 

(CVD), must be investigated with these devices to test how their performance compares to using 

manually exfoliated and encapsulated graphene.  

This work focuses on further development of GBRs and GSSDS, in particular moving towards larger-

scale fabrication, followed by simulations of graphene-based THz antennas suitable to be integrated 

with these devices in rectennas. No THz results are contained in this thesis, however the work 

presented here allows for future research to combine these THz-capable rectifiers with graphene-based 

antennas to form THz detectors. All rectifier results measured here such as responsivity and noise-

equivalent power are measured at low frequency. It is anticipated that these will become worse as 

frequency increases towards the THz region, as the cut-off frequency of devices is approached. Chapter 

2 details graphene as a material, along with relevant electronic properties, followed by a summary of 

contemporary THz generation and detection techniques. Then, the structure and details of the GBR 

and GSSD are described, and finally relevant sources of electrical noise in these devices are outlined. 

Chapter 3 describes the various device fabrication and measurement techniques used, including the 
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low-frequency noise measurement setup and the electromagnetic simulation methods used. In 

Chapter 4, investigations of the GBR are presented. First, the theory of operation is extended to aid in 

the design of future devices, followed by predictions and calculations. Then, in the interest of larger-

scale fabrication and reducing impedance mismatch, investigations are performed into how arrays of 

GBRs affect performance. Devices are then tested using commercial-scale CVD graphene and finally the 

noise performance of a large array of GBRs using CVD graphene is tested. Chapter 5 then shows tests 

of GSSDs and GSSD bridge rectifiers, fabricated using encapsulated graphene and CVD graphene, also 

in the interest of moving to large-scale fabrication. The noise performance of a CVD GSSD bridge 

rectifier is then tested. Chapter 6 contains simulations and analysis of THz graphene antennas, 

performed during the laboratory closures caused by COVID-19. These antennas make use of graphene’s 

THz plasmonics to couple free space THz radiation to high-impedance devices such as the GSSD and the 

GBR. Dipole antennas are tested in terms of how size and graphene properties affect performance, and 

then bowtie antennas are tested. Finally, bowtie antennas with parameters realistic for CVD graphene 

are simulated and considered for use. 
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2. Theory 

2.1. Graphene 

2.1.1. Background and History 

Graphene is a 2D allotrope of carbon, consisting of a single layer of carbon atoms arranged into a 

honeycomb structure. Because it is effectively a single layer of the 3D material graphite, which has been 

used for various purposes from pencils to lubricants due to its layered nature, it is certain that graphene 

has been produced accidently many times in the past. However, despite been studied theoretically for 

over 70 years [12], it was presumed to be unstable, preferring to roll up and rearrange into other 

allotropes such as carbon nanotubes or fullerenes [13]. Therefore, the discovery in 2004 of a simple 

method to fabricate monolayer graphene sheets by mechanical exfoliation using tape followed by 

identification using optical contrast on a SiO2 substrate caused an explosion in research interest and 

lead to Andre Geim and Konstantin Novoselov winning the 2010 Nobel prise in physics. 

A major breakthrough in graphene electronics occurred with the use of thin hexagonal boron nitride 

(hBN) crystals, first as a substrate for graphene [54], followed quickly by full encapsulation [53], 

alongside dry transfer techniques [55]. hBN is an ideal substrate, and encapsulation has allowed devices 

with carrier mobilities in excess of 100,000 cm2/Vs to be fabricated [50, 52]. In addition, the extremely 

large pressure exerted by these so-called ‘Van-der-Waals heterostructures’ causes any impurities 

present in between the layers to be squeezed into bubbles on the scale of 10s of µm. These bubbles 

are easily visible using a microscope, and can hence be avoided when fabricating devices. Alongside 

encapsulation and dry stamp transfer techniques, the development of one-dimensional (1D) contacts 

also offered reduced contact resistances and a much less capacitive structure than depositing metal 

directly onto graphene, while removing the need for any sort of resist or other polymer to ever come 

into contact with the graphene surface [52].  Carrier densities in graphene are typically in the range of 
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1012cm−2 [56, 57], which is similar to that seen in GaAs/AlGaAs 2D electron gasses [58, 59]. While III-

V semiconductor 2D electron gasses can have extremely high mobilities in excess of 108cm2/Vs at 

cryogenic temperatures, the mobility drops off quickly with increasing temperature to around 

104cm2/Vs [43, 59]. In contrast, graphene’s carrier mobility depends only weakly on temperature, 

with values greater than 105 cm2/Vs at room temperature being well documented [50, 52]. 

Early in the life of graphene as a newly discovered material, perhaps the most exciting area of 

potential applications was in electronics. It was hoped that graphene’s ultra-high carrier mobilities, 

higher than any other material discovered at room temperature, would pave the way for a new era of 

ultra-fast electronics, with graphene replacing silicon at the heart of all electronics [13]. However, the 

majority of these electronics applications have yet to be realised, due in a large way to graphene’s lack 

of a bandgap. Efforts to modify graphene to open up a bandgap invariably lead to a decrease in mobility, 

destroying the main benefit of using graphene at all. This means that electronic devices which rely on 

a bandgap to produce effects like depletion regions, such as field-effect transistors, operate very poorly 

in pure monolayer graphene. The lack of a depletion region means that reverse currents/off currents 

for these devices are extremely large [38]. A large drawback of graphene transistors at high frequencies 

is the low impedance of these devices. This means that they can support high currents but have 

extremely low gain and cannot drive high powers. In comparison, silicon MOSFETs can have extremely 

large current gain and voltage gain, and are widely used. This is widely considered the main obstacle 

preventing widespread use of graphene’s otherwise excellent electronic properties in commercial 

devices. One approach to avoid this issue in graphene electronics has been to use devices which rely 

upon carriers tunnelling through some sort of thin potential barrier [39, 40]. The use of potential 

barriers allows for much reduced reverse current, however the nature of these structures, with 

conducting layers separated by thin insulators, is inherently capacitive. This causes large intrinsic device 

capacitance, massively reducing cut-off frequency. Another potential solution lies in the use of 
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graphene nanoribbons, which due to lateral quantum confinement do possess a bandgap, and hence 

boast far larger on/off ratios [38, 41, 60]. Graphene nanoribbons however have far lower carrier 

mobilities than graphene, eliminating one of the main advantages of the use of graphene [38, 41]. 

Due to graphene being a 2D material, it has an extremely large surface area – volume ratio. This 

allows graphene-containing batteries and supercapacitors to be lighter and more flexible, with much 

longer-term storage than traditional capacitors and extremely fast charge/discharge times [61–63]. As 

well as energy storage applications, the large surface area allows an extremely wide range of graphene-

based sensors such as temperature or chemical sensors to achieve high sensitivities [11, 16, 64]. In 

addition, graphene has also been investigated for many applications in composite materials [8, 9]. 

2.1.2. Crystal Structure 

The unit cell contains two carbon atoms, with unit cells being arranged in a hexagonal structure. 

This is shown in Figure 1. 

 

Figure 1: Lattice structure of graphene. The unit cell (grey diamond) is shown, as well as the lattice vectors  𝒂𝟏⃗⃗  ⃗ and 𝒂𝟐⃗⃗  ⃗ and 

the bond length a. The filled in and empty circles represent the two sub-lattices.  

The atoms can be arranged into two distinct sub-lattices, corresponding to the two atoms in the 

unit cell. The lattice vectors are  
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 𝒂𝟏⃗⃗ ⃗⃗ =
𝑎

2
(

3

√3
),        𝒂𝟐⃗⃗ ⃗⃗ =

𝑎

2
(

3

−√3
), Equation 1 

where 𝑎 = 1.42 Å is the bond spacing. Atoms are bonded to the three nearest-neighbours by σ-bonds, 

with one π-bond extending in lobes perpendicular to the plane. This is due to sp2 hybridization, where 

one 2s two 2p orbitals are combined, as opposed to sp3 hybridisation, which is found in diamond and 

creates a 3D tetragonal shape. These half-filled π-bands contribute towards the vast majority of 

graphene’s unique and unusual properties, because they leave electrons able to flow along the plane 

[20]. 

The reciprocal lattice vectors of graphene are 

 
𝒃𝟏
⃗⃗⃗⃗ =

2𝜋

3𝑎
(

1

√3
) ,        𝒃𝟐

⃗⃗⃗⃗ =
2𝜋

3𝑎
(

1

−√3
), Equation 2 

as shown in Figure 2. 

 

Figure 2: The first Brillouin zone of graphene (red hexagon). 𝒃𝟏
⃗⃗ ⃗⃗  and 𝒃𝟐

⃗⃗ ⃗⃗  are the reciprocal lattice vectors, with the symmetry 

points M, Γ, 𝐾, and 𝐾′ also shown. 

The first Brillouin zone (BZ), defined as the unit cell of the reciprocal lattice, is also shown. It has 

several unique points of symmetry, denoted as  Γ, 𝐾, 𝐾′, and 𝑀. Due to translation by whole number 
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combinations of the reciprocal lattice vectors, all 6 corners of the 1st BZ can be described by just 𝐾 and 

𝐾′. Their positions are 

 

�⃗⃗� =
2𝜋

3𝑎
(

1
1

√3

) ,       𝑲′⃗⃗  ⃗ =
2𝜋

3𝑎
(

1

−
1

√3

). Equation 3 

2.1.3. Electronic Properties 

Graphene is a semi-metal, alternatively known as a gap-less semiconductor, due to the fact that the 

conduction and valence band meet at a single point in k-space, known as the Dirac point [20]. This point 

has a density of states (DoS) of zero, and is 4-fold degenerate due to spin and 𝐾/𝐾′ degeneracy. In 

pristine graphene, the Fermi energy lies on the Dirac point. 

The dispersion (energy-momentum) relation of graphene can be calculated using the tight-binding 

model, which models band structure using the electron wave functions of individual electrons with 

added terms for the interaction energies between adjacent lattice sites. In graphene, sp2 hybridization 

produces spz orbitals that are perpendicular to the plane and contain one electron per atom. The 

overlap between spz orbitals of neighbouring atoms creates 𝜋 bonds, which account for graphene’s 

electronic properties. The extent of this overlap is represented by the bond energy, also known as 

electron ‘hopping’ energy [20]. These orbitals are shown in Figure 3, with the 𝜋  bond interaction 

energies between nearest-neighbours (𝑡)_and next-nearest-neighbours (𝑡′) marked. 
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Figure 3: Bonds in graphene. 𝜎 bonds in the plane and 𝜋 bonds out of the plane are shown, with the nearest- and next-

nearest-neighbour overlaps corresponding to hopping energies 𝑡 and 𝑡′ shown. Adapted from [65]. 

Using the nearest and next-nearest neighbour interaction energies the dispersion relation is shown 

to be 

 
𝐸±(�⃗⃗� ) = ±𝑡√3 + 𝑓(�⃗⃗� ) − 𝑡′𝑓(�⃗⃗� ), 

𝑓(�⃗⃗� ) = 2 cos(√3𝑘𝑦𝑎) + 4 cos(
√3

2
𝑘𝑦𝑎) cos (

3

2
𝑘𝑥𝑎), 

Equation 4 

where 𝐸± is the band energy either above or below the Dirac point and �⃗⃗�  is the wavevector. In the 

vicinity of the Dirac point, this dispersion can be simplified to give 

 𝐸±(�⃗⃗� ) =  ±𝑣𝑓ℏ|�⃗⃗� − 𝒌𝐾
⃗⃗⃗⃗  ⃗|, Equation 5 

where ℏ is the reduced Planck constant, and 𝒌𝐾
⃗⃗⃗⃗  ⃗ is the wavevector at the 𝐾 (or 𝐾′) point. 𝑣𝑓 denotes 

the Fermi velocity, defined as the velocity of carriers at the Fermi energy, which can depend on the 

graphene’s condition and substrate, but is around 1 × 106m/s [20]. This linear dispersion relation 

around these points can clearly be seen in Figure 4, adapted from [66], and holds true for energy scales 

even up to that of optical light [67]. 

t 
t' 
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Figure 4: Energy-momentum dispersion relationship of graphene, with zoomed-in view showing its linear nature in the 

vicinity of the 𝐾 and 𝐾’ points, where the conduction band (CB) and valence band (VB) meet. Figure adapted from [66]. 

The dispersion relation given in Equation 5 has no dependence on electron effective mass in any 

way and there is no correlation between carrier momentum and velocity. It should be noted however 

that this is only true for an infinite graphene sheet, and finite device sizes and defects can cause 

localisation of carriers [20]. The approximation in the vicinity of the Dirac point giving this linear 

dispersion relation means electrons behave as massless particles, known as ‘Dirac fermions’. This 

means that electrons in graphene act as relativistic particles with an effective ‘speed of light’ of 𝑣𝑓, and 

mimic many features of quantum electrodynamics [20, 56].  This extremely high Fermi velocity, roughly 

1/300 of the speed of light, is nearly 10 times higher than that in 2D electron gasses formed in III-V 

semiconductor heterostructures at room temperature [68], allowing some types of device to operate 

much faster. As well as the lack of a bandgap, another consequence of graphene’s linear dispersion is 

the small density of states at energies near the Dirac point,  
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𝜌(𝐸±) =

3√3𝑎2

ℏ2𝜋
 
|𝐸±|

𝑣𝑓
2  , Equation 6 

where 𝜌(𝐸±) is the density of states per unit cell, which approaches 0 at the Dirac point [20]. An 

externally applied transverse electric field can tune the Fermi energy in graphene, resulting in an 

electrostatically tuneable carrier density. This is analogous to doping a semiconductor, and is hence 

known as electrostatic doping. Figure 5 shows how the carrier density varies with applied bias field 

(gate voltage). Due to graphene’s nature as a bipolar material, it is possible to change the majority 

carrier between electrons and holes using the gate voltage. When graphene is biased such that the 

Fermi energy lies on the Dirac point, the density of electrons and holes is equal, as can be seen in Figure 

5. This gate voltage will be referred to here as the neutrality point (NP), and for pristine graphene is 

𝑉𝐺 = 0 V.  

 

Figure 5: Calculated 2D carrier densities in graphene, for electrons (𝑛) and holes (𝑝), calculated from Equation 7 as a 

function of gate voltage. The gate capacitance is calculated assuming a Si/290 nm SiO2 substrate, and the carrier neutrality 

point is assumed to be at 𝑉𝐺 = 0 V. A typical value of 𝑛0 = 1 × 1011cm−2 is used, corresponding to the value of 𝑛 and 𝑝 at 

a gate voltage of 𝑉𝐺 = 0 V. Reproduced from [69]. 

It has been shown [57] that the 2D carrier densities in graphene can be expressed as 
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𝑛 ≈

1

2
(−𝑛𝑐𝑣 + √𝑛𝑐𝑣

2 + 4𝑛0
2) , 

𝑝 ≈
1

2
(𝑛𝑐𝑣 + √𝑛𝑐𝑣

2 + 4𝑛0
2). 

Equation 7 

The value 𝑛𝑐𝑣 is the gate-induced carrier density, which depends on the back gate voltage 𝑉𝐺 and gate 

dielectric properties, and 𝑛0 is the carrier density at the NP. They are given by 

 

𝑛𝑐𝑣 = 𝑝 − 𝑛 = −
𝐶𝐺𝑉𝐺

𝑒
,  𝑛0 = √(

𝑛∗

2
)
2

+ 𝑛𝑡ℎ
2 , Equation 8 

where 𝐶𝐺 is the gate dielectric capacitance density (also known as capacitance per unit area), 𝑛𝑡ℎ =

𝜋

6
(
𝑘𝐵𝑇

ℏ𝑣𝑓
)
2

 is the thermal carrier density, and 𝑛∗ is the carrier density caused by spatial inhomogeneities 

or ‘charge puddles’ over lengths in the order of 10s of nm [70]. Here, 𝑘𝐵 is the Boltzmann constant and 

𝑇 is temperature. The values of 𝑛 and 𝑝 for an example piece of graphene are shown in Figure 5. At the 

NP we have 𝑛𝑐𝑣 = 0, so 𝑛 = 𝑝 = 𝑛0. As gate voltage increases further away from the NP, one carrier 

density approaches becoming linear; the value of  𝑛𝑐𝑣, while the other approaches 0. 

One of graphene’s most well-known and well-studied electronic properties is its carrier mobility, 

which is defined as the ratio between drift velocity and electric field. It has been demonstrated that 

mobilities far over 100,000 cm2/Vs  are easily achievable [50, 52], with values as high as 

380,000 cm2/V being demonstrated for suspended graphene [71]. The carrier mobility 𝜇 for a piece 

of graphene can be calculated from a transfer measurement on a Hall bar structure with low applied 

voltage, using 

 
𝜇 =

𝑑𝑔 𝑑𝑉𝐺⁄

𝐶𝐺(𝑊 𝐿⁄ )
, Equation 9 

where 𝑔 is the conductance, and 𝑊, 𝐿 are the hall bar width and length respectively. While 2D electron 

gasses formed by III-V semiconductor heterostructures can demonstrate even higher mobilities at low 
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temperatures [72], carrier mobilities in graphene are far less sensitive to increasing temperature, 

meaning that graphene has the highest room temperature mobilities of any material. This allows for 

the high current densities that are possible in graphene electronic devices [20], as well as meaning that 

devices which are limited by carrier transit time can operate at much higher frequencies. In electronics, 

the carrier mean free path 𝜆𝑚𝑓𝑝 is defined as the average distance travelled by a carrier in between 

collisions with the lattice, defects, or other carriers. In graphene, the elastic mean free path due to 

lattice and defect scattering (with the assumption of no carrier-carrier scattering) can be calculated 

from the carrier mobility: 

 
𝜆𝑚𝑓𝑝 =

ℎ

2𝑒
𝜇√

𝑛

𝜋
, Equation 10 

where ℎ  is the Planck constant, 𝑒  is the electronic charge, and 𝑛  is the 2D carrier density. The 

dependence on carrier density arises from the equation for Fermi wavevector, 𝑘𝑓 = √𝜋𝑛. When 𝜆𝑚𝑓𝑝 

is larger than the characteristic length scale of a device, then conduction in the device takes place in 

the ballistic regime. This means that in the absence of magnetic fields carriers move in straight lines, 

being only scattered by graphene edges or other boundaries, turning transport into a phenomenon 

which can be described as electron optics [73, 74].  

When considering carrier transport in the ballistic regime in graphene, it is important to determine 

whether edge scattering is specular or diffuse. When graphene is etched, it is likely that the edge is 

comprised of both possible arrangements, armchair and zigzag. This causes the edge to be rough and 

makes edge scattering mostly diffusive, which has been confirmed by early experiments into ballistic 

transport in graphene [53, 75]. However, these edges also have dangling bonds, which when 

terminated cause strongly localised edge states [76, 77]. Under large applied fields, these states may 

trap carriers, causing Coulombic repulsion from the edges and allowing for specular scattering. This has 



31 
 

been confirmed by use of magnetic focusing of carriers [74] as well as by the successful operation of 

the ballistic rectifier in graphene [49].  

2.1.4. Dispersive Conductivity 

The electrical characteristics of graphene can be characterised by considering it as a 2D surface 

conductance, with a dispersive surface conductivity 𝜎(𝜔), where 𝜔 = 2𝜋𝑓 is angular frequency and 𝑓 

is frequency. With the assumption of an infinite pristine graphene sheet and non-interacting particles, 

using the Kubo formula this can be expressed [78] as  

 

𝜎(𝜔) =
𝑖𝑒2 (𝜔 +

𝑖
𝜏)

𝜋ℏ2

[
 
 
 
 

1

(𝜔 +
𝑖
𝜏
)
2 ∫ 𝐸 (

𝜕𝑓𝑑(𝐸)

𝜕𝐸
−

𝜕𝑓𝑑(−𝐸)

𝜕𝐸
)𝑑𝐸

∞

0

− ∫
𝑓𝑑(−𝐸) − 𝑓𝑑(𝐸)

(𝜔 +
𝑖
𝜏
)
2

− 4(
𝐸
ℏ
)
2  𝑑𝐸

∞

0 ]
 
 
 
 

, 

Equation 11 

where 𝜏 is the time constant of carrier momentum relaxation and 𝑓𝑑 is the Fermi-Dirac distribution, 

which itself depends on the chemical potential 𝜇𝑐 and temperature 𝑇. This is not the only method of 

modelling conduction in graphene; the Büttiker-Landauer formalism can also be used and leads to 

equivalent values in the limit of zero impurities or doping  [20, 79]. The relaxation time can be calculated 

from the DC impurity-limited carrier mobility using Equation 12, and hence can be estimated from 

simple DC electrical measurements: 

 𝜏 ≅
𝜇𝑐𝜇

𝑒 𝑣𝑓
2, Equation 12 

The Fermi energy 𝐸𝑓 can be considered equivalent to the chemical potential under most conditions, 

and can be calculated by substituting the Fermi wavevector 𝑘𝑓 = √𝜋𝑛 (relative to the Dirac point) into 

the approximate graphene dispersion relation shown in Equation 5, giving 
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 𝐸𝑓 = ℏ𝑣𝑓√𝜋𝑛. Equation 13 

In Equation 11, the first term arises due to scattering within the energy band which contains the 

Fermi energy (the intraband term), whereas the second represents scattering between the two bands 

(the interband term). Throughout most of the THz range interband contributions can be ignored, 

because they are suppressed by Pauli exclusion for energies ℏ𝜔 < 2|𝜇𝑐| [36], which holds true into the 

10s of THz for reasonable values of 𝜇𝑐 . Evaluating the first term of Equation 11, the dispersive 2D 

conductivity of an infinite graphene sheet can be approximated as [80] 

 
𝜎(𝜔) =

2𝑒2𝑘𝐵𝑇

𝜋ℏ2

𝑖

𝜔 + 𝑖
𝜏⁄
ln (2 cosh (

𝜇𝑐

2𝑘𝐵𝑇
)).  Equation 14 

Two main material parameters affect the conductivity of a graphene sample, chemical potential and 

relaxation time. Figure 6 shows the real and imaginary components of graphene’s sheet conductivity 

in the THz range as a function of frequency, taking only the intraband contribution as given in Equation 

14. Realistic values of the relaxation time and chemical potential for graphene have been used, with 

𝜏 = 0.5 ps and 𝜇𝑐 = 0.2 eV [78, 80, 81]. 
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Figure 6: Dispersive conductivity of graphene, calculated using Equation 14 with 𝜏 = 0.5 ps and 𝜇𝑐 = 0.2 eV. 

At low frequencies, the imaginary component of conductivity become negligible and the real 

component becomes constant, given by 𝑒2𝜇𝑐𝜏 (𝜋ℏ2)⁄ . In the THz region however, the imaginary 

component rises as the real component falls, crossing when the product 𝜔𝜏 = 1 and each has half the 

value of the low frequency conductivity [80]. At higher frequencies, the conductivity decreases due to 

Ohmic loss, and at frequencies beyond the THz interband conductivity contributions start to play a role. 

2.1.5. Plasmonics 

Plasmonics deals with the collective motion of charge carriers in a gas (such as electrons in a metal). 

The quasiparticle that arises from this plasma oscillation is known as a plasmon, and plasmons play a 

large role in determining the optical properties of materials such as metals and semiconductors [82]. 

In particular, research has been focused on surface plasmon polaritons (SPPs), which are waves that 

travel along a conductor-dielectric boundary, for example a metal’s surface in air. The manipulation of 
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these SPPs has drawn a lot of interest as a potential means to achieve, for example, subwavelength 

photonic systems and devices, as well as metamaterials for a wide range of applications [82].  

A sheet of graphene behaves like a 2D gas of electrons, and as such is also capable of supporting 

SPPs. Unlike metals, the carrier density in graphene can be easily tuned by electrostatic or chemical 

doping, allowing for the properties of these SPPs to also be tuned. Because graphene’s conductivity has 

a large imaginary component in the THz region [83], graphene’s plasmonic properties have helped 

make it a promising material for the development of THz electronic and optoelectronic devices. While 

strictly speaking the quasiparticle under consideration here is the surface plasmon polariton, these 

seem to be commonly also referred to in the literature as ‘surface plasmons’ (SPs) or ‘plasmons’ [36, 

37, 81]. On an infinite sheet of monolayer graphene embedded between two dielectrics (of relative 

permittivities 𝜀𝑟1  and 𝜀𝑟2 ), SPs are transverse magnetic (TM) modes of electromagnetic wave, 

alongside charge-density oscillations on the graphene sheet [37]. Solving Maxwell’s equations under 

these conditions [84] gives the following result for the plasmon dispersion relation. 

 𝜀𝑟1

√𝑘𝑆𝑃
2 − 𝜀𝑟1𝑘0

2

+
𝜀𝑟2

√𝑘𝑆𝑃
2 − 𝜀𝑟2𝑘0

2

= −𝑖
𝜎(𝜔)

𝜔𝜀0
, 

Equation 15 

where 𝑘𝑆𝑃 is the plasmon wavenumber, 𝑘0 is the free space wavenumber (given by 𝜔 𝑐⁄ ), and 𝜀0 is the 

vacuum permittivity. The most common case to consider is when the graphene lies on a dielectric 

substrate, with the other side being exposed to either air or vacuum, with dielectric constant of 1. 

Hence from here 𝜀𝑟1 ≡ 𝜀𝑟 and 𝜀𝑟2 = 1 will be used. Hence, Equation 15 becomes  

 𝜀𝑟

√𝑘𝑆𝑃
2 − 𝜀𝑟𝑘0

2

+
1

√𝑘𝑆𝑃
2 − 𝑘0

2

= −𝑖
𝜎(𝜔)

𝜔𝜀0
. 

Equation 16 

In the region where 𝑘𝑆𝑃 ≫ 𝑘0 , referred to in [84] as the ‘nonretarded regime’, a first order 

approximation means Equation 16 is greatly simplified [85] to  
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 𝑘𝑆𝑃 ≅ 𝑖𝜀0(𝜀𝑟 + 1)
𝜔

𝜎(𝜔)
. Equation 17 

Substituting in Equation 14, the dispersion relation in this regime becomes  

 
𝑘𝑆𝑃 ≅ 𝐴 𝑘0 (𝜔 +

𝑖

𝜏
), Equation 18 

where 𝐴  is a frequency-independent constant given by 𝐴 =
𝜋ℏ2(𝜀𝑟+1)

 2𝑍0𝑒2𝑘𝐵𝑇 ln(2 𝑐𝑜𝑠ℎ(
𝜇𝑐

2 𝑘𝐵𝑇
))

 with 𝑍0 

being the free space impedance, 𝑍0 ≡ 1
𝜀0𝑐⁄ ≅ 376.7 Ω. Because 𝑘0 = 𝜔 𝑐⁄ , Equation 18 shows a 

quadratic relationship between plasmon wavenumber and frequency, as characteristic of 2D electron 

gasses [85, 86]. It is also noted that the plasmon wavenumber can be several orders of magnitude larger 

than 𝑘0 , meaning wavelengths much smaller than those of free space waves, and strong wave 

confinement [37]. Chapter 6 contains simulations of THz-frequency graphene antennas. Since graphene 

hosts plasmonic resonances in this frequency region, it will be useful to be able to compare antenna 

resonant frequencies to plasmon wavelengths. Therefore an equation for the plasmon wavelength as 

a function of frequency is needed. The SP wavelength is then given by  

 
𝜆𝑆𝑃 ≡

2𝜋

𝑅𝑒(𝑘𝑆𝑃)
≅

𝜆0

𝐴𝜔
, Equation 19 

where 𝜆0 is the free space wavelength. Therefore, this first order approximation predicts that plasmon 

wavelength depends on the inverse square of frequency. 
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2.2. THz Radiation 

2.2.1. Overview and Applications 

Historically, the distinction between radiation of different frequency regions is due to differing 

methods of generation and detection. Electronic frequencies, i.e. GHz and below, are generated by 

movement of electrons in a wire or antenna, while higher frequencies are referred to as optical as they 

are typically generated by quantum energy level or bandgap transitions of electrons or by black body 

radiation. Between these two regions is radiation of frequencies within an order of magnitude of 1 THz. 

This region, generally considered to be between 0.1-0.3 THz and 10-30 THz, has often been called the 

‘THz gap’ because technologies for detection and emission in this band tend to be far less efficient than 

on either side [21]. THz radiation has a huge array of potential applications over a range of fields. These 

range from sensing and scanning in medicine and in security [24] and medical imaging [26], to 

telecommunications as well as a wide range of scientific uses [22, 27]. 

In medicine, there is considerable interest towards using THz radiation for imaging. For example, it 

has been demonstrated effective at imaging of skin cancers [87].. Interest towards THz imaging in 

medicine was at first due to the strong absorption in water, which allows for changes in hydration of 

tissues to be detected [87, 88]. Since then, it has also been demonstrated applicable to imaging of 

tissue structure, independent of water content [89]. In security applications, THz radiation allows for 

detection of concealed weapons, as well as a wide range of explosives and biological substances. 

Because many fabrics and plastics are transparent to THz radiation, sensing systems are able to detect 

dangerous materials such as metal weapons [24, 90].  

Aside from imaging, THz spectroscopy is also of considerable use in molecular analysis. Many 

biomolecules and pharmaceuticals exhibit intra- and intermolecular vibrations in the THz range, and as 

such THz radiation allows for identification of these molecules and their environment, both within 
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packaged pharmaceuticals and within cells [22]. In addition to this, the characteristic THz response 

observed for many organic molecules extends to many security-sensitive substances, for example illicit 

drugs or organic explosives [24, 27]. This means that THz radiation has applications in security scanning 

and imaging, with shoe scanners and full-body scanners already in use in airports [22].  

Telecommunications applications of THz radiation are attractive due to the much higher data 

capacity such systems would support [22, 91]. THz frequencies suffer from high atmospheric 

attenuation although there are many frequency windows that exist, for example ~0.8-0.9 THz and ~1.5 

THz [92]. However, communication ranges are typically limited to < 100 m  [91]. This makes THz 

frequencies more suitable for short-range, indoor, systems [22]. Regardless, there is still a huge 

potential market for communications at THz frequency. The main current challenges are the lack of 

compact sources with high output power at reasonable efficiency [91], as well as low-noise detectors 

with fast response times [22].  

Aside from the applications outlined above, there is an ever-evolving range of scientific applications 

for THz detection and imaging. This includes astronomy [93], as well as many other spectroscopic 

applications [94–96]. Key to many applications is the development of terahertz time-domain 

spectroscopy (THz-TDS), which will be briefly explained in Section 2.2.3. 

2.2.2. Generation Techniques 

Many sources of THz radiation have been under investigation and development in recent years. The 

vast majority of contemporary THz sources are optics-based; i.e. they fundamentally involve creating 

and inducing low-energy electron transitions. This is often found to be difficult, as the photon energy 

is below the level of thermal fluctuations. The simplest form of THz emitter is black body radiation, of 

which typical sources include globars and mercury lamps [97]. Black body radiation is mainly comprised 

of IR and visible light, however extends into the THz region. Due to the nature of black body radiation, 
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increasing temperature increases the spectral intensity across the entire spectrum. Therefore, despite 

the massively increased intensity at higher frequencies it is beneficial for a THz source to use as high a 

source temperature as possible, with sufficient filtering.  

Alternatively, coherent THz radiation can be created by photomixing, i.e. difference-frequency 

generation from two lasers of much higher frequency in a nonlinear medium. This can produce 

coherent THz radiation, continuous or pulsed, over a wide frequency range [98]. Using tuneable source 

lasers, this can also produce a freely tuneable THz beam. These systems can be relatively compact 

unlike many THz sources; however they tend to suffer from relatively low THz powers.  

For many years gas lasers have been constructed in the far-infrared region, sometimes extending 

into the THz [97, 99], however constructing semiconductor lasers for the THz region is difficult because 

of the small bandgap required. A device structure that avoids this problem is the quantum cascade 

laser (QCL), which uses repeating patterns of quantum well heterostructures in order to create subband 

transitions of the desired energy. When a bias is then applied across the structure, a population 

inversion is created. Electrons undergo intersubband transitions in the quantum wells, then tunnel 

through narrow barriers into the next well to repeat the process [28]. This mode of operation allows 

the transition energy to be tuned by the quantum well width, meaning it can be far less than the 

bandgap and hence allows for THz emission. While QCLs can produce relatively intense coherent THz 

radiation, a major challenge to overcome is room-temperature operation of these devices [97, 100].  

There are several types of vacuum-electric THz sources such as Synchrotrons, Gyrotrons, and free-

electron lasers. While they have different modes of operation, they all use accelerated free electrons 

in magnetic fields to produce radiation in or around the THz region. While they can produce extremely 

high power coherent radiation, they are extremely bulky and consume large amounts of power [25, 

101, 102]. 
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In THz photoconductive antennas, a femtosecond optical pulse is incident onto the gap of a THz 

dipole antenna on a photoconductive substrate. Generated carriers are attracted into the antenna 

arms by a DC bias, where they drive the antenna and hence generate a THz pulse [103]. 

Photoconductive antennas are commonly used in THz-TDS, where the femtosecond optical laser pulse 

is also used to measure the time-domain signal at the detector. Other sources of THz radiation which 

rely on excitation by laser pulses include air plasma generation and relativistic laser-plasma generation. 

These use laser pulses ionise molecules and cause them to emit intense THz radiation. While these 

techniques can produce extremely high energy THz pulses, they require high power pump lasers and 

suffer from poor stability and low repetition rate [25]. 

2.2.3. Detection Techniques 

There are several physical mechanisms which are used in THz detectors. In [35] these are sorted into 

5 categories. Here will be given an outline of each, with some brief examples. 

An important property of a detector system is coherency. Coherent radiation is formed of photons 

of the same frequency and direction in phase with each other, and coherent detectors are sensitive to 

the phase of incident photons. Some detectors are non-coherent, being sensitive only to the frequency 

(energy) and power of radiation. Some detection techniques require incident radiation to be coherent, 

however the sensitivity to phase allows more information regarding the incident radiation to be 

obtained [35]. 

The first category is detectors which rely on the ability of THz radiation to heat a surface or a 

substance. Detectors that use this sort of mechanism are usually common to detection of IR radiation, 

and it is a relatively mature category of detectors. It includes some of the most commonly used non-

coherent detectors: Golay cells and bolometers. In a Golay cell, THz radiation heats a small amount of 

sealed gas. As it warms, the gas expands and deforms a membrane, which is then detected using 
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deflection of light or, for more precision, tunnelling current. They are generally capable of operating 

over wide frequency ranges with high sensitivity, with the main limiting factors being the extremely 

slow response time in the 10s of ms and the high sensitivity to vibration [35]. Bolometers detect the 

heat caused by incident radiation by measuring the change in resistance of, typically, a heavily doped 

semiconductor. They generally operate at low temperatures to increase sensitivity and reduce noise, 

where they can achieve extremely high responsivities of 107V/W and low noise equivalent powers of 

10−14 W/Hz1 2⁄ [35]. Room temperature bolometers have also been demonstrated, albeit with much 

worse performance [104]. Large arrays of room-temperature microbolometers are commercially 

available and marketed as THz cameras, with decent refresh rate of 20-30Hz but poor performance 

[105, 106]. The main downside, aside from the general need to cool to 4.2 K or below, is the slow 

response time, similar to that of Golay cells. Other detectors in this category include thermocouples 

and thermopiles, as well as pyroelectric detectors. However, they tend to offer similar or larger 

disadvantages than Golay cells and Bolometers, with the slow response times being perhaps the 

largest. 

The third category is using the incident THz radiation to excite electrons to induce an electron 

transition between states or across a potential barrier. This includes diodes such as Schottky barrier 

diodes, as well as photodetectors. In diodes, incident photons excite electrons over the potential 

barrier, producing measureable current. They can operate at room temperature, and due to the 

electronic mode of operation they offer very fast response time [107], however they tend to have 

narrowband response. Photodetectors, in which the incident THz photon excites an electron to make 

an energy transition, are not very commonly used due to the typical need for cooling and narrowband 

response [35]. 

Fourth is detection via mixing with radiation of other frequencies. An incident continuous-wave THz 

signal is mixed with a reference signal in a nonlinear medium, creating components of the sum and 
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difference frequencies. These new frequencies are generally in much easier regions such as microwave, 

and are detected by a variety of methods. Due to the sensitivity to the reference signal these detectors 

tend to be narrow-band, however can be very sensitive for known frequencies. 

The fifth category detailed in [35] is sampling of THz field with ultrashort optical pulses. This makes 

use of the fact that a THz field in an electro-optic material produces variations on the refractive index. 

Then, an ultrashort visible laser can be used to sample the instantaneous field. This is commonly used 

in THz-TDS. THz-TDS is a spectroscopic technique that uses time-domain measurements of a short THz 

pulse to measure the spectral THz response of a sample, in terms of changes to the pulse’s amplitude 

and phase. An ultrashort optical laser pulse is split, with one beam being used to excite a THz emitter, 

such as a photoconductive antenna. The produced THz beam is guided and focused onto the sample 

and then onto the detector. At the detector, the same ultrafast laser, with known path difference, is 

sensitive to the instantaneous field of the THz pulse. With many repetitions the full time-domain THz 

signal is extracted, and the frequency domain response can be calculated using the Fourier transform 

of the sampled data [108]. THz-TDS is used for a wide range of applications, thanks to its ability to 

measure both the amplitude and phase of the signal. It allows for contact-free measurement of various 

chemicals, as well as the properties of materials and (opto-)electronic devices [108]. 

A method of THz detection not considered in [35] is the use of rectennas, by which free space THz 

radiation is transformed into THz field oscillation across a rectifier, which produces an output voltage. 

These are discussed in Section 2.3. 

2.3. Rectifiers and Rectennas 

A rectifier is an electrical device which converts a portion of an incoming AC signal into a DC 

voltage/current. The simplest form of rectifier is perhaps the diode detector, which consists of a single 

diode and some accompanying components for filtering and smoothing as shown in Figure 7(a) [109]. 
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An AC signal is supplied on the left side of the diagram, with an output DC signal (with some rippling) 

being produced on the right. In the diagram shown here, the capacitor and load form a low-pass filter, 

ensuring that the input AC signal is not transferred to the load. They are commonly used in RF circuits 

as envelope detectors. There are several important parameters for a rectifier, including responsivity 

(sometimes known as sensitivity) and noise-equivalent power, which are described later in this section. 

 

 

Figure 7: Electrical diagram of (a) a diode detector circuit and (b) a bridge rectifier. 

While a single diode can be used as a ‘half-wave’ rectifier, with a maximum efficiency of 50%, using 

four diodes a bridge rectifier can be constructed as shown in Figure 7(b), which is capable of rectifying 

a full AC signal. In practice, the full signal is never converted, because the finite threshold voltage of 

conventional diodes means that the portion of the wave below the threshold is lost, and the output is 

also not a constant DC voltage, with ‘rippling’ amplitude. In the past, the diodes used have been 

mercury-arc valves or vacuum tubes, which were replaced by the advent of silicon electronics and 

semiconductor diodes. This allowed diodes and rectifiers to be greatly reduced in size, and now these 

devices benefit from the massive and extremely well-developed silicon-based electronics infrastructure 

[110]. However, these devices are limited in speed by the cut-off frequency of the diodes used, due to 

their parasitic capacitance, and as previously mentioned the finite threshold voltage results in a large 

loss in efficiency. The highest-frequency rectifier circuits currently available mostly use Schottky diodes. 

A rectenna is, as the name would suggest, a rectifying antenna. These are typically constructed by 

coupling an antenna to a rectifier, such that radiation incident on the antenna is converted into an AC 

(a) (b) 
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signal of the same frequency, which is then converted into a DC output. Rectennas are commonly used 

for a wide array of technologies at frequencies from radio waves up to microwave, however at 

frequencies above the MHz and into the GHz, a larger portion of the power becomes reflected due to 

impedance mismatch as the cut-off frequency of the circuit is approached. This is taken into account 

by Equation 21. While it is straightforward to construct antennas for any frequency up to and beyond 

THz, this loss in efficiency is due to the limited operational speed of conventional rectifiers. Another 

important factor for the efficiency of a rectenna is impedance matching between the antenna and the 

rectifier. In order for maximum power to be transmitted to the rectifier,  

 𝑍𝐿 = 𝑍𝑆 , Equation 20 

where 𝑍𝐿  and 𝑍𝑆  are the load (rectifier) and source (antenna) impedances, is required [111]. High 

frequency rectifiers, such as the ones discussed later on, tend to have large input resistance, making 

frequency matching with a (typically 50 Ω) antenna difficult. This means a large portion of the incident 

power is reflected by the rectifier, causing much reduced efficiency.  

An important figure of merit for a detector is responsivity. Responsivity is defined as the output 

signal of a detector divided by the input power and has units of either V/W or A/W. Depending on the 

mode of operation and the specific application of a rectifier either a voltage signal or a current signal 

can be produced, meaning that the correct form of responsivity must be chosen  Because the rectifiers 

considered here all produce a voltage output, voltage responsivity (open-circuit voltage responsivity) 

will be considered here,  ℛ =
output voltage

input power
. When a rectifier with an intrinsic responsivity ℛ  is 

connected to a 50 Ω source, the extrinsic responsivity must be calculated, which takes into account 

power losses due to impedance mismatch and hence more closely represents the device’s performance 

in most applications. In general, this is given by  

 ℛ50Ω = ℛ(1 − S11
2 ), Equation 21 
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where S11 =
Z𝐿−ZS

ZL+ZS
 is the reflection coefficient between the source and the load. When the load has 

impedance much larger than 50 Ω, and when measured at low frequencies, this can be simplified to 

give 

 
ℛ50Ω = 4ℛ

50 Ω

𝑍𝐿
. Equation 22 

Another figure of merit is the noise equivalent power (NEP), defined as  

 
𝑁𝐸𝑃 =

𝑆𝑉
1 2⁄

ℛ
, Equation 23 

where 𝑆𝑉  is the voltage noise spectral density (for voltage-output detectors). It gives the minimum 

signal power which gives an output detectable above the detector’s noise level, and as such is desired 

to be as small as possible. 

For an antenna the factor 𝑆11 is important, because it signifies the fraction of power delivered to 

the antenna which is reflected. It is also sometimes known as the antenna return loss. There are several 

other important parameters to consider for an antenna. Input impedance is defined as electrical 

impedance as seen from the input feed. An antenna’s radiation resistance represents the contribution 

to total impedance due to radiation from the antenna, and is calculated from the injected current and 

radiated current using 𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑖𝑠𝑡𝑛𝑎𝑐𝑒 =
𝑃𝑜𝑤𝑒𝑟 𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑

(𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑛𝑔 𝑐𝑢𝑟𝑟𝑒𝑛𝑡)2
. It must be differentiated from the 

antenna’s loss resistance, which is calculated similarly using instead the power that is dissipated as heat 

and not radiated. Another antenna property is its radiation pattern, which describes the directional 

dependence of radiated field. Gain is another parameter, which is given by  

 𝐺𝐴 = 𝜖𝐴𝐷, Equation 24 

where 𝐺𝐴 is antenna gain, 𝜖𝐴 is efficiency (calculated from input power and radiated power), and 𝐷 is 

directivity. Directivity is calculated from the radiation pattern, as the ratio between highest radiation 
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intensity in any given direction to the average intensity over the sphere. Gain is usually expressed in 

decibels, with units referred to as decibels-isotropic (dBi). 

2.4. Graphene Nanodevices 

As described above, there is considerable interest in development of rectifiers and detectors devices 

that can operate at THz frequencies [112–116]. . For ultrafast electronic devices high carrier mobility is 

key for allowing fast response times and high frequency operation and therefore graphene, with its 

uniquely high room temperature mobilities, has been an extremely attractive material [117, 118]. 

Unfortunately the lack of a bandgap hinders most applications, in particular FETs, giving large reverse 

currents and low on/off ratios and gain [117, 118]. 

Unlike most graphene electronic devices, there exist several concepts for geometry-based devices 

which have no need of a bandgap to operate. These use effects that arise entirely from device geometry 

to produce the desired effect, usually some sort of carrier rectification. In fact, it has been shown that 

any device which uses ballistic transport in an asymmetric 2D channel will produce a non-zero rectified 

output [119]. There have been investigations into devices such as ‘geometric diodes’ [120, 121], 3-

terminal junction rectifiers [122], as well as the ballistic rectifiers and self-switching diodes which are 

investigated here [49–51, 123, 124]. 

2.4.1. Ballistic Rectifiers 

Structure and Theory of Operation 

The ballistic rectifier is a four terminal planar electronic device which converts an input current, 

regardless of direction, into a DC bias. It does this by making use of quantum point contacts (QPCs), 

ballistic transport, and specular edge scattering in graphene structures, making carriers which pass 

through the source or drain QPC scatter preferentially towards the lower contact. This causes a DC bias 
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to build up between the upper and lower contacts. Due to relying on ballistic transport, the BR must be 

constructed in a material with an extremely high carrier mobility, giving a long mean free path of the 

same order of magnitude as or larger than the device geometry. Figure 8 shows two designs for ballistic 

rectifier which have previously been demonstrated in the literature [42, 49, 50, 125], with the typical 

carrier trajectories marked with arrows. The first design uses a triangular etched ‘anti-dot’ scattering 

centre to re-direct carriers, while the second instead uses angled QPCs with angled sidewalls. Because 

of this, it is expected that the source-drain (S-D) resistance is larger for the left design, because the 

scattering centre blocks direct transmission of carriers and increases the minimum possible S-D 

distance. 

 

Figure 8: Two previously developed designs of ballistic rectifier. Black regions denote where the conducting material 

(semiconductor 2D electron gas or graphene) is etched away. Both use quantum point contacts with ballistic transport to 

redirect carriers, both electrons and holes, preferentially towards the lower (L) contact. Input contacts are labelled S and D 

for source and drain, and outputs are U and L for upper and lower. (Designs not to scale) 

This model of ballistic transport with specular scattering is known as the ‘billiard ball’ model [77, 

126] and is the basis for the BR’s theory of operation. However, there are several complicating factors. 

Firstly, as discussed in Section 2.1.3, edge scattering in graphene is complicated and not fully specular. 

In addition, hydrodynamic effects further complicate ballistic transport in graphene. A more rigorous 

description of the ballistic rectifier’s operational mechanism is detailed later in this section as 
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previously derived for semiconductor 2D electron gas BRs [127], and is derived here for the graphene 

ballistic rectifier in Section 4.1. 

History 

The ballistic rectifier was first proposed and tested by A. Song et al. in 1998 [42]. It was fabricated 

from a modulation-doped GaAs-AlGaAs heterostructure, which produced a 2D electron gas. Measured 

at 4.2 K, it produces an output voltage VLU which has the same sign regardless of the direction of DC 

input current, and was demonstrated to work up to 77 K. Following this, they were demonstrated in a 

InGaAs/InP quantum well 2D electron gas, demonstrating room temperature operation and 

rectification at frequencies up to 50 GHz, with a rectification responsivity of roughly 3.5 mV/mW [45]. 

However, the mobility of 2D electron gasses like these depends strongly on temperature, in this 

example dropping from 450,000 cm2/Vs at 0.3 K to 12,000 cm2/Vs at room temperature. For this 

reason, graphene was considered as a natural choice for improvement of room-temperature 

performance, because graphene’s mobility does not depend as strongly on temperature. 

The first graphene ballistic rectifiers were demonstrated with graphene on bare SiO2 [49]. It is here 

that the second of the two designs shown in Figure 8 is first tested. Due to graphene being a bipolar 

material, with electrostatically tuneable carrier densities, both positive and negative output voltages 

are observed depending on the gate voltage and hence on the majority carrier and carrier density. At 

an input frequency of 1 kHz, the device demonstrated a responsivity of 67 mV/mW, with a slightly 

higher value of 111 mV/mW obtained from DC measurements, and an NEP of ~10−9 W/Hz1 2⁄ . 

However, this device suffered from having SiO2 as a substrate, which is known to greatly reduce 

mobility. Using hBN-encapsulated graphene, a device with a room temperature carrier mobility 

~ 200,000 cm2/Vs  was constructed, giving a mean free path of well over 1 μm [50]. This allowed the 

intrinsic responsivity to reach 23,000 V/W, with an extremely low NEP of 0.64 pW/Hz1 2⁄ . Using high-
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mobility encapsulated graphene, a GBR was then demonstrated as a THz rectifier, shown to operate at 

0.45 THz and then used to image an optically opaque object at 0.685 THz [47]. 

Büttiker-Landauer Theory 

The Büttiker-Landauer formulisation describes conduction through a nanoscale device, by 

considering the transmission probabilities between probes for carriers at the Fermi level [79]. It is 

applicable when conduction is in the ballistic regime, i.e. where the carrier mean free path is longer 

than the characteristic device length [79, 128–130]. Considering a semiconductor 2D electron gas 

ballistic rectifier with a triangular scattering centre, in [127] A. Song uses the device geometry to derive 

the four-terminal resistance. This will not be reproduced here, however a similar derivation will be 

performed in Section 4.1, instead considering graphene devices. As part of this, this derivation will also 

consider the effect of the presence of both electrons and holes in the device. 

2.4.2. Self-Switching Diodes 

Structure and Theory of Operation 

The self-switching diode (SSD) is a planar diode, consisting of a conducting channel with insulating 

trenches on either side. This allows forward and reverse bias to increase and decrease respectively the 

channel conductance. It is similar in design to a side-gated transistor, except with both side gates 

connected to the source (or drain), such that it switches itself on/off depending on the applied bias. It 

achieves switching without needing any doping junctions or barrier structures, instead relying purely 

on electrostatic effects arising from its geometry [43, 131]. The effective direction of the diode 

respective to its geometry depends on the majority carrier. When electrons are the majority carrier, 

forward bias causes the areas either side of the channel to become positively charged, increasing the 

channel’s conductivity, while reverse bias causes electrons to build up on either side of the channel, 
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decreasing its conductivity. The opposite occurs when holes are the majority carrier. This is shown for 

both cases in Figure 9. 

 

Figure 9: Structure and operational principle of a self-switching diode. Two cases are shown; in materials where electrons 

(left) or holes (right) are the majority carrier. The diode symbols at the top show the effective electrical direction of the 

diode in both cases. The device schematics below show the cases where the diode is forward (top) or reverse (bottom) 

biased. 

In semiconductor SSDs, when the diode is reverse biased the charge buildup causes the depletion 

region around the trenches to grow, cutting off the channel. This means that reverse currents are 

extremely low. In graphene however, the lack of a bandgap means that no such depletion region exists, 

so it is not possible to fully switch off the channel. Because of graphene’s minimum conductivity, 

reverse currents in graphene SSDs (GSSDs) are much larger than in semiconductor SSDs. However the 

presence of a threshold voltage in high frequency rectifiers is a major downside, as discussed in Section 

2.3. Combined with its extremely high carrier velocities and naturally 2D nature, this makes graphene 

intrinsically suitable for fabrication of SSDs, as such device will have no threshold voltage [132]. 
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The current passed by a GSSD can be found by considering the device to be a FET with the gate and 

drain connected, as mentioned above. This is shown schematically in Figure 10. 

 

Figure 10: Schematic of a self-switching diode, showing how it can be considered a side-gated transistor with gate shorted 

to drain. The channel voltage as a function of distance is also shown. 

 Therefore, the current 𝐼𝐺𝑆𝑆𝐷 can be expressed using the Sichman-Hodges model [132, 133], and is 

given by  

 𝐼𝐺𝑆𝑆𝐷 = 𝑊𝑐𝑒𝑛𝑐𝑣𝑑 , Equation 25 

where 𝑊𝑐 is the channel width, 𝑛𝑐 is the 2D carrier density in the channel, and 𝑣𝑑 is the carrier drift 

velocity. The 2D carrier density can be expressed as a function of back gate voltage, shown in Equation 

26. It is important to distinguish between the effects of the back gate (usually the Si/SiO2 substrate) 

and the side gate, which is the term usually denoted as 𝑉𝐺 in this model but here is equal to 𝑉𝐷. Hence 

there is an additional term due to the capacitance of the back gate.  
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𝑛𝑐 =

𝐶𝐺𝑉𝐴

𝑒
+

𝐶𝑡

𝑡𝑐𝑒
(𝑉𝐷 − 𝑉(𝑦)), Equation 26 

where 𝐶𝐺  is back gate capacitance, 𝐶𝑡 is the channel side gate capacitance per unit length, 𝑡𝑐 is the 

channel thickness, 𝑉𝐴 is the back gate voltage – neutrality point offset, 𝑉𝐷 is the applied drain voltage, 

and 𝑉(𝑦) is the channel voltage as a function of distance along the channel as shown in Figure 10. In 

the low-field region, the drift velocity in the channel can be expressed as  

 
𝑣𝑑 = 𝜇

𝑑𝑉(𝑦)

𝑑𝑦
, Equation 27 

where 𝜇 is the carrier mobility. It must be noted that when the field becomes larger, velocity saturation 

can occur, destroying this simple relationship. This may manifest as variation of carrier mobility with 

field. Integrating along the channel, it is found that  

 
𝐼𝐺𝑆𝑆𝐷 = 𝜇

𝑊𝑐

𝐿𝑐
(𝐶𝐺𝑉𝐴𝑉𝐷 +

𝐶𝑡

𝑡𝑐

𝑉𝐷
2

2
), Equation 28 

Where 𝑊𝑐 and 𝐿𝑐 are the channel width and length. This equation appears similar to that derived for a 

typical FET using the Sichman-Hodges model, however except with no threshold voltage and the 

differing capacitance values. This predicts a quadratic relationship between applied voltage and 

current, with a large linear term that depends strongly on back gate voltage. 

History 

The SSD was first proposed and fabricated in 2003 using both InGaAs/InP and InGaAs/InAlAs 2D 

electron gasses, demonstrating its rectification ability both at low temperatures and at room 

temperature [43]. The weak dependence of output on temperature demonstrated that the device does 

not rely on carrier mobilities, unlike the ballistic rectifier which uses ballistic transport. Shortly 

afterwards, the SSD was simulated to operate at THz frequencies [134], which was confirmed in 2011  

using a GaAs/AlGaAs 2D electron gas [135]. Operating a single SSD as a rectifier, it demonstrated a 
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responsivity of up to 300 mV/mW at room temperature at a frequency of  1.5 THz, with a DC bias 

current of 0.1 μA. As well as these, SSDs have also been demonstrated in a variety of other material 

systems, such as GaN [136], zinc-oxide thin films [137], and organic polymer [138]. The GSSD was first 

described in 2013 by Al-Dirini et al. [139, 140], who use quantum simulations of devices with channels 

only a few atoms wide. This makes the channel a graphene nanoribbon, which opens up a bandgap and 

hence in theory would allow for the channel to be fully switched off. However, the simulated reverse 

current was still of the same order of magnitude as the forward, and the bandgap caused a threshold 

voltage of around 0.4 V. Another major downside is that fabrication of a device on this scale would be 

extremely difficult. Electron beam lithography is extremely difficult to perform at resolutions down to 

1 nm [141], which is still too large for these devices [140]. The first GSSD was fabricated using graphene 

grown via hydrogen-intercalated epitaxial graphene on SiC, at far more reasonable sizes, with ~1 μm 

long channels [51]. Measured electrically up to 67 GHz, they demonstrate a responsivity of 3.9 V/W 

and NEP of 2.2 nW/Hz
1

2⁄ . Following on from this, it was shown using similar devices that performance 

depends strongly on the GSSD channel width, achieving a responsivity of 250 V/W at low frequency 

and 80 V/W at 49 GHz for a 30 nm wide channel. The NEPs achieved in these cases were 50 pW/Hz
1

2⁄  

and 170 pW/Hz
1

2⁄  respectively, also far better than previously reported devices [142]. However, 

further improvements must be made for these to perform on par with conventional Schottky diode 

detectors, which typically show NEP ~1 pW/Hz
1

2⁄  and responsivity of a few kV/W [35]. There has also 

been work published modelling the GSSD, in terms of parasitic capacitance, proving that suitably 

fabricated graphene devices are capable of operating at frequencies into the THz range [132]. In 

particular, it is desirable to fabricate GSSDs using exfoliated graphene, encapsulated using hBN, which 

is far higher quality than graphene epitaxial graphene grown on SiC [51, 142] or SiO2 [132].  

 



53 
 

2.5. Electrical Noise 

There are several sources of electrical noise which can appear in signals, and understanding and 

minimising all sources of noise is extremely important for maximising the performance of any detector. 

The most commonly expected sources of noise for devices such as those presented here will be outlined 

in this section, along with their frequency dependences. 

Perhaps the most basic source of noise, thermal noise (also sometimes known as Nyquist or Johnson 

noise) arises from random fluctuations of carriers [143]. It is always present at finite temperature, and 

a device of resistance 𝑅 gives rise to a mean square noise voltage, 𝑣𝑛, of 

 

𝑣𝑛 = √4𝑅 (
ℎ𝑓𝑐

𝑒ℎ𝑓𝑐 𝑘𝐵𝑇⁄ − 1
)𝐵, Equation 29 

where 𝐵  is the system bandwidth and 𝑓𝑐  is the central frequency. Even up to THz frequencies we 

typically have ℎ𝑓 ≪ 𝑘𝐵𝑇, with 
𝑘𝐵𝑇

ℎ
≅ 6 THz at room temperature. Therefore Equation 29 is simplified 

to give 𝑣𝑛 = √4𝑘𝐵𝑇𝑅𝐵. The spectral voltage noise 𝑆𝑣 is given by  

 𝑆𝑣
1 2⁄

= √4𝑘𝐵𝑇𝑅. Equation 30 

Because of this, thermal noise is a form of ‘white noise’, because its spectral power does not change 

across the frequency spectrum. 

Flicker noise is a form of ‘1/f’ noise that arises from carriers passing over material 

interfaces/boundries. Although it is generally only relevant at low frequencies, 1/f noise may become 

important when, for example, using an optical chopper for detection measurements. There are several 

theories regarding the main cause of flicker noise in conductors, such as the Hooge model [144] and 

the McWhorter model [145], however to date the exact origin of this form of noise is yet to be fully 

understood. In general, flicker noise follows a 𝑆𝑣 = 𝐴/𝑓  relationship, where 𝐴 is a constant, and in 
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everyday applications is often characterised by a corner frequency, above which flicker noise dips 

below flat-band noise sources such as thermal noise. 

Shot noise arises from the discrete nature of charge carriers, and arises from random carrier 

fluctuations near some sort of potential barrier. It is commonly observed in p-n junctions and other 

semiconductor structures, however is not expected to be important here, due to the nature of the GBR 

and GSSD not relying on carrier transmission over potential barriers. It generally appears as a form of 

white (frequency-independent) noise up to a certain frequency, related to carrier transit time across 

the relevant structure. 

Another common form of noise is carrier generation-recombination noise, which occurs due to 

random carrier transitions in a semiconductor, either over the bandgap or involving trap states or 

localised states.These random transitions cause fluctuations in the carrier density and hence 

fluctuations in resistance, which manifests as electrical noise. While no semiconductors are used in this 

work, noise of this form may appear in graphene devices due to the presence of trap states near 

graphene edges. Depending on the cleanliness of graphene and the dominance of edge states in 

conduction, this may become a significant source of noise. This form of noise is expected to follow a 

1/𝑓𝑛 relationship [146]. 
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3. Fabrication and Measurement Techniques 

3.1. Graphene Flake Preparation and Nanodevice Fabrication 

3.1.1. Graphene and Hexagonal Boron Nitride Exfoliation 

Despite the considerable advancement made in graphene technologies since it was first isolated in 

2004 [1], the technique which produces the highest quality individual flakes is fundamentally the same 

as that which was used by Geim and Novoselov [1]; mechanical exfoliation of a graphite crystal using 

adhesive tape. This process is shown in Figure 11.  

 

Figure 11: Graphene exfoliation process, whereby a graphite crystal is cleaved using tape and spread over an area of the 

tape, then pressed into a substrate and slowly peeled off to leave areas of monolayer graphene. 

A piece of graphite is sandwiched between two pieces of tape, which are carefully peeled apart. This 

causes cleavage of layers in the graphite, exposing a clean atomically smooth edge. This process is 

repeated a few times in order to create a large number of clean crystalline surfaces on the tape, 

following which the tape is pressed firmly onto an atomically smooth SiO2 surface. This substrate has 

previously been cleaned by sonication in acetone and rinsed in 2-propanol (also known as isopropanol, 

IPA), in order to avoid contaminating the graphene, and baked at 130°C to remove any water which 

had adsorbed onto the surface. Using oxygen plasma on the substrate for 10 minutes can drastically 
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increase yield of graphene flakes, however it increases adhesion and makes it more difficult to 

successfully lift flakes during transfer. After leaving the tape on the substrate for a short length of time, 

the tape is slowly peeled off. This causes a final cleaving of the graphite, leaving areas of monolayer 

graphene on the substrate. The substrate is important, because the colour contrast is used to identify 

monolayer graphene from bilayer and thicker flakes. Both 90 nm and 290 nm SiO2 substrates give good 

contrast, however a 290 nm substrate is used for all work shown here due to the improved insulating 

properties. Figure 12 shows an image of a 290 nm SiO2 substrate with different thicknesses of exfoliated 

graphite and graphene, showing the colour difference with different numbers of layers. 

 

Figure 12: Optical image of a small exfoliated graphene flake on 290 nm SiO2. For this picture, the camera white balance is 

set to make the substrate appear mostly grey. A ~15 µm wide monolayer graphene flake is labelled, alongside an area of 

bilayer graphene. The purple area is a thicker piece of exfoliated graphite, roughly 10 nm thick. Flake thickness can be 

determined from the apparent colour. 

As can be seen, despite monolayer graphene only absorbing 2.3% of visible light [67], using this 

substrate areas of monolayer graphene can be easily found and distinguished from bilayer. This image 
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was taken while using a white balance setting which makes the substrate (which is usually purple in 

colour) appear mostly grey, however this is not at all necessary in order to identify graphene flakes. 

As previously mentioned, hexagonal boron nitride makes an ideal substrate for graphene. Its high 

bandgap (5.2 eV) makes the barrier height with graphene large, and its atomically flat surface makes it 

ideal for high graphene quality in a hBN-graphene-hBN structure. The process for exfoliation of 

hexagonal boron nitride is very similar to that for graphene. Because hBN crystals are much smaller 

than graphite crystals, a single crystal must be cleaved many times and spread over a roughly 2x2 cm 

piece of tape before being pressed onto a substrate, in order to achieve decent yield. 290 nm SiO2 

substrates are again used, because the colour contrast allows the thickness of the hBN to be roughly 

determined. Because atomically flat substrates are desired, artificial colour contrast and dark-field 

imaging are used to detect the presence of any cracks, folds, or impurities on the surface. Flakes of 

thickness 20-70 nm are generally desired for graphene encapsulation, meaning a colour in the range of 

light blue – light green/yellow. 

3.1.2. Transfer and Encapsulation Methods 

Once suitable flakes of graphene and hBN have been found, they must be physically moved in order 

to encapsulate, and in order to move the resulting stack to the desired substrate. In the work shown 

here only dry transfer procedures were used, because they allow the graphene to not come into direct 

contact with any solvent or polymer, improving resultant graphene quality. In order to accomplish this 

a ‘stamp’ is used, which is capable of picking up thin hBN flakes intact, and of releasing them when 

desired. This process is shown in Figure 13. 
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Figure 13: Diagram of the stamp transfer process for encapsulating graphene with hBN. The flakes are picked up in 

succession, optionally moved to the desired substrate, and then released. This is shown for a PMMA membrane stamp, with 

the process being almost identical for a PDMS/PPC stamp. With the PMMA stamp, the membrane is scratched to detach it 

from the washer, and then washed away in acetone. For a PDMS/PPC stamp, the substrate temperature can simply be 

increased to release the flakes. Note that although this is not indicated in the figure, the two hBN flakes seal around the 

graphene due to strong Van-der-Waals forces and do not leave the graphene exposed at the sides. 

In this transfer process, the stamp is first used to pick up the piece of hBN which will form the top 

layer of the stack. This is possible if the adhesive force between the stamp and the flake is stronger 

than that between the flake and the substrate, meaning that oxygen plasma cannot be used on the 

substrate prior to exfoliation. This flake is then carefully positioned over the graphene flake to be used 

over the device and lowered. Positioning of the flake is achieved using an optical microscope (due to 

the transparency of both the stamp and the hBN flake) and an X-Y-Z-controllable micromanipulator 

arm. No effort is made to align the lattice structures of the hBN and graphene. Once fully in contact 

with the graphene, the hBN is quickly lifted. Due to strong Van Der Waal’s interaction between hBN 
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and graphene, the graphene flake is easily picked up. Then, the hBN/graphene is positioned over the 

bottom hBN flake and lowered, bringing the graphene flake and top hBN flake fully into contact with 

the bottom hBN. It is at this point that any impurities present visibly form into bubbles due to the large 

pressures. Once the hBN/graphene/hBN stack has been assembled, it can be either left in place or 

moved to a different substrate. The method of removing the stack from the stamp depends on the type 

of stamp used so will be discussed later. This method of dry stamp transfer is very versatile and can be 

used to relatively quickly assemble Van Der Waals heterostructures from a variety of 2D materials [125, 

147], but here has only been used to encapsulate graphene with hBN. Unlike other transfer methods 

which use sacrificial layers and wet chemistry, it allows the graphene to only ever come into contact 

with the initial cleaned SiO2 substrate and the hBN used to encapsulate it, therefore reducing the risk 

and extent of contamination. 

As mentioned in the caption of Figure 13, two types of stamp have been used in this work to prepare 

hBN/graphene/hBN stacks. The first is a stamp consisting of a poly(methyl methacrylate) PMMA 

membrane suspended over a small circular washer. The second is a layer of Polypropylene carbonate 

(PPC) on a Polydimethylsiloxane (PDMS) piece held by a glass slide. The preparation procedure for a 

PDMS membrane stamp is shown in Figure 14. 

 

Figure 14: Preparation of a PMMA membrane to be used for stamp transfer. A bilayer of PVA and PMMA is spin-coated onto 

a substrate. A ~3 mm radius circle is scratched into the surface, and water is placed onto the scratch. Once the PVA under 
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the PMMA has dissolved and the membrane sits on a drop of water, it is then floated in a beaker of water. A metal washer, 

previously covered in PMMA to help adhesion, is then used to pick up the membrane. 

First, a sacrificial layer of Poly(vinyl alcohol) (PVA) is spin-coated onto a SiO2 substrate and baked. 

This is followed by spin-coating the PMMA layer which will form the membrane. A 3 mm radius circle 

is scratched through both layers near the substrate corner, and water droplets carefully placed on the 

scratch. Care must be taken to keep water from touching the middle of the circle, because this area of 

PMMA will be used for the transfer. Because PVA is soluble in water and PMMA is not, the water 

droplets dissolve the underlying PVA and allow the membrane to float on the formed droplet. More 

water may be carefully added during this process if necessary. Once the membrane is floating, the 

substrate is dipped into a beaker of water at an angle, such that the edge of the water droplet comes 

into contact with the water in the beaker and water tension then causes the membrane to move onto 

the beaker water surface. Meanwhile a 2 mm washer is cleaned, then coated in PMMA and baked at 

130 °C for 5 minutes, in order to allow the membrane to adhere to the washer. The washer is then 

used to fish the membrane off the water surface, keeping the membrane taut and wrinkle-free, and is 

carefully placed on a paper towel on a hot plate at 130 °C for 5 minutes to remove any water traces. 

The washer is attached to the transfer arm using a vacuum, and the membrane is now ready to be used 

for the transfer as shown in Figure 13.  

Due to the strong adhesion between PMMA and hBN, it is impossible to remove the finished stack 

from the membrane while keeping it intact. In order to remove the membrane, it is scratched on the 

inside of the washer, around the stack, detaching the membrane from the washer. The substrate is 

washed in water to remove any traces of PVA, then a small amount of PMMA is then spin-coated onto 

the substrate to soften and relax the membrane, following which the PMMA is removed by washing in 

acetone and IPA. The stack is then ready to be used for device fabrication. 
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An alternative to using a PMMA membrane stamp is to use a PDMS/PPC stamp. The preparation 

procedure for this is shown in Figure 15. 

 

Figure 15: Preparation of a PDMS/PPC stamp. A piece of commercial PDMS is placed onto a substrate and cleaned using 

oxygen plasma. PPC is spin-coated on top and baked. The PDMS is cut into 2-5 mm squares and moved onto a clean glass 

slide using tweezers. 

Firstly, a roughly 3 cm piece of PDMS is placed onto a clean flat substrate. It is then cleaned using 

10 minutes of oxygen plasma in a Moorfield Nanoetch with 8 W of RF power in order to remove any 

contamination. PPC 15% by weight in anisole is then spin-coated at 2,000 RPM and baked at 110 °C for 

5 minutes. Meanwhile, a glass slide is cleaned and placed in an oxygen plasma for 10 minutes. The 

PDMS/PPC is then cut into 4 mm squares using a sharp blade, and a square is transferred to the corner 

of the glass slide. Due to the relatively large thickness and robustness of the PDMS, this can be done 

using tweezers. Once on the slide, the stamp is carefully pressed down and then briefly placed into a 

vacuum in order to remove any bubbles and ensure good adhesion. After being baked at 150 °C for 5 

minutes, the stamp is then ready to be used for transfer.  

During transfer, the glass slide is attached to the transfer arm using a vacuum, and is held at a 

downwards angle of  1 − 2 °. To pick up a flake, the stamp is positioned with its far corner just past the 

flake, and is lowered such that the corner of the stamp comes into contact with the flake. The reason 

for the use of PPC on the stamp is its adhesion to hBN, which can be changed using the substrate 

temperature. At a temperature of 53 °C, the adhesion is strong and the hBN flake can be picked up off 

a SiO2 substrate. Heating to above 60 °C softens the PPC, allowing the flake/stack to be released and 

remain on the substrate. Flakes must be picked up by rapid movement of the arm, to avoid the flake 
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being shredded by differential forces across the stamp during slow movements. When releasing flakes, 

the arm must be lifted slowly. 

The two types of stamps used offer different advantages and disadvantages. The PDMS/PPC stamp 

is easier to prepare than the PMMA membrane, and can generally be used multiple times. However, 

its performance for picking up flakes depends strongly on PPC quality and thickness, and care must be 

taken to not dry out the stamp. The adhesion between PPC and hBN is weaker than that between 

PMMA and hBN, meaning that picking up a flake using the PMMA membrane is generally relatively 

easy, while it often takes many attempts using the PDMS/PPC stamp. The PMMA membrane is rather 

fragile however, and can easily rip if dried out or used for too long. The PDMS/PPC stamp method also 

allows for finer control of the flake’s position, and hence it can be used for fine alignment of flakes. This 

is useful when the target area of graphene and/or hBN is small. In general, it is found that the 

PDMS/PPC stamp is easier to use, and has been used for the majority of encapsulated graphene devices 

shown here.  

3.1.3. CVD Growth and Transfer of Graphene 

Almost all cutting-edge graphene electronics research uses manually exfoliated and encapsulated 

graphene, using a method similar to that described above. While this is capable of producing very clean 

and high quality graphene flakes, and has been used to explore many of graphene’s more interesting 

and unusual properties, it is not possible to scale these methods up to the kind of mass production 

which is necessary for industrial/commercial applications. For large-scale fabrication of graphene 

electronics it is necessary to use large-scale growth of graphene.  

By far, the most well developed and successful method for growth of monolayer graphene is 

chemical vapour deposition. The growth of graphene using CVD is a complex topic, which is out of the 

scope of this work, but current commercial-scale graphene production involves growth on copper foil. 
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All work using CVD-grown graphene shown here used graphene supplied by Graphenea [148], with a 

quoted grain size of 20 μm and electron mobility of ~1500 cm2/Vs, however electrical measurements 

generally showed a higher mobility within a single grain. The vast majority of CVD-based devices 

fabricated used graphene as supplied already on the desired substrate (SiO2 or fused quartz). However, 

transfer of CVD graphene from the copper foil to a target substrate was sometimes performed, and 

this process will be outlined here. 

As mentioned, currently the best methods for CVD growth of graphene use copper foil as a growth 

substrate. Copper is unsuitable for use as a device substrate however, so the grown graphene must be 

detached from the copper and transferred to another substrate. First, a 1x1 cm piece of foil with 

graphene is coated with PMMA by spin-coating PMMA in anisole, 8%, at 3,000 rpm followed by baking 

at 130 °C for 5 minutes. This serves to support the graphene after the copper has been etched away. 

Because the CVD process produces graphene on both sides of the film, the foil is then placed PMMA-

side-down in an oxygen plasma (Moorfield Nanoetch, 60s at 8 W) to remove graphene from the 

underside. Meanwhile, a dish is filled with 0.2 M aqueous ammonium persulfate ((NH4)2S2O8) to a depth 

of 2cm. The copper foil is floated in the dish, PMMA/graphene side up. After 2-4 hours, the copper has 

fully dissolved. In order to clean the graphene underside, a small Si/SiO2 wafer is then used to scoop up 

and move the graphene/PMMA film to be floated on three successive dishes of DI water. The film is 

then picked up from the final water bath using the target substrate, and baked at 130° to remove water 

from the graphene/substrate interface and enhance adhesion to the substrate. Finally, the substrate is 

placed in acetone to remove the PMMA layer and rinsed in IPA, followed by careful drying with a 

nitrogen jet. 
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3.1.4. Micro- and Nanofabrication 

In order to construct a device from an encapsulated graphene flake, electrical contacts must be 

made to the graphene, and the stack must be etched into the desired structure. All graphene device 

fabrication here used electron-beam lithography (EBL), with a PMMA positive resist. This allowed 

features as small as 100 nm to be defined, with maximum pattern sized of over 1 mm. Photolithography 

was avoided as the majority of commonly used photo-resists are known to severely contaminate 

graphene, causing doping and reduced mobility [149]. The use of PMMA as electron-beam resist 

simplifies device fabrication; because it can be developed in an IPA/water mixture, it resists commonly 

used hBN etches, and it can be washed away using acetone without substantially contaminating 

graphene and leaving little residue.  

A typical fabrication procedure for an encapsulated graphene device would be to first pattern and 

expose crosses and large-scale contacts, as shown in Figure 16. 
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Figure 16: Example image of an hBN/graphene/hBN stack with bilayer PMMA resist on Si/290 nm SiO2, after alignment 

crosses and large-scale contacts have been patterned and developed. 

An image is then taken of the device, with the crosses used to align the image to the coordinate 

system. Using the image as a guide, the positions of the graphene flake, hBN, and any impurities or 

other areas to be avoided are marked and the design is created around the flake geometry. After the 

design is complete, device fabrication can continue. The small contacts are patterned and developed 

using the same bilayer PMMA, followed by etching and deposition of one-dimensional (1D) contacts. 

1D contacts will be described in more detail later in this section. Another set of 4 crosses was typically 

included in the small contacts layer, allowing the following layer to be directly aligned to the contacts. 

Then, the etch mask is spin-coated, and the etch layer is patterned, exposed, and etched. Figure 17(left) 
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shows an exposed etch mask, with all unnecessary areas of graphene and hBN exposed, and Figure 17 

(right) shows the etched device, etch mask removed. 

 

Figure 17: (Left) An example encapsulated graphene device on Si/290 nm SiO2, with contacts deposited and etch mask 

developed. (Right) the same device after etching and removing etch mask. In both images, the scale is 100 μm between the 

crosses shown in the corners. 

Etch masks were created by first spin-coating PMMA with a molecular weight of 950k, 3% in anisole, 

at 5,000 rpm, followed by baking at 150 °C for 5 minutes. The desired pattern was then exposed with 

a dose of 145 μC/cm2, using an acceleration voltage of 10 kV. Often, for the smallest features of size 

~100 nm, a higher dose is required to fully expose the shape. In those cases, the relative dose for those 

features was increased somewhat, for example to 1.5x the dose used elsewhere. For contact 

deposition, a bilayer of PMMA resist was used. A layer of PMMA 495k, 3% in anisole was spin-coated 

at 5,000 rpm and baked at 150 °C for 5 minutes, followed by PMMA 950k as described above. The 

exposure for the bilayer also uses a dose of 145 μC/cm2. During development, the softer underlying 

PMMA 495k is developed more readily than the 950k, resulting in an undercut, hence giving good lift-

off quality. When patterning on a non-conductive substrate, for example fused quartz, a conductive 

polymer must be added to the surface to avoid charge buildup during patterning. The conductive 
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polymer is spin-coated at 2,000 rpm and baked at 120°C for 2 minutes. Prior to first patterning, 

scratches are made at the bottom corners of the substrate, relative to which the sample coordinates 

are recorded using an optical microscope with motorised stage. If necessary, a scratch was also made 

~1 mm from the sample location, for focusing. 

 EBL was performed using a Zeiss EVO 100 scanning electron microscope (SEM) with a LaB6 tip, using 

ELPHY Quantum for patterning control. After the sample was loaded and the system returned to 

vacuum, the acceleration voltage (EHT) was switched on to 10 kV, and the beam was aligned. A Faraday 

cup was then positioned such that the entire beam area was recorded, and the total beam current was 

measured. During a single stage of patterning, sometimes two different write fields (WFs) were used, 

corresponding to different maximum and minimum feature sizes. Typical WF sizes used were 125 μm 

or 250 μm  for smaller features and 1500 μm  for large features, however write fields as large as 

2000 μm  have been used. Before use, all needed WFs were calibrated using a nested chequered 

pattern with known feature sizes. This pattern was also used to perform any necessary astigmatism 

correction and aperture alignment.  

After beam alignment and initial current measurement, the sample substrate was located, with the 

corner marks used to set up the global coordinate system. The sample position was then found, taking 

care not to expose the sample using the electron beam. The sample was brought into focus using a 

nearby flake or focussing scratch. The first exposure for a device was almost always to pattern an array 

of crosses, to be used for alignment of other features. Subsequent patterning then used these crosses 

to set up a local coordinate system, around which the device design was created. If very fine focus was 

required, for very close alignment between layers or small features, burning spots allowed for high 

focus precision. For this, the beam was moved to a position which was close to the sample but not 

required for the pattern, the magnification set to 50,000x, and the beam kept in one position for a few 

minutes. This resulted in a small high-contrast circle of carbon, with its size dependent on the beam 
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focus and its shape dependent on the astigmatism. These controls could then be adjusted to improve 

the image of the spot, followed by burning another spot ~1 μm away, and repeating until the focus 

was satisfactory. Ideally, a spot size of below 50 nm was achieved to give a good level of focus for the 

smallest features.  

Meanwhile, the design, if needed, had been loaded into ELPHY quantum. The working area was set 

to match the used WF, which should enclose the layer(s) set to be patterned. Once the local coordinate 

system had been set up, the beam current was again measured at the Faraday cup. From this 

measurement, the patterning parameters were set to ensure the correct patterning dose. If no further 

alignment was required, for example if just writing crosses and large-scale contacts, the patterning 

could now be started. Otherwise, the crosses were then used to perform a fine alignment of the WF, 

immediately followed by initiating the patterning. After patterning had finished, if a second WF was to 

be patterned the stage was moved back to the Faraday cup position, the WF changed, and the process 

repeated. For large WFs/large pattern areas, the small spot size used for smaller features and for 

imaging gives too small beam currents, leading to very long patterning times. In this case, a larger spot 

size was set after alignment. This can massively speed up patterning, but also reduces resolution and 

hence is not suitable for any portions of the pattern where high resolution or fine alignment is 

necessary.  

Once patterning had finished, the SEM chamber was vented and the sample removed. If a 

conductive polymer was used, it was first removed by washing in DI water and blow drying. The sample 

was developed in an IPA:water 3:1 mixture at 5 °C for one minute, followed by rinsing in IPA and blow 

drying. Encapsulated graphene samples were etched using an Oxford Instruments System 100 reactive 

ion etch (RIE). This system uses inductively coupled plasma (ICP), where an additional radio frequency 

power source is used allowing the plasma density to be modulated without affecting DC bias on the 

lower electrode . A mixture of CHF3 and O2 was used, with flow rates of 17.5 ccm and 8 ccm respectively. 
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An RF power of 5 W was used, with an ICP power of 50W, at a pressure of 10 mTorr and temperature 

of 10 °C. The etch rate for hBN was typically around 3 nm/s, with monolayer graphene taking 10 s to 

etch. A 20 minute long oxygen clean process is used before loading the sample and after removing it, 

using 45 ccm of O2, an RF power of 100 W and an ICP of 300 W. Any thicker graphene or graphite 

present on the substrate or in the stack could not be etched by this method, so an oxygen/argon etch 

in a Moorfield Nanoetch was sometimes also used. Typically, etches were for less than two minutes, 

because longer etches can cause the PMMA resist to become too thin. Longer etch time also increases 

the risk of some of the PMMA becoming cross-linked. Cross-linked PMMA cannot be easily removed 

using acetone, therefore making subsequent lift-off difficult as well as leaving substantial residue on 

the sample. 

Contacts to encapsulated graphene were made using 1D contacts, where the deposited metal bonds 

with the narrow (effectively one-dimensional) exposed graphene edge, resulting in a high quality 

contact [52]. This is achievable because of the etch rate of the monolayer graphene being much less 

than that of hBN, resulting in a step in the edge profile of the etched stack. A schematic of the process 

of forming a 1D contact is shown in Figure 18. 
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Figure 18: Formation of a 1D contact. First, a bilayer PMMA resist is spin-coated, followed by exposing and developing the 

contact pattern. The hBN/graphene/hBN stack is then etched, leaving a step with graphene exposed. Metal is then 

immediately deposited, forming the contact. Finally, the resist and excess metal is removed by lift-off. 

After etching the contact area using RIE as described above, the sample was immediately placed 

under vacuum in an electron-beam evaporator system, minimising time in air in order to minimise 

contamination by water and hydrocarbons. Around 3 nm of Cr was first deposited, because the 

adhesion of gold directly on SiO2 is generally poor. Following this gold was immediately deposited, with 

a typical thickness of 70 nm. It was found that this contact thickness ensures that the graphene is 

contacted, because it is larger than the bottom hBN thickness, but is thinner than the PMMA 495k 

thickness ensuring a good lift-off quality. 

Lift-off is the process by which the un-exposed resist on a substrate is removed, taking any metal 

which does not lie on the patterned area with it. Because PMMA is soluble in acetone, it was performed 

by placing the sample in a beaker of acetone. The sample in acetone was first placed in a sonication 

bath at low power for a few seconds, to loosen the PMMA resist, followed by placing in a fume hood 
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on a hot plate at  65 °C, covered with a glass dish. After around 20 minutes, a pipette was used to 

agitate the acetone around the sample. If all of the metal-covered resist could be seen to flake off, then 

the lift-off was complete. If however the resist came off only partially or not at all, then the beaker was 

re-covered and placed back on the hot plate. The acetone was changed if there was a considerable 

amount of flakes floating in the beaker. As mentioned previously, the presence of cross-linking in the 

PMMA resist can make the lift-off more difficult, and impossible in some cases. If after over an hour on 

the hot plate the resist still was not removed by agitating the acetone, then further sonication at low 

power was used to loosen the PMMA. Using sonication on an encapsulated graphene or CVD graphene 

sample is dangerous, because it can cause the stack/graphene to become detached from the substrate, 

destroying the device. Once all areas of metal-covered resist could be seen to have been removed from 

the substrate, the sample was washed several times in acetone to remove any PMMA residue, followed 

by rinsing in IPA and blow-drying with a nitrogen jet.  

When using CVD graphene instead of an hBN/graphene/hBN stack, some changes to the 

nanofabrication processes were used. Firstly, when recording coordinates prior to the first EBL session, 

instead of locating a particular flake it is necessary simply to locate a large enough clean area of the 

substrate. Etching was simpler, requiring only 30 seconds in an oxygen/argon plasma at 8 W to 

completely etch through the graphene. However, because the graphene is present all over the sample, 

it is necessary to etch a large pattern around the contacts, to ensure that they are electrically isolated 

from each other. An example image of the etching pattern used to accomplish this is shown in Figure 

19. 
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Figure 19: PMMA etch mask for a CVD graphene device, as an example of the etch pattern used to isolate contacts from 

each other on a substrate covered in CVD-grown graphene 

At smaller scales, a line was etched between each pair of contacts. However, a large chequered 

pattern was etched around the contact pads. This was to ensure that even if individual bonded wires 

were in contact with the substrate outside the bounds of the contact pad, they would not be shorted 

through graphene on the substrate. 

Due to the lack of encapsulation, 1D contacts were not necessary to contact the CVD graphene. 

Electrical contact was instead made by depositing metal directly onto the graphene. When depositing 

contacts on top of graphene however, large areas tended to cause the underlying graphene to peel off 

of the substrate, taking the contact with it. To resolve this, unlike for encapsulated graphene samples, 

contacts were deposited in two steps. The first step consisted of the large contacts, contact pads, and 
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alignment crosses. Prior to Cr/Au deposition underlying graphene was etched, allowing the large-scale 

contacts to lie directly on the substrate and hence have good adhesion. After lift-off, a second bilayer 

resist was applied, and the small contacts patterned. These contacts were then deposited directly onto 

the graphene. The large overlap with the large contacts, as well as the small area, allowed the graphene 

and contacts to remain on the substrate. 

3.2. DC and Low-Frequency AC Measurements 

In order to perform electrical measurements of a sample, contact must be made between the Cr/Au 

contacts that lie on the substrate, as shown above, and the electrical measurement equipment. The 

simplest way to do this is using a probe station, where thin metal probes are carefully pressed down 

onto the contact pads. 

 

Figure 20: One of the probe stations used for electrical measurements. Four probes are visible. 

A probe station allows for measurements of a newly fabricated device relatively quickly, and without 

leaving the clean room used for fabrication, however has several drawbacks. Firstly, the physical 

contact between a probe head and the contact pad is relatively fragile, and prone to be disrupted by 
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any movement or vibration of the surroundings. This can cause errors in the measured data, or in a 

worst-case scenario can lead to a build-up of voltage between the probe head and the device, leading 

to a static discharge and damaging the device. Secondly, using a probe station for measurements 

generally means that the measurements are limited to being performed at room temperature, in 

atmosphere. Vacuum/low temperature probe stations do exist, but were unavailable for this project. 

Thirdly, using a probe station limits the potential complexity of measurements that can be performed, 

due to the limited number of probes available. The probe stations available were limited to five probes, 

some of which were often faulty. For these reasons, most measurements were performed by bonding 

the finished device onto a chip carrier. By semi-permanently bonding gold wires to the device’s contact 

pads, the instability of measurement using probes is avoided. Loading the device onto a standard chip 

carrier also allows for far more complex measurements, because it can be much more easily integrated 

into circuitry, such as in a vacuum system and/or cryostat.  

Before bonding onto a chip carrier, the device substrate generally must be cleaved down to a 2 −

4 μm square size. This is done by first spin-coating a protective layer of PMMA onto the substrate, 

following by scoring the desired cleave line with a diamond scribe and breaking over the edge of a glass 

slide. Silicon dust can then be blown away by nitrogen jet, and the PMMA removed in acetone. The 

substrate is secured to the chip carrier using a conductive silver paint, which also allows electrical 

contact to the substrate Si bulk for purposes of gating the device. Once secured onto the chip carrier 

gold wires are wedge-bonded to the device contact pads. This is a particularly dangerous part of device 

fabrication, because care must be taken to avoid using too much force and breaking through the SiO2 

under the bond area. Figure 21 shows an example image of a device on Si/SiO2 substrate, with gold 

wires bonding it to the connectors on a chip carrier.  
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Figure 21: 5x zoom image of a device on Si/SiO2 (290 nm) substrate, mounted and bonded to a chip carrier. All but 2 

contacts on the device are bonded to the carrier using gold wire. Contacts on the chip carrier are barely visible on the left 

and right. 

As well as wires connecting the chip carrier contacts to contact pads on the device, usually a wire is 

also bonded to the chip carrier floor, which is electrically contacted to the substrate bulk, to act as the 

gate contact. Once the substrate is secured and all desired contacts are bonded, the device was loaded 

into the chip holder built into the cryostat. 

Once mounted into the cryostat, measurements can be taken using BNC coaxial cables. Typical DC 

measurements involved using a pair of voltage sources/ammeters, one to apply current to the device 

through a large resistor and the other to apply the gate voltage, and a pair of voltmeters to measure 

input and output voltage. 4-contact methods were used in order to eliminate contact resistance and 

accurately measure input voltage. The low-frequency AC measurements were performed using a lock-
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in amplifier. The lock-in internal oscillator was used to drive the measurements, with the output being 

passed through a large resistor. Input voltage was measured using the A and B lock-in input terminals, 

and recording the in-phase component of A - B. LabVIEW [150] was used to control all instrumentation 

programmatically, as well as to record values and perform some basic initial analysis. Origin [151] was 

used to perform subsequent analysis and plotting of data, with Matlab [152] also being used for more 

complex calculations. 

3.3. Noise Measurement 

3.3.1. Two Channel Cross-correlation 

In order for electrical noise to be measured accurately and precisely, it must be amplified to a 

suitable level. However for commercially available amplifiers, for example the SR 560 voltage amplifier, 

the equipment noise can be of comparable magnitude to the device under test. A solution to this is the 

cross-correlation technique [153], in which the device noise is independently amplified and measured 

by two channels. By then performing a correlation calculation on the data recorded by each channel, 

any components that appear in only one channel are eliminated leaving only the true noise of the 

device. This removed any noise signals which arise during the amplification, because they are 

uncorrelated between the two channels. Using the derivation shown in [153], it can be shown that an 

estimate of the spectral device noise can be obtained using 

 
𝑆𝑣(𝑓) =

𝑅𝑒(𝑉1(𝑓)𝑉2
∗(𝑓))

𝑁
, Equation 31 

where 𝑁 is the number of samples, 𝑉1,2 are the (complex) spectral noise voltage measured by the two 

channels, and the * superscript represents the complex conjugate.  

The measurement setup is similar to that shown in the supporting information of [50]. The 

measurement setup uses two TL081 operational amplifiers (op-amps) on each channel, each in a 
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closed-loop non-inverting setup such that the gain of each is defined by the surrounding resistances. 

The voltage sources used are 9 V batteries, in order to not introduce excessive amounts of outside 

noise to the setup, however low-pass filters are also present to decouple any input noise from the 

circuit. A simplified diagram of the setup used for measuring the noise of four-terminal rectifiers is 

shown in Figure 22. 

 

Figure 22: Schematic diagram of the two channel cross-correlation noise measurement setup. Also shown is a DC current 

source setup for use when measuring a ballistic rectifier or similar device. Current is passed through the device as shown, 

with the upper and lower contacts shown being the output contacts. The amplifiers shown each consisted of two op-amps. 

After amplification to measurable levels, the noise signal of each channel is sampled at 125000 s-1 

using an NI USB 6211 analogue-to-digital convertor (ADC) to give two time-domain noise signals. 

From these time-domain signals, Equation 31 is implemented by the LabVIEW program, calculating 

the voltage noise spectral density 𝑆𝑣
1 2⁄

(𝑓) using 

 

𝑆𝑣
1 2⁄

(𝑓) =
1

𝐴𝐺

√
2|𝑅𝑒(𝐷𝐹𝑇(𝑠1)𝐷𝐹𝑇(𝑠2)

∗)|

𝑁2
𝑇𝑠𝑎𝑚𝑝. , Equation 32 

where 𝐷𝐹𝑇(𝑠) represents the discrete Fourier transform of a time domain signal 𝑠, 𝐴𝐺 is the total gain 

of the two stages, and 𝑠1,2 are the time-domain voltage signals measured by the two channels. The 

sampling time window 𝑇𝑠𝑎𝑚𝑝. is included as a correcting factor, and the factor of 2 is to correct for the 
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two-sidedness of the Fast Fourier Transform algorithm used. For the Fourier transform a rectangular 

window was used. The measurement is repeated many times with new incoming data, for example 

100x or 1000x, and averaged in order to increase measurement accuracy. 

To drive the rectifier, a Keithley 2400 source meter is used for a constant DC power source, which 

is passed through a 0.053 Hz low-pass filter (with 𝑅 = 1 MΩ). Devices were contacted using coaxial 

cables connected to probes on a probe station as shown in Figure 20, and the entire measurement 

setup (aside from PC running LabVIEW) is placed in a metal box to shield from radiation and 

interference from external sources. 

3.3.2. Testing and Calibrating Setup 

In order to test and calibrate the setup, the voltage noise across a range of resistors was measured 

and compared to the theoretical value. In the absence of current flow, the noise across a pure 

resistance is independent of frequency, with magnitude given by the thermal noise as shown in 

Equation 30. Shown in Figure 23(a) are the raw measured noise spectra, measured by simply connecting 

an un-biased resistor between the channel inputs and ground. 
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Figure 23: (a) Measured voltage noise spectra across various resistors, without any corrections. The black dashed lines show, 

with increasing resistance from bottom to top, the theoretical thermal noise generated by the five resistances tested. (b) 

shows the flat-band noise of each resistance, directly comparing the measured value to the theoretical value. 

As expected for thermal noise, the voltage noise spectra are mostly flat. However, the values do not 

match those predicted by Equation 30. Figure 23(b) shows the difference between predicted and 

measured noise more clearly. At high resistances, the measured noise is lower than the theoretical 

noise by a constant ratio. This is a very strong indication that the assumed gain of the system is slightly 

incorrect. This may be due to a number of factors. For example, some drift in the resistances of the 

resistors which surround each op-amp and define its amplification factor. As well as this, it can also be 

observed that for smaller resistances the noise is larger than predicted by a constant amount. It was 

found that this excess noise is equivalent to each resistance being ~6.5 kΩ larger than expected. This 

may be due to loose connections in the noise circuit’s input, or the input resistance of the op-amps 

themselves. With both of these factors accounted for, a calibration of the setup has been performed 

using the measured thermal noise voltages. Figure 24 shows the same data again, with these 

calibrations now taken into account. 
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Figure 24: Voltage noise spectra across various resistors, measured using the two channel cross-correlation method, with 

calibration of the gain and input resistance. Dashed lines show the theoretical thermal noise. All measurements were taken 

at room temperature inside a metal box 

With these corrections, the measured thermal noise voltages now match what is expected well. All 

future measurements using this noise setup will use these calibrations. The rapid decrease in measured 

noise voltage at higher frequencies is due to the limited bandwidth of the op-amps used. Therefore, 

the setup is best used for measuring spectral noise up to the ~1 − 10 kHz range. The black curve 

shows data taken with no resistor connected across the input, and therefore represents the noise floor 

of the setup. This is far below the expected thermal noise generated by even low-resistance devices. 

3.4. Time-domain High-frequency Simulations 

There are many different ways to perform electromagnetic simulations. All involve solving 

Maxwell’s equations over a structure, with the structure being defined in terms of material parameters 

such as permittivity, permeability, and conductivity, to obtain the electric and magnetic fields across 
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the structure under certain conditions. In general, these are divided into differential solvers and integral 

solvers, depending on which formulation of Maxwell’s equations they solve. They can also be divided 

into time-domain and frequency-domain. Frequency domain simulations are sometimes preferable 

when the simulated structure is far smaller than the smallest wavelength of interest, or when only a 

narrow range of frequencies need be considered [154]. All simulations shown here however used a 

time domain method as it allows broadband frequency behaviour to be extracted from a single run of 

the simulation.  

Simulations were performed using CST Studio Suite [155]. The time domain method used is the finite 

integration technique, which uses the integral form of Maxwell’s equations. Firstly, the simulated 

structure is broken down into a 3D mesh (the ‘primary’ mesh). A secondary mesh is also created, with 

the edges of each cell being normal to the faces of each cell in the primary mesh. When performing 

simulation, the electric field and magnetic flux are defined on the primary mesh while the magnetic 

field and electric flux are defined on the secondary grid [154, 155]. The simulation is performed by 

repeatedly stepping through a small time interval. At each step, the flux and fields are calculated from 

the previous values, using discrete forms of integral Maxwell’s equations. These use discretized forms 

of the curl and divergence operators, describing how change in flux corresponds to total field around 

the cell face perimeter, and charge corresponds to the divergence in field. In [155] the derivation of 

these from the integral forms of Maxwell’s equations is outlined. Material properties such as 

permittivity and permeability are defined per cell in the simulation model, and can be set 

programmatically. This allows for materials with dispersive properties to be simulated accurately. 

CST Studio Suite’s High Frequency Module [155] provides a graphical interface to construct and 

configure a solid structure and to set up the simulation using desired settings. Structures are meshed 

automatically using a hexahedral mesh, with mesh cells being conformed to structure edges. The 

hexahedral mesh consists of parallel lines of varying separation in each dimension, creating array of 
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rectangular cells. To aid the mesh generation, some simulation areas were defined to have a higher 

mesh density than the rest of the simulation. This includes the areas around the graphene sheets 

boundaries, and the antenna feed gap. Because higher mesh density generally gives a more accurate 

simulation, this allows for the smallest feature sizes and more critical areas to be meshed with a higher 

density and therefore improve accuracy without drastically increasing total the number of mesh cells. 

The total number of mesh cells was managed carefully, in order to allow simulations to be performed 

over a reasonable timescale while not sacrificing accuracy. 

In order to have reasonable simulation accuracy, a number of mesh cells must span every object’s 

thickness in each direction. Due to graphene’s extremely low thickness, at roughly 0.34 Å, modelling a 

sheet of monolayer graphene as a 3D object with permittivity and permeability would cause the 

minimum cell size to be extremely small, sub-10−11 m. The Courant–Friedrichs–Lewy criterion for 

simulation stability [156] means that the simulation time step depends on the smallest dimension of 

any single mesh cell. Therefore the presence of a thin sheet such as this massively shortens the time 

step, which significantly increases the computational cost of the simulation. An alternative approach is 

instead to model the graphene sheet as a 2D sheet with frequency-dependent resistance. By using 

Equation 14, the conductivity of graphene, modelled as a 2D sheet with negligible thickness, can be 

calculated as a function of frequency taking chemical potential, relaxation time, and temperature as 

parameters. Then, the dispersive sheet resistance is obtained by taking the inverse. This allows the 

simulation to be performed much faster than by considering the graphene as a thin but 3D object. CST 

studio contains macros to define the ‘tabulated surface impedance’ of a graphene material, and uses 

both interband and intraband contributions [155], as derived from Equation 11. However, as described 

in section 2.1.4 in the frequency range of interest only the intraband contribution need be considered, 

which is given by Equation 14. Within CST, surface impedances are modelled with zero thickness and 
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as opaque in the normal direction. Calculations are performed using a multi-pole model fitted to the 

tabulated impedance data [155]. 
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4. Graphene Ballistic Rectifiers 

As detailed in Section 2.4.1, the GBR is a planar four-terminal rectifier which uses the high carrier 

mobilities, and hence long mean-free paths, in graphene. Weakly nonlinear ballistic transport [127] 

alongside a vertically asymmetric structure causes DC bias to build up at a particular output terminal, 

regardless of input current direction. While the theory of operation for the semiconductor 2D electron 

gas ballistic rectifier has been derived, no such theory exists for the graphene ballistic rectifier, where 

the lack of bandgap means that both carriers contribute simultaneously to output. In this chapter the 

theory is re-derived for graphene and extended to account for both carriers. Following this, the theory 

is verified by comparison to real devices of various structures, and then used to predict the 

performance of more optimised devices. Arrays of GBRs are then tested and compared to individual 

devices, with the aim of reducing impedance mismatch losses, and finally the performance and noise 

of GBRs fabricated from CVD graphene is tested. 

4.1. Expanded Theory of Operation 

The theory of operation for BRs previously derived by A. Song [127] deals with the case of a 2D 

electron gas formed using semiconductor heterostructures, with only one type of carrier present. Due 

to graphene’s nature as a semi-metal however, both electrons and holes are simultaneously present in 

the channel unless a large gate bias is applied. This must be taken into account, because carriers of 

different charge have opposite effects on the BR’s output voltage. One key advantage of graphene is 

that the carrier density is tuneable by an external electric field (known as electrostatic doping), allowing 

device performance to me modified. For this reason, it is highly desirable to know the full dependence 

of the GBR output on gate voltage. In the theory derived here, the first half is similar to that in [127], 

but with some key differences. The new contributions here are the addition and modification of some 

graphene-relevent terms in the derivation of the output voltage due to a single character, as well as 
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the combination of both carriers’ contributions. This derivation is as published in my article, reference 

[69]. 

The Büttiker-Landauer formula for current 𝐼𝛼 through probe 𝛼 is  

 
𝐼𝛼 =

2𝑒

ℎ
∑(𝑇[𝛼→𝛽]𝜇𝛼 − 𝑇[𝛽→𝛼]𝜇𝛽),

𝛽

 Equation 33 

where 𝑇[𝛼→𝛽] is the transmission probability from probe 𝛼 to probe 𝛽 and 𝜇𝛼 is the chemical potential 

at probe 𝛼. Noting that within each pair of probes, only carriers from the one with greater chemical 

potential contribute to conduction, the equation becomes 

 
𝐼𝛼 ≈

2𝑒

ℎ
∑ 𝑇[𝛽,𝛼]({𝜇})(𝜇𝛼 − 𝜇𝛽),

𝛽≠𝛼

 Equation 34 

 

where 𝑇[𝛽,𝛼]  is given by ∫ 𝑇[𝛼→𝛽](𝐸, {𝜇}) 𝑑𝐸
𝜇𝛼

𝜇𝛽
(𝜇𝛼 − 𝜇𝛽)⁄  when 𝜇𝛼 > 𝜇𝛽  and by 

∫ 𝑇[𝛽→𝛼](𝐸, {𝜇}) 𝑑𝐸
𝜇𝛽

𝜇𝛼
(𝜇𝛽 − 𝜇𝛼)⁄  when 𝜇𝛼 < 𝜇𝛽 , and represents the transmission coefficient for 

carriers at the chemical potential. Here, 𝐸 is carrier energy, and {𝜇} is the chemical potentials at all 

probes. In the absence of high fields, |𝜇𝛼 − 𝜇𝛽| is small, so the dependence of 𝑇[𝛽,𝛼] on energy within 

this range can be ignored, massively simplifying 𝑇[𝛽,𝛼] to be simply a function of {𝜇}.  

In the ballistic rectifier, the transmission probabilities depend on the angular distribution of carriers 

emitted from the QPCs. According to Landauer’s theory, this depends on the self-consistent field 

𝑈(𝒙, {𝜇}). However, this can be closely approximated by considering the effect of the applied current 

on the angular distribution. Therefore, Equation 34 reduces to give  

 
𝐼𝛼 ≈

2𝑒

ℎ
∑ 𝑇[𝛽,𝛼](𝐼[𝛽,𝛼])(𝜇𝛼 − 𝜇𝛽)

𝛽≠𝛼

. Equation 35 
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The above is true for any form of ballistic rectifier, but the derivation from this point is specific to a 

graphene ballistic rectifier. It uses the design of a GBR with triangular scattering centre, but can be 

applied to other designs as described in Section 4.2.1. 

When the source-drain current in a graphene ballistic rectifier is  𝐼𝑆𝐷 = 0 A, the angular distribution 

of carriers emitted by a QPC is given by  

 
𝑃(𝜃) =

1

2
cos(𝜃), Equation 36 

where 𝜃 is the carrier trajectory away from the QPC normal, and is in the range −𝜋/2 < 𝜃 < 𝜋/2 

[126]. This is shown in Figure 25.  

 

Figure 25: Schematic of a ballistic rectifier with a triangular scattering centre. The zoomed-in view shows the area around 

the source quantum point contact. The definition of 𝜃0 is from the QPC normal to the top edge of the scattering centre. 𝑤𝑆𝐷 

is the source (and drain) QPC width, and 𝑤𝑈 is the total width of the upper contact QPCs. Adapted from [69]. 

In graphene, the angle of a carrier can be stated as a function of its momentum components in the 

plane, because θ = arctan(𝑘𝑦 𝑘𝑥⁄ ). If 𝜃0 is the top edge of the scattering centre as shown in Figure 25, 

then any carriers directed towards 𝜃0 or below are redirected towards the lower contact (L), while 

others are redirected towards U. Therefore, the transmission probabilities from S and from D to U and 

to L can be described by  
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𝑇𝑆→𝐿(0) = 𝑇𝐷→𝐿(0) = ∫

𝑁𝑆𝐷

2
cos(𝜃)𝑑𝜃

𝜃0

−
𝜋
2

=
𝑁𝑆𝐷

2
[1 + sin(𝜃0)] 

and 

𝑇𝑆→𝑈(0) = 𝑇𝐷→𝑈(0) = ∫
𝑁𝑆𝐷

2
cos(𝜃)𝑑𝜃 =

𝜋
2

𝜃0

𝑁𝑆𝐷

2
[1 − sin(𝜃0)], 

Equation 37 

where 𝑁𝑆𝐷 and 𝑁𝐿𝑈  represent the numbers of modes in the source/drain and upper/lower QPCs 

respectively. In graphene’s dispersion relation, as shown in Figure 4, there is an extra source of 

degeneracy between the K and K’ valleys (known as valley degeneracy [20]. Taking this into account, 

the number of modes in the source and drain QPCs is given by  𝑁𝑆𝐷 = 2
𝜋⁄ 𝑘𝑓𝑤𝑆𝐷 = 2𝑤𝑆𝐷√𝑛/𝜋. When 

a small current is applied to the device, the angular distributions of carriers emitted from S and D 

change. (In this portion of the derivation, electrons are assumed as the majority carrier, therefore 

carriers are being emitted by the source). The angle of ejection of a given carrier changes from 

arctan (
𝑘𝑦

𝑘𝑥
) to  arctan (

𝑘𝑦

𝑘𝑥+Δ𝑘
). Because of this, the transmission probabilities from S to U and to L 

change to 

 
𝑇𝑆→𝐿(𝐼𝑆𝐷) =

𝑁𝑆𝐷

2
[1 + sin(𝜃𝑒)], 

𝑇𝑆→𝑈(𝐼𝑆𝐷) =
𝑁𝑆𝐷

2
[1 − sin(𝜃𝑒)]. 

Equation 38 

This angle 𝜃𝑒 ( > 𝜃0 ) is defined as the angle with which a carrier could be travelling when  𝐼𝑆𝐷 = 0, 

at which it will be travelling at 𝜃0 after a current is applied, and therefore is redirected to L instead of 

U. It is given by 𝜃𝑒 = 𝜃0 + arcsin [(
∆𝑘

𝑘𝐹
) sin𝜃0]. 

From Equation 35, the conductance between two probes is given by  

 
𝐺𝛽𝛼 =

2𝑒2

ℎ
𝑇[𝛽,𝛼](𝐼[𝛽,𝛼]). Equation 39 

Using this, a four-terminal system such as the GBR produces a 4D conductivity matrix: 
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(

𝐼𝑆
𝐼𝐷
𝐼𝑈
𝐼𝐿

) =
2𝑒2

ℎ
(

𝑇𝑆𝑆 −𝑇𝑆𝐷 −𝑇𝑆𝑈 −𝑇𝑆𝐿

−𝑇𝐷𝑆 𝑇𝐷𝐷 −𝑇𝐷𝑈 −𝑇𝐷𝐿

−𝑇𝑈𝑆 −𝑇𝑈𝐷 𝑇𝑈𝑈 −𝑇𝑈𝐿

−𝑇𝐿𝑆 −𝑇𝐿𝐷 −𝑇𝐿𝑈 𝑇𝐿𝐿

)(

𝑉𝑆

𝑉𝐷

𝑉𝑈

𝑉𝐿

). Equation 40 

This matrix can be simplified using several facts about the GBR geometry and operation. Firstly, no 

current flows through the U and L probes, meaning that  𝐼𝐿 = 𝐼𝑈 = 0. In addition, 𝐼𝐷𝑆 = −𝐼𝑆𝐷 = 𝐼𝑆, so 

one row and column can be eliminated. Due to the scattering centre it is also assumed that 𝑇𝑆𝐷 =

𝑇𝐷𝑆 = 0 and 𝑇𝑈𝐿 = 𝑇𝐿𝑈 = 0, giving 

 
(
𝐼𝑆
𝐼𝑈
𝐼𝐿

)

=
2𝑒2

ℎ
(

𝑇𝐿𝑆 + 𝑇𝑈𝑆 −𝑇𝑈𝑆 −𝑇𝐿𝑆

−𝑇𝑈𝑆 𝑇𝑈𝑈 −𝑇𝑈𝑈 + 𝑇𝑈𝑆 + 𝑇𝐷𝑈

−𝑇𝐿𝑆 −𝑇𝑈𝑈 + 𝑇𝑈𝑆 + 𝑇𝐷𝑈 𝑇𝐿𝑆 + 𝑇𝐷𝐿 + 𝑇𝑈𝑈 − 𝑇𝑈𝑆 − 𝑇𝐷𝑈

)(

𝑉𝑆

𝑉𝑈

𝑉𝐿

), 

Equation 41 

where  𝑇𝑈𝑈 = 𝑁𝑈 = 2𝑘𝐹𝑤𝑈/𝜋 , and 𝑤𝑈  is the width of the U terminal as shown in Figure 25. The 

inverse of this matrix is the resistance matrix, from which we can determine  𝑅𝑆𝐷,𝑈𝐿 , which is the 

objective. Thankfully, not all terms of the resistance matrix are necessary for this: 

 𝑅 = 𝐺−1

=
ℎ

2𝑒2

1

𝐷𝑇
 (

… … …
𝑇𝐷𝐿𝑇𝑈𝑆 − 𝑇𝐿𝑆𝑇𝑈𝐷 + 𝑇𝐿𝑆𝑇𝑈𝑈 − 𝑇𝑈𝐿𝑇𝑈𝑆 + 𝑇𝑈𝑆𝑇𝑈𝑈 − 𝑇𝑈𝑆

2 … …

𝑇𝐿𝑆𝑇𝑈𝑈 − 𝑇𝑈𝐿𝑇𝑈𝑆 + 𝑇𝑈𝑆𝑇𝑈𝑈 − 𝑇𝑈𝑆
2 … …

), 
Equation 42 

with these two terms being the only necessary ones. The value 𝐷𝑇 is the determinant of the reduced 

conductance matrix. Then, we use 𝑅𝑆𝐷,𝑈𝐿 = 𝑉𝑈 − 𝑉𝐿 (−𝐼𝑆)⁄ = −𝑅𝑈𝑆 + 𝑅𝐿𝑆 and simplify to give  

 
𝑅𝑆𝐷,𝑈𝐿 = (

2𝑒2

ℎ
)

2
1

𝐷𝑇

(𝑇𝐿𝑆𝑇𝐷𝑈 − 𝑇𝐷𝐿𝑇𝑈𝑆). Equation 43 

Then, using Equation 38 to express these transmission probabilities in terms of device geometry, 

this becomes 

 
𝑅𝑆𝐷,𝑈𝐿 = (

2𝑒2

ℎ
)

2
𝑁𝑆𝐷

2

2𝐷𝑇

[sin(𝜃𝑒) − sin(𝜃0)]. Equation 44 
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The value of 𝐷𝑇, the determinant of the reduced conductance matrix, can then be found using 𝐷𝑇 =

𝐺𝑆𝑆(𝐺𝑈𝑈𝐺𝐿𝐿 − 𝐺𝑈𝐿𝐺𝐿𝑈) − 𝐺𝑆𝑈(𝐺𝑈𝑆𝐺𝐿𝐿 − 𝐺𝑈𝐿𝐺𝐿𝑆) + 𝐺𝑆𝐿(𝐺𝑈𝑆𝐺𝐿𝑈 − 𝐺𝑈𝑈𝐺𝐿𝑆),  which simplifies to 

give 

 
𝐷𝑇 = (

2𝑒2

ℎ
)

3

𝑁𝑆𝐷
2 [𝑁𝑈 −

1

2
𝑁𝑆𝐷(1 − sin𝜃)2]. Equation 45 

Therefore, the four terminal resistance can be expressed as 

 
𝑅𝑆𝐷,𝑈𝐿(𝐼𝑆𝐷) =

ℎ

2𝑒2

sin𝜃𝑒 − sin𝜃0

2𝑁𝑈 − 𝑁𝑆𝐷(1 − sin𝜃0)
2
. Equation 46 

When 𝛥𝑘 ≪ 𝑘𝑓, it can be easily shown that (sin𝜃𝑒 − sin𝜃0) ≈
Δ𝑘

2𝑘𝑓
sin(2𝜃0). Using this alongside 

 
Δ𝑘

𝑘𝑓
=

𝐼𝑆𝐷

𝑤𝑆𝐷𝑛𝑒𝑣𝑓
, the output voltage due to a single carrier is given by  

 
𝑉𝑈𝐿 =

ℎ√𝜋

4𝑒3𝑣𝑓𝑤𝑆𝐷

sin(2𝜃0)

2𝑤𝑈 − 𝑤𝑆𝐷(1 − sin(𝜃0))
2

 
𝐼𝑆𝐷
2

𝑛3/2
, Equation 47 

where 𝑛 is the carrier density. This equation is similar to the one derived for BRs in semiconductor 2D 

electron gasses [127], but with differences due to the nature of graphene. It predicts a quadratic 

relationship between input current and output voltage, matching reported results [49, 50]. This only 

considers the existence of a single carrier however, so must now be modified to account for both 

carriers. 

As previously discussed, graphene’s lack of a bandgap means that spatial charge inhomogeneities 

and thermally generated carriers cause electrons and holes to coexist in the device when the graphene 

is biased to be within the vicinity of the Dirac point. Due to the assumptions of the Büttiker-Landauer 

formalism that carriers are non-interacting (which can be assumed true for graphene [70]), it is 

sufficient to consider the effects of electrons and holes on the output voltage separately. As explained 

in Section 2.1.3, the carrier densities in graphene can be expressed as 𝑛, 𝑝 ≈
1

2
(±𝑛𝑐𝑣 + √𝑛𝑐𝑣

2 + 4𝑛0
2), 
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with the electron density 𝑛 taking the negative sign and the hole density 𝑝 taking the positive sign. The 

relative contribution of each carrier to conductivity in the device depends on the number of carriers 

injected from the reservoirs at the S and D contacts (where conduction is assumed to not be ballistic 

due to the larger length scales). Therefore, the current can be split into electron and hole contributions 

depending on their relative densities and mobilities: 

 𝐼𝑆𝐷 = 𝐼𝑛 + 𝐼𝑝 = 𝐼𝑆𝐷

𝜇𝑒𝑛

𝜇𝑒𝑛 + 𝜇ℎ𝑝
+ 𝐼𝑆𝐷

𝜇ℎ𝑝

𝜇𝑒𝑛 + 𝜇ℎ𝑝
, Equation 48 

where 𝜇𝑒 and 𝜇ℎ are the electron and hole mobilities respectively. Therefore, with constant applied 

current 𝐼𝑆𝐷, the composition varies as a function of the relative carrier densities and hence as a function 

of gate voltage, as shown in Figure 26. 

  

Figure 26: Composition of source-drain current in terms of electron current 𝐼𝑛 and hole current 𝐼𝑝, as a function of gate 

voltage, assuming the electron and hole mobilities are equal and the graphene’s NP is at 0 V. Reproduced from [69]. 

Therefore, taking into account the contributions from both types of carriers, the GBR output voltage 

can be written as  
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𝑉𝑈𝐿 =

ℎ√𝜋

4𝑒3𝑣𝑓𝑤𝑆𝐷

𝑠𝑖𝑛(2𝜃0)

2𝑤𝑈 − 𝑤𝑆𝐷(1 − 𝑠𝑖𝑛(𝜃0))
2

 (
 𝑰𝒏

𝟐

𝒏𝟑/𝟐
−

 𝑰𝒑
𝟐

𝒑𝟑/𝟐
). Equation 49 

In this equation, only the bold section depends on applied gate voltage. The preceding terms are 

constants, depending only on material properties and device geometry. From here, we can compare 

the electron and hole contributions, and see the predicted resultant output for an example GBR, shown 

in Figure 27. The output has two peaks as a function of gate voltage, one positive and one negative, 

which will be referred to as the electron peak  (𝑉𝐺 > 0) and the hole peak  (𝑉𝐺 < 0), showing how the 

output direction depends on the majority carrier in the device. 

  

Figure 27: Calculated output components due to electrons, holes, and the total output for an example GBR, as a function of 

gate voltage using Equation 49. For this calculation equal electron and hole mobilities were used, with 𝑛0 = 1 × 1011cm−2, 

a 290 nm SiO2 substrate, and with the graphene’s NP being at  𝑉𝐺 = 0 V. Reproduced from [69]. 

This dependency can be seen in real GBR output data, shown later for several devices in Figure 33. 

Substituting in Equation 7 and Equation 48, we obtain the full output voltage dependency on gate 

voltage: 
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𝑉𝑈𝐿 = 𝐴𝑐𝑜𝑛𝑠𝑡𝐵𝑔𝑒𝑜  
 𝐼𝑆𝐷

2

𝐶𝐺
3 2⁄

𝑟2√𝑉𝐴 + √𝑉𝐴
2 +

𝑄𝑡ℎ
2

𝐶𝐺
2     −  √−𝑉𝐴 + √𝑉𝐴

2 +
𝑄𝑡ℎ

2

𝐶𝐺
2

((𝑟 − 1)𝑉𝐴 + (𝑟 + 1)√𝑉𝐴
2 +

𝑄𝑡ℎ
2

𝐶𝐺
2 )

2 , Equation 50 

where  𝐴𝑐𝑜𝑛𝑠𝑡 =
ℎ√𝜋

√2𝑒
3
2𝑉𝑓

 is a physical constant, 𝐵𝑔𝑒𝑜 =
sin(2𝜃0)

𝑤𝑆𝐷(2𝑤𝑈−𝑤𝑆𝐷(1−sin(𝜃0))2)
 depends purely on the 

device geometry, 𝑉𝐴 = 𝑉𝐺 − 𝑉𝐺0 is the gate voltage offset from the NP,  𝑟 = 𝜇𝑒/𝜇ℎ describes the ratio 

of the electron and hole mobilities, and 𝑄𝑡ℎ = 2𝑛0𝑒 represents the total free charge density at the NP. 

Because the GBR is affected by carrier mixing, the output depends strongly on the value of 𝑛0, the 

neutrality point carrier density which is given in Equation 8. Figure 28 shows calculated GBR output 

curves using the same conditions as for Figure 27, but with three different values of 𝑛0. 

 

Figure 28: Calculated GBR outputs as a function of gate voltage, with a NP of 0 V. Three different values of 𝑛0 are used for 

the calculations, which all use 𝑟 =  1 and a 290 nm SiO2 substrate. 

As can be seen from Equation 8, 𝑛0  depends both on spatial charge inhomogeneities and on 

temperature. Variation in the output due to different 𝑛0 can be due to either of these factors, with for 
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example lower temperature corresponding to a lower value of 𝑛0 , decreasing carrier mixing. This 

causes both output peaks to increase in magnitude, with their positions moving towards the NP. The 

value of 𝑟 determines the symmetry of the GBR output. When 𝑟 is close to 1, the electron and hole 

components are of roughly equal magnitude. When  𝑟 > 1 , the electron component is greater, 

increasing the magnitude of the electron peak and moving its position towards lower (and possible 

negative, if r is large enough) 𝑉𝐴. Conversely, when 𝑟 < 1, the hole component is greater, moving the 

hole peak and increasing its magnitude. This can be seen from calculations in Figure 29(a), and in 

example data obtained from real devices in (b). 

 

Figure 29: The effect of relative carrier mobility on GBR output. (a) Calculated GBR output voltage as a function of gate 

voltage, with different values of  𝑟, the electron/hole mobility ratio. For this calculation, 𝑛0 = 1 × 1011cm−2 and a 290 nm 

SiO2 substrate was used, with the graphene’s NP being at  𝑉𝐺 = 0 V. (a) is adapted from [69], supplementary materials. (b) 

shows example data from real GBRs, with large and with small mobility ratios (𝑟 = 𝜇𝑒/𝜇ℎ). 

Therefore in order for the peak output voltage and hence the responsivity to be maximised, a large 

disparity in electron and hole mobilities is desirable. Another parameter with a large effect on the 

output magnitude is  𝐵𝑔𝑒𝑜, which depends on device geometry. From this, it is easy to see that smaller 

values of 𝑤𝑆𝐷  and 𝑤𝑈  are desirable, and that values of 𝜃0 around 45° give maximum output. These 
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device parameters offer guidance to future development of GBRs; responsivity can be improved by 

constructing devices with smaller quantum point contacts and a large difference in carrier mobilities. 

4.2. Modified GBR designs 

The theory of GBR operation given in the previous section was derived using the geometry of a GBR 

with a triangular scattering centre. However, this is not the only GBR design to have been investigated 

[49]. By manipulating the position and orientation of the two input QPCs, along with the two sides of 

the triangular scattering centre, different GBR designs can be produced. If the assumptions made 

during the derivation of the above theory still hold for the newly produced designs, they should give 

roughly similar output characteristics to the GBR with triangular scattering centre. 

4.2.1. Designs 

Four designs of GBR have been produced, labelled A-D in Figure 30. Device A is the GBR design with 

triangular scattering centre, as shown in Figure 25. In this GBR design the most important features for 

operation are the width and design of the source and drain QPCs, and the scattering centre. However, 

only the bottom two edges of the triangle are relevant for scattering carriers, meaning that if the 

triangle were reduced to two etched lines at the positions of these edges the scattering behaviour 

should be maintained. This is shown in Figure 30 as device B. The design can be simplified further by 

rotating each QPC by 45°, along with its corresponding scattering edge, such that the scattering edges 

lie on top of each other, meaning that only a single etched line is needed. This is denoted as device C. 

Alternatively, by rotating each QPC and scattering edge by 22.5° they can be positioned such that each 

scattering edge overlaps with the opposite sidewall. This means that the scattering centre can be 

eliminated completely, resulting in device D. 
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Figure 30: Four GBR schematics, showing how the positions of the input source and drain QPCs, along with the scattering 

edges, can be manipulated while maintaining the angle between them. A representation of the electron momentum angular 

distribution is also shown from the source QPC. Reproduced from [69]. 

Using the schematics shown in Figure 30, four GBR designs have been produced, and used to 

fabricate devices using hBN-encapsulated graphene using the methods shown in Section 3.1. Figure 

31(a) shows the designs used, with grey areas representing where the hBN/graphene/hBN stack has 

been etched.  

 

Figure 31: (a) Designs of four GBRs fabricated, using the schematics shown in Figure 30. (b) An AFM image of the fabricated 

GBRs, which are constructed using an etched hBN/graphene/hBN stack. A Hall bar was fabricated in the far left of the 

sample, followed by devices A-D from left to right. Reproduced from [69]. 
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Figure 31(b) is an atomic force microscopy (AFM) image of the devices fabricated using the above 

designs. The four devices are denoted as devices A-D, corresponding to designs A-D, and are visible 

from left – right in the AFM image. To the left of device A is a Hall bar, which has been used to calculate 

the carrier mobilities on the sample (see Figure 32). The source, drain and upper contact QPC widths 

are important for the device characteristics. Because the feature sizes of these devices is near the 

resolution limit of the electron-beam lithography system used, there is some variation in contact width 

between devices. Table 1 shows the quantum point contact widths for each device, measured using 

the AFM image shown in Figure 31(b).  

Table 1: Quantum point contact widths of the devices shown in Figure 31, measured from the AFM image. Reproduced from 

[69], supplementary materials. 

Device  wSD (nm) wU (nm) 

A 140 ± 5 395 ± 5 

B 150 ± 5 395 ± 5 

C 135 ± 5 330 ± 5 

D 165 ± 5 180 ± 5 

 

4.2.2. Measurements and Analysis 

All measurements shown here were taken in a vacuum. Using the Hall bar visible in Figure 31(b) 

with four contacts, the encapsulated graphene’s conductance was measured as a function of gate 

voltage. The sheet conductance is shown in Figure 32. Equation 9 was used to calculate the carrier 

mobilities, using the gradients at low carrier densities, giving values of 86,700 cm2/Vs  for electrons 

and 57,500 cm2/Vs for holes. 
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Figure 32: Sheet conductance of the encapsulated graphene sample used to fabricate different GBR designs, measured using 

four probe AC measurements at room temperature in a vacuum. The carrier mobilities have been calculated using gradients 

taken at low carrier densities, as shown. Reproduced from [69], supplementary materials. 

By using Equation 10, the mean free path of carriers was calculated to be up to 0.64 µm at room 

temperature. 

A constant AC current was applied between the source and drain contacts of each device, with the 

DC output measured between the U and L contacts. At S and D, two additional probes were used with 

a lock-in amplifier in order to measure the voltage drop across the device and hence its input 

conductance. The measured output voltage 𝑉𝑈𝐿 as a function of back gate voltage is shown for devices 

A-D in Figure 33(a). It can be clearly seen that each device’s output shows two peaks, one negative in 

the hole transport region and one positive in the electron transport region. This is in agreement with 

the GBR theory of operation. 
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Figure 33: (a) Output characteristics of GBRs fabricated using designs A-D, measured using a constant input AC signal at 

room temperature in a vacuum. (b) Source-drain conductance of each device, using the same conditions as in (a). Adapted 

from [69]. 

For each device, 𝑉𝑈𝐿 crosses 0 at a slightly different gate voltage. This is due to slight variation in the 

NP position across the sample, and hence between each device. It is also partially due to different 

values of 𝑟, the electron/hole mobility ratio, as shown by Figure 29. Each device has a different ratio 

between electron and hole peak magnitude, again indicating differing values of 𝑟 across the device. 

The source-drain conductance of the four devices is shown in Figure 33(b). The input resistance is due 

to the resistance of the source and drain QPCs, as well as the resistance between the S and D. Device 

D has the narrowest S-D gap, with no etched scattering centre directly between them. This means it is 

expected to have the lowest input resistance, matching measurements in Figure 33(b). Using Figure 

33(a) and (b), the NP is found to be at around 𝑉𝐺 = +1 V, although with some variation between 

devices. 

The responsivity of devices A-D has been calculated by   

 
ℛ =

𝑉𝑈𝐿

𝑃𝑆𝐷
=

𝑉𝑈𝐿

𝐼𝑆𝐷
2 𝑅𝑆𝐷

, Equation 51 

where PSD is the power received by the device, and using the RMS value of the input current. 
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Figure 34(a) shows the responsivity of all four devices, calculated using the data in Figure 33. Devices 

A, B, and D have similar peak responsivities, B having the largest with 2,010 V/W in the hole transport 

region. 

 

Figure 34: (a) Responsivities of devices A-D as a function of back gate voltage, calculated using the data in Figure 33, which 

was measured at room temperature at a frequency of 190 Hz. (b) Noise equivalent power of all devices, calculated using the 

same data. Reproduced from [69]. 

The GBR’s structure has the direction of output (U and L) orthogonal to that of input (S and D), and 

does not require a DC bias to be applied to either input or output. This means that flicker and shot noise 

from the input signal will not affect the output. Because no current flows through the output terminals, 

output noise is only due to thermal noise generated by the U-L resistance [50], which can be calculated 

using  

 NEP = √4kTRUL ℛ⁄ . Equation 52 

Figure 34(b) shows the NEP of each device as a function of gate voltage. Devices A, B, and D all show a 

minimum NEP of below 10 pW/Hz1/2 , corresponding to the gate voltages which give maximum 

responsivity. 

Devices fabricated with the four designs show similar characteristics, with all differences 

attributable to imperfections in device fabrication and spatial variation in parameters like carrier 
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mobility and NP. While device B has a slightly higher peak responsivity than the others, device D has 

only a slightly lower responsivity while boasting the smallest input resistance. Input resistance is a key 

factor for high frequency rectifiers, which must be minimised in order to reduce efficiency losses due 

to impedance mismatch with antennas. For this reason, design D has been investigated in more detail 

in the rest of this section and in the following section. 

In Figure 35(a) the output voltage of device D is shown as a function of back gate voltage at room 

temperature in a vacuum, with 190 Hz input currents of varying magnitude. As expected, the output 

voltage increases with increasing input current amplitude, with the 𝑉𝐺 position of each output peak 

remaining constant. This is in agreement with Equation 50, in which 𝐼𝑆𝐷
2  is simply a multiplier to the 

output voltage. The point where the output crosses zero also remains constant.  

 

Figure 35: Room temperature output characteristics of device D. (a) Output voltage as a function of gate voltage, at different 

input current amplitudes at 190 Hz. (b) Output voltage as a function of input power with a 190 Hz input, in the electron and 

the hole conduction regions, showing the responsivities. Reproduced from [69]. 

Figure 35(b) shows the output voltage of device D as a function of input AC power 𝑃𝑆𝐷, measured 

at room temperature and 190 Hz. Two gate voltages are shown, roughly corresponding to the output 

peaks in the electron and hole regions. There is a strong linear relationship between 𝑉𝑈𝐿 and 𝑃𝑆𝐷 at 
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both gate voltages, giving constant responsivities of 1060 V/W in the hole transport regime and 831 

V/W in the electron transport regime, in agreement with the values from Figure 34(a) at these gate 

voltages. It is likely that this performance will be somewhat worse at higher frequencies, however the 

planar nature of the GBR means that it is likely to have a high cut-off frequency compared to devices 

such as Schottky diodes and therefore the device is still expected to perform well into the THz region. 

4.2.3. Low Temperature Measurement 

At lower temperature, the output voltage of a GBR is expected to increase. This is because lower 

temperature decreases the value of 𝑛𝑡ℎ, and hence causes lower 𝑛0 as can be seen in Equation 8. This 

decreases carrier mixing near the NP and hence increases the peak output value, as well as moving the 

peak’s position in 𝑉𝐺 closer to the NP. This can be seen directly as a function of 𝑛0 in Figure 28, which 

is calculated using Equation 50.  

Figure 36 shows the output voltage of a device fabricated using design D in Figure 31(a) at different 

temperatures, with varying gate voltage at a constant input of 2 μA  at 190 Hz. The peak output 

magnitude can be seen to increase dramatically with decreasing temperature, as expected.  
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Figure 36: Output voltage of device D at different temperatures as a function of gate voltage, with a constant AC input of 

2 μA at 190 Hz. The dotted line shows the position of the carrier neutrality point. Reproduced from [69]. 

However, the two output peaks do not increase in equal amounts, with the hole peak increasing far 

more than the electron peak. This discrepancy in peak magnitude may indicate a value of 𝑟 far less than 

one, as in Figure 29. However, there is little reason for such a drastic change from room temperature, 

where the similar peak magnitudes indicates a value of 𝑟 close to 1. Instead, the reason may lie in the 

explanation for another unusual feature in Figure 36, which is the appearance of a positive peak in the 

hole conduction region at around 𝑉𝐺 = −0.3 V for temperatures below 150 K. It is thought that both 

of these features in the low temperature output are due to the Seebeck effect, which produces a 

voltage output in a GBR which is opposite in sign to the rectified output [50]. The input current of 2 μA 

causes localised heating of the graphene, creating a temperature gradient across the device and hence 

producing an output voltage. The peaks of this effect do not necessarily lie at the same 𝑉𝐺 positions as 

the peaks in rectified output. In the hole conduction region, the Seebeck effect causes the output 

voltage to become positive for a small range of gate voltage, before the rectified carriers overcome this 

effect and dominate the output at around 𝑉𝐺 = 0 V. However, in the electron conduction region the 

peaks of the rectified output and the Seebeck effect lie at roughly the same value of 𝑉𝐺. Therefore they 
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subtract, meaning that the Seebeck effect peak is not seen and the rectified output peak is much 

reduced in magnitude compared to the hole peak. Investigation of this is expected to be somewhat 

difficult, as both effects are likely to be proportional to the square of input current.  

When measured at low temperature with an extremely low input current, the output voltage 

oscillates as a function of gate voltage. This is shown at a temperature of 15 K in Figure 37(a). The low 

input current of 1 nA means that (unlike in Figure 36) any carrier heating is negligible, avoiding any 

contribution to output voltage from the Seebeck effect. While it can be seen that under these 

conditions the output voltage can be substantially larger than the input voltage, the power available 

from the output is still substantially lower than the power supplied to the input. As has been previously 

found for the GBR, these oscillations are likely to be due to changing numbers of lateral quantum 

confinement modes in the input S and D QPCs [50]. Figure 37(b) shows the first derivative of the output 

voltage as a function of the graphene’s Fermi energy relative to the Dirac point. This shows that the 

output voltage oscillates periodically with Fermi energy, indicating that these oscillations are not due 

to traps, and are indeed due to lateral quantum confinement modes in the QPCs. 

 

Figure 37: Characteristics and analysis of device D at 15 K, with a low input current of 1 nA at 190 Hz. (a) Output voltage 𝑉𝑈𝐿 

as a function of gate voltage, with the input voltage 𝑉𝑆𝐷 also shown for comparison. (b) First derivative of the output voltage 

data shown in (a), as a function of graphene Fermi energy. It has been confirmed by repeated measurements that these 

oscillations are real characteristics of the device and not noise. Due to this and the high-resolution low-noise data, the use of 
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a numerical derivative is justified. (c) Increase of Fermi energy with cumulative number of peaks in the data shown in (b), 

with linear dependence marked. Reproduced from [69]. 

This periodicity of oscillation is shown in Figure 37(c), which clearly shows that the cumulative 

number of peaks has a linear relationship with Fermi energy. Because the oscillations are due to lateral 

quantum confinement modes in the QPCs, their Fermi energy spacing is given by Δ𝐸𝐹 = ℏ𝑣𝐹𝜋/𝑤𝑆𝐷. 

Using this, the effective width of the input QPCs for device four is calculated to be 127 nm for holes 

and 109 nm for electrons at a temperature of 15 K. These widths are less than that measured using an 

AFM image of this device, as shown in Figure 31(b) and Table 1. The ballistic rectifier operates in the 

non-linear conduction regime, with high applied fields, especially within the QPCs. These high fields can 

cause carriers to become trapped by strongly localised edge states which are known to appear at 

graphene edges [74, 157]. Trapped charges at the graphene edges cause coulomb repulsion, slightly 

narrowing the effective QPC widths. This effect also enhances the specular edge scattering in etched 

graphene, as mentioned in Section 2.1.3. The effective QPC widths are narrower for electrons than for 

holes. This indicates that there are more electron-trapping localised states at the QPC edges than hole-

trapping states, causing a slightly larger magnitude of trapped negative charge when in the electron 

conduction regime than the positive charge in the hole conduction regime. This lowers the effective 

QPC widths more for electrons than for holes [157]. 

4.2.4. Fitting Data with Developed Theory 

In Section 4.1, the theory of operation of the graphene ballistic rectifier was derived from the 

Büttiker-Landauer formulisation of coherent transport, taking into account the opposite contributions 

of electrons and holes. This produced Equation 50, which expresses output voltage 𝑉𝑈𝐿 as a function of 

input current 𝐼𝑆𝐷 and gate voltage – NP offset 𝑉𝐴, with fitting parameters of the electron/hole mobility 

ratio 𝑟, a device geometry factor 𝐵𝑔𝑒𝑜 =
sin(2𝜃0)

𝑤𝑆𝐷(2𝑤𝑈−𝑤𝑆𝐷(1−sin(𝜃0))2)
, and total free charge density around 
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the NP 𝑄𝑡ℎ = 2𝑛0𝑒. It also contains a constant 𝐴𝑐𝑜𝑛𝑠𝑡 and the gate capacitance density 𝐶𝐺, which are 

known. Although 𝐵𝑔𝑒𝑜  is in theory a known parameter, because it depends only on the device 

geometry, it is included as a fitting parameter because the effective geometry of the device is likely to 

be different from that of the design, or from measurements from an AFM image. Figure 38 shows 

fittings using Equation 50 to the output data of devices A-D, all at room temperature, with a constant 

amplitude input of 5 μA at 190 Hz. 

 

Figure 38: Output voltages of GBRs as a function of gate voltage, with constant current input. (a)-(d) shows devices A-D 

respectively, with the device designs visible in Figure 31. The red dashed-dotted lines show the fitting to each curve, which 

have been generated using Equation 50. Reproduced from [69]. 

Despite the large variation in shape, Equation 50 gives a good fit to each output curve, indicating 

that the GBR theory derivation given in Section 4.1 is a good description of the characteristics of real 

GBRs. A slight deviation between the fitting and data for device C appears to be present at just below 
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𝑉𝐺 = 5V. This small difference is due to being slightly further away from the NP, as well as the lower 

output of this device making a small deviation look more significant than it really is. Based on 

measurements of these four devices, each of the modified GBR designs is described well by the 

developed theory. This indicates that the design modification arguments given in Section 4.2.1 do 

produce devices with similar output characteristics, with the differences in output voltage shape 

between devices being due to different values of 𝑟, as well as slight variation in 𝑛0 and in NP position. 

From the fitting parameters obtained, the source/drain and upper QPC widths can be obtained, and 

the calculated values are shown on the output graphs for each device in Figure 38(a)-(d). These values 

are consistently narrower than the values measured from the AFM image of the devices, which are 

given in Table 1. For device D, the value of 𝑤𝑆𝐷 obtained in the fitting is in relatively good agreement 

with the values obtained from lateral quantum confinement mode oscillations, as shown in Figure 

37(c), which are 109 nm for electrons and 127 nm for holes. This indicates that the fitting parameters 

can also be used to calculate the effective QPC widths, instead of using AFM images which tend to 

overestimate the values. One slight complication to the GBR operation that is not considered by the 

above theory is that the effective contact widths at the S, D, and U QPCs may be slightly different for 

electrons and holes. This may cause slight discrepancies between the fits and the real device data. From 

the fitting of device D (Figure 38(d)) the carrier mobility ratio is found to be 𝑟 = 𝜇𝑒 𝜇ℎ⁄ = 0.86 ± 0.04. 

This value is below one, which is why the peak output magnitude is larger in the hole conduction region 

than the electron region. This is an extremely different value from that obtained from carrier mobilities 

measured on the Hall bar at the other side of the device, shown in Figure 32, which is 1.51. This indicates 

that the relative value of the electron and hole mobilities varies substantially across the device, and 

therefore that the absolute value of each likely varies substantially also. The variation in mobility ratio 

can also be seen in the different shapes of Figure 38(a)-(d). From the value of 𝑄𝑡ℎ obtained from the 

device 4 fit, the value of 𝑛0 is found to be (4.0 ± 0.1) × 1010 cm-2. As explained in Section 2.1.3, 𝑛0 
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depends on the carrier density caused by spatial inhomogeneities, as well as the thermal carrier density 

𝑛𝑡ℎ . At room temperature, the thermal carrier density is 𝑛𝑡ℎ =
𝜋

6
(
𝑘𝐵𝑇

ℏ𝑣𝑓
)
2

 =  3.59 ×  1010  cm-2, 

meaning that the value of 𝑛0  obtained is close to the minimum possible at room temperature, 

indicating that the carrier density due to spatial inhomogeneities or ‘charge puddles’ is low. This is to 

be expected, because hBN-encapsulated graphene is known to result in far lower charge 

inhomogeneities than graphene on bare SiO2 [54, 57]. 

4.3. Predicted Optimal Devices 

Section 4.1 gave a derivation of the operational theory of a graphene ballistic rectifier. This resulted 

in Equation 50, which gives the expected output voltage of a GBR as a function of input current and 

gate voltage, with several parameters which arise from device characteristics. As has been shown in 

Section 4.2.4, this equation can be used to fit the characteristics of real devices with a range of 

structures, and agrees well with the output characteristics. As well as fitting real device characteristics, 

Equation 50 can also be used to predict the output voltage of a GBR with a given set of conditions and 

parameters. This allows predictions to be made of device characteristics, including output voltage, 

responsivity, and NEP, under optimal conditions. Three sets of device conditions have been considered, 

with differing values of input QPC width 𝑤𝑆𝐷, upper QPC width 𝑤𝑈, and electron/hole mobility ratio 𝑟. 

Each case uses 𝜃0 = 45° and assumes a 290 nm SiO2 gate insulator, with 𝑛0 = 4.0 × 109 cm−2 as was 

calculated for device D from the fit in Figure 38, and assumes an NP of 𝑉𝐺 = 0 V. The predicted output 

voltage, responsivity, and NEP are shown for each of the three cases in Figure 39(a), (b), and (c) 

respectively. 𝑉𝑈𝐿 is obtained directly from the Equation 50, responsivity is calculated using Equation 51 

with input resistance calculated from𝑤𝑆𝐷 , and NEP is calculated using Equation 50 with output 

resistance calculated from 𝑤𝑈. 
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Figure 39: Predicted output characteristics of GBRs using Equation 50, for three different cases of device parameters. 

Output voltage 𝑉𝑈𝐿, responsivity, and NEP are shown as functions of gate voltage 𝑉𝐺 . Reproduced from [69]. 

Case one uses parameters only slightly improved from those of the devices examined in Section 4.2, 

with 𝑤𝑈  =  150 nm, 𝑤𝑆𝐷  =  100 nm, and 𝑟 = 1. It gives peak output voltage magnitude of 0.59 mV, 

symmetrical for both electrons and holes due to having 𝑟 = 1. The maximum calculated responsivity is 

3,430 V/W and minimum NEP is 2.46  pW/Hz1/2. The second case uses improved geometry with 

narrower QPCs; both 𝑤𝑆𝐷 and 𝑤𝑈 being 50 nm, and again 𝑟 = 1. Under these conditions, the maximum 

output voltage increases to 3.6 mV, again symmetrically for both electrons and holes. Peak responsivity 

increases to 10,400 V/W and minimum NEP decreases to 1.40 pW/Hz1/2. The third case uses very 

narrow QPCs, while still being within the rage of achievable feature sizes, with 𝑤𝑆𝐷 = 𝑤𝑈 = 20 nm. In 

addition, a value of 𝑟 = 1.5 is used. These parameters vastly increase the theoretical output voltage, 
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reaching a maximum of 52 mV in the electron-dominated region. The value of 𝑟 being above 1 increases 

the magnitude of the electron peak, while decreasing that of the hole peak. The maximum responsivity 

was calculated to be 50,800 V/W with these conditions, with NEP as low as 0.51 pW/Hz1/2.  

The calculated performance is a considerable improvement on the previously reported best GBR, 

which was itself one of the best reported room-temperature rectifiers with a peak responsivity 

23,000 V/W and NEP of 0.64 pW/Hz1/2 [50]. These calculations show how, with device feature size 

reasonable achievable using the resolution of electron-beam lithography, extremely high responsivities 

and low NEPs are easily achievable with the graphene ballistic rectifier. 

4.4. Ballistic Rectifier Arrays 

As well as increasing the performance of individual graphene ballistic rectifiers, an alternative 

strategy to increasing rectenna performance is to construct arrays of GBRs. These arrays are arranged 

such that the GBRs are in parallel with each other with respect to the AC input, but in series with respect 

to the DC output. This offers the major advantage of reducing the total input resistance, therefore 

reducing power loss due to impedance mismatch when coupled to an antenna. 

When the GBRs are arranged with their DC outputs in series, it would at first be expected that the 

total output voltage would simply be the sum of that of each individual device. This would certainly be 

the case if they were separate devices, however when GBRs are constructed close together on a 

graphene flake there may be complications due to, for example, ballistic transport effects.  

In an array of 𝑛𝑎𝑟𝑟  identical GBRs, the current passed through each device will be 𝐼𝑆𝐷 =

𝐼𝑆𝐷,𝑎𝑟𝑟
𝑛𝑎𝑟𝑟

⁄ . For an individual GBR, as can be seen in Equation 50, the output voltage depends on 

current as 𝑉𝑈𝐿 ∝ 𝐼𝑆𝐷
2 . Assuming that the total output voltage is simply the sum of each device, the 

output will be 𝑉𝑈𝐿,𝑎𝑟𝑟 = 𝑛𝑎𝑟𝑟 𝑉𝑈𝐿 ∝ 𝑛𝑎𝑟𝑟 × (
𝐼𝑆𝐷,𝑎𝑟𝑟

𝑛𝑎𝑟𝑟
⁄ )

2

, giving 𝑉𝑈𝐿,𝑎𝑟𝑟 ∝
𝐼𝑆𝐷,𝑎𝑟𝑟
2

𝑛𝑎𝑟𝑟
⁄ . Because 
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the output of a single GBR with input current equal to 𝐼𝑆𝐷,𝑎𝑟𝑟 would be 𝑉𝑈𝐿 ∝ 𝐼𝑆𝐷,𝑎𝑟𝑟
2 , this means that 

for the same current input amplitude, the output of an array of 𝑛𝑎𝑟𝑟 devices is expected to decrease 

by a factor of 1/𝑛𝑎𝑟𝑟. In fact, if the array output is the sum of each device the lowest possible output 

voltage occurs when current is split equally between each device, which is what is assumed here. Any 

change from uniform current distribution will cause the total output voltage to be larger.  

The responsivity of the array is given by ℛarr =
𝑉𝑈𝐿,𝑎𝑟𝑟

𝑃𝑆𝐷,𝑎𝑟𝑟
=

𝑉𝑈𝐿,𝑎𝑟𝑟 𝑔𝑆𝐷,𝑎𝑟𝑟

𝐼𝑆𝐷,𝑎𝑟𝑟
2 . The array’s input 

conductance is simply given by 𝑔𝑆𝐷,𝑎𝑟𝑟 = 𝑛𝑎𝑟𝑟𝑔𝑆𝐷 , meaning that the array’s responsivity is ℛarr =

𝑉𝑈𝐿
𝑛𝑎𝑟𝑟

 ̇∙𝑛𝑎𝑟𝑟∙𝑔𝑆𝐷

𝐼𝑆𝐷,𝑎𝑟𝑟
2 =

𝑉𝑈𝐿∙𝑔𝑆𝐷

𝐼𝑆𝐷,𝑎𝑟𝑟
2 . This is the same as the responsivity of a single device with input current of 

𝐼𝑆𝐷,𝑎𝑟𝑟, meaning that in theory the responsivity should be unchanged when constructing an array of 

GBRs, assuming constant current input. 

In order to test this several arrays of 3 GBRs as described above has been fabricated, along with 

single GBRs of the same design on the same samples. The devices were fabricated using hBN-

encapsulated graphene, on a Si/290 nm SiO2 substrate using techniques shown in Section 3.1. Figure 

40 shows an AFM image of a fabricated device. 
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Figure 40: AFM image of an encapsulated graphene GBR sample, consisting of an array of 3 GBRs, a single GBR of the same 

design, and a Hall bar to be used to calculated the carrier mobilities. Sample is fabricated on a Si/290 nm SiO2 substrate. 

Many white circular features are visible on the image, likely due to dirt on the AFM tip. The source (S), drain (D), upper (U), 

and lower (L) contacts are labelled for the array and for the single GBR. 

In the array the GBRs were positioned with a distance of 0.75 μm between adjacent devices. The 

GBR design used was a slight variation of those shown in Section 4.2.1, with QPCs at 45° to the device 

axis and vertical opposite sidewalls scattering carriers towards the L contact. In Figure 40 the source, 

drain, upper, and lower contacts are marked for the single GBR and for the GBR array, with each having 

two 1D contact metal probes for elimination of contact resistance.  

Figure 41 shows the S-D conductance of a single device and of an array on the same sample, 

measured at room temperature in a vacuum as a function of input AC amplitude at 190 Hz. The 
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conductances are both found to be mostly independent of input amplitude; however a slight rise of 

conductance can be seen for the single GBR. 

 

Figure 41: Source-drain conductance of a single encapsulated GBR, and of an array of 3 GBRs, as shown in Figure 40. Shown 

as a function of 190 Hz input current amplitude, at room temperature in vacuum. Measured with no gate voltage applied to 

the sample. 

The S-D conductance of the single GBR was measured to be 21 μS at the maximum input current 

amplitude, just below 5 μA. At the same input amplitude, the array’s conductance was measured to be 

63 μS . This is three times the conductance of the single GBR, in agreement with the expected 

conductance of 𝑔𝑆𝐷,𝑎𝑟𝑟 = 𝑛𝑎𝑟𝑟𝑔𝑆𝐷 with 𝑛𝑎𝑟𝑟 = 3. Figure 42 shows the measured output voltages as a 

function of input current for one sample. As expected, the array gives a much lower output magnitude 

than the single GBR at all input currents. The array/single output voltage ratio at the maximum input 

current is 0.19, with all measured combinations of single GBR/array giving a ratio in the range of 0.19 

– 2.4. This ratio is somewhat lower than that expected, which was 𝑉𝑈𝐿,𝑎𝑟𝑟 = 𝑉𝑈𝐿/𝑛𝑎𝑟𝑟. The explanation 

for this may be, as mentioned above, the presence of ballistic effects in the graphene between adjacent 
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GBRs causing additional carrier reflection, meaning that the total output voltage of the array is slightly 

less than the sum of that of each device. 

 

Figure 42: Comparison between output of single GBR and array of three GBRs. Output voltage and responsivity are given as 

a function of input current amplitude, at 190 Hz at room temperature in a vacuum. Measured with no gate voltage applied 

to the sample. 

Also shown in Figure 42 is a comparison of the responsivities of the single GBR and array; measured 

on the same sample as the output voltage above. The responsivities were found to both be roughly 

constant with input amplitude, as is expected due to the quadratic relationship between output voltage 

and input current. The responsivities are found to be 2,580 V/W for the array and 4,700 V/W for the 
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single GBR. This is unexpected, as explained earlier the responsivity is expected to be unchanged for 

GBRs arranged into arrays in this way. The ratio between intrinsic responsivities is found to be around 

0.55-0.6 for all samples. The lower responsivity of the array may indicate, as mentioned above, that 

multiple GBRs in close proximity have slightly worse performance than an isolated GBR. This may be 

due to unwanted ballistic effects such as reverse scattering of carriers from L to U by the adjacent 

device. An alternative potential cause of this reduced output involves the way that the GBRs are 

arranged in the arrays. Within an array, the sources of each GBR are shorted together and hence lie at 

the same chemical potential (and similarly for the drains). The effect of these shorts needs to be 

considered in more detail, possibly involving re-derivation of the GBR output formula shown in section 

4.1. This may cause the difference in potential between the U and L contact of the array to be equal to 

only that of a single GBR, instead of the sum of 𝑉𝑈𝐿 for each individual device. This could also potentially 

be investigated experimentally in the future, by incorporating high-capacitance structures into the S/D 

contacts of each GBR separately to avoid this shorting. 

For use of GBRs in real applications, it is likely that they will be directly coupled to a 50 Ω antenna. 

As discussed in Section 2.3, the mismatch between the impedance of the rectifier and of the antenna 

causes a large amount of input power to be reflected, lowering the extrinsic responsivity. When the 

rectifier resistance is far greater than the antenna resistance, the extrinsic responsivity can be 

calculated using Equation 22. This gives values of 32.5 V/W for the array and 19.7 V/W for the single 

GBR. The much lower input resistance of the GBR array means that despite having a lower intrinsic 

responsivity, the extrinsic responsivity with a 50 Ω antenna is larger than for a single GBR. Therefore, 

combining GBRs into arrays of this structure is a potentially useful strategy for increasing effectiveness 

of these devices in real applications. 

Perhaps the simplest way to integrate an array of GBRs into a rectenna is to fabricate the array 

directly in the centre of the antenna, such a large electrical field across the array is generated. In this 
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geometry, the upper limit to the number of devices in the array is determined by the antenna gap. In a 

bowtie or log-periodic antenna, the central antenna gap size is determined of the wavelength of the 

maximum antenna frequency, which for an example of 10 THz gives  𝐿𝑔𝑎𝑝 = 𝑐 (2𝑓)⁄ = 15 μm. An array 

of 15 GBRs as shown above would likely be able to fit into this gap, giving an input resistance of 

1 (15 × 21 μS)⁄ ≅ 3.2 kΩ. If it is assumed that the array of 15 has the same intrinsic responsivity as a 

single GBR, as is predicted earlier in this section, the extrinsic responsivity when coupled to a 50 Ω 

antenna is predicted to be 296 V/W. This is a drastic improvement from a single GBR, showing the large 

benefit of using arrays of GBRs in rectennas. This does assume, however, that the problem of lower-

than-expected output voltage in these arrays is solved. 

4.5. Graphene Ballistic Rectifiers using CVD-grown Graphene 

The previous best examples of GBRs in the literature have all used graphene encapsulated with 

hexagonal boron nitride, due to its flat surface and absence of dangling bonds allowing for extremely 

high carrier mobilities [47, 50]. However, fabrication of such devices requires manual exfoliation, 

selection, and alignment of high quality flakes. In the future, if graphene electronic devices such as 

these are to be used in large-scale applications, they must be tested with large-scale graphene 

manufacturing techniques such as CVD growth. Use of graphene on a wafer-scale may also allow 

devices such as these to be integrated with THz antennas, such as those discussed in Chapter 6. 

Using CVD-grown graphene supplied by Graphenea [148] on SiO2, arrays of 5 GBRs were fabricated 

alongside single GBRs of the same design. Figure 43(a) shows the final etch mask of such a device; the 

etch mask is shown in order to clearly show the structure, because the finished device consists of 

graphene on SiO2 and hence is both difficult to see and easy to damage using AFM. Figure 43(b) shows 

the input conductance of a typical device, measured using 4-contact techniques to eliminate contact 

resistance, showing both the single GBR and the array of 5 GBRs. The array has significantly higher 
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conductance than the single device, at 2.8 mS compared to 0.80 mS respectively. This is an increase of 

a factor of 3.5, somewhat lower than the 5-fold increase expected. Both devices show no significant 

change in conductance over the range of inputs shown. 

 

Figure 43: (a) AFM image of the etch mask of a CVD graphene device on SiO2 (no encapsulation), with an array of 5 GBRs and 

a single GBR of the same design. (b) Input conductance of the single GBR and the array of 5. (c) and (d) show the output 

voltages, as functions of input current and input voltage respectively. All measurements were taken with no applied gate 

voltage, at room temperature in a vacuum. 

 Figure 43(c) shows the output voltage for the singe GBR and the array, as a function of input current. 

The output voltage of the array is significantly lower than the single GBR, at less than 1/13th for the 
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same input currents. It is expected for output to be reduced for the array, because for each GBR the 

output voltage depends on the square of input current (see Equation 47 and Equation 50), and the 

current is split between each device in the array. However, when plotted against input voltage, as 

shown in Figure 43(d), the array only has slightly lower output. Under both conditions, constant input 

current and constant input voltage, the array has lower output voltage than expected. The simple 

consideration of the combination of GBRs in an  array like this predicts that compared to a single device, 

the array is expected to have output reduced to 1/𝑛 for equal current, or increased by × 𝑛 for equal 

voltage. This indicates that the output voltages of GBRs this close together in the array is somewhat 

supressed, and the total output of the array is not simply the sum of each device as if they were isolated. 

This was also observed for the encapsulated array of 3 GBRs in the previous section. From this data, 

the responsivities are shown in Figure 44, with (a) as a function of input current and (b) of input voltage. 

 

Figure 44: Responsivities of a single GBR and an array of 5 GBRs, both constructed from the same piece of CVD graphene. 

Shown as a function of input current (a) and voltage (b). All measurements were taken with no applied gate voltage, at room 

temperature in a vacuum. 

The responsivity of the single GBR reaches an equilibrium value of 10.0 kV/W. Unexpectedly, this 

value is better than the encapsulated GBRs reported here in earlier sections [69], and is just under half 
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that of the best reported encapsulated GBR in the literature [50]. The reason for this high responsivity 

lies in the conductance (Figure 43(b)), which is higher than typically reported for encapsulated GBRs 

[50, 69]. It is thought that this is partially due to the design of GBR used here, which maintains a short 

S-D distance and contains no scattering centre, as well as the potential presence of chemical dopants 

on the CVD graphene surface, giving the graphene a high conductivity. The output voltage is also of 

decent size, although far below that typically observed in the best encapsulated devices [50].  

The responsivity of the array plateaus at 2.3 kV/W, which is considerably lower than the single GBR 

as would be expected from the considerably lower output voltage. From the simplistic reasoning shown 

in the previous section and earlier in this section, the responsivity of a GBR array would be expected to 

be the same as for a single device, so the fact that it is less than a quarter is a strong indicator that GBR 

output voltages do not simply ‘add up’ when combined into arrays. A brief discussion on potential 

causes for this is given in the previous section. 

As with the encapsulated GBR array measured in Section 4.4, it is useful to consider the power losses 

when these devices are coupled to a 50 Ω source, because these devices have input resistances of 

1250 Ω  and 360 Ω for the single GBR and the array respectively. Using Equation 21, the extrinsic 

responsivities are calculated as 1500 V/W for the single GBR and 990 V/W for the array. The gap 

between the two has been significantly closed, but unlike the encapsulated device shown in Section 

4.4, for these devices the single GBR outperforms the array even when impedance mismatch losses are 

taken into account. This is partially due to the surprisingly low input resistance of the single GBRs, as 

well as the poor output voltage of the arrays. More testing with variations on the array structure would 

shed light on ways to improve its output voltage, as well as further testing the reproducibility of these 

results. 
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4.6. Noise Measurements 

It has previously been demonstrated [48, 50] that ballistic rectifiers have low output noise, since the 

output is only rectified DC voltage with no bias or current flow. Based on this, the same low output 

noise should also be observed for GBR arrays. To test the extremes of this, an array of 15 GBRs has 

been fabricated from CVD graphene and output noise measured with a range of input currents. A two-

channel cross-correlated noise measurement method is used; the measurement setup is described and 

calibrated in Section 3.3. Figure 45(a) shows the design of the array used. The output contacts are 

shown in green on the top right and bottom left, with the input contacts being in green on the right 

and left with an interdigital structure. Each individual GBR in the array is of identical design to those in 

Sections 4.4 and 4.5. 

 

Figure 45: (a) design of the GBR array used in the noise measurements. Red areas represent where the CVD graphene is 

etched away, and green represents Cr/Au (2 nm/40 nm) contacts deposited on top of the graphene. The black scale bar is 

3 μm. (b) shows the measured spectral voltage noise of the device, measured in air at room temperature, with a range of 

input currents. 

With current input, the noise spectrum is as expected. Based on the strong 1/f relationship seen 

especially for the largest currents, flicker noise is dominating. However, unlike previously observed for 
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a single encapsulated GBR [50] the thermal noise floor of the output is not visible for no input current. 

This device has an output resistance of ~10 kΩ , so we would expect thermal noise ~1.3 ×

10−8 V/Hz1 2⁄ . This noise being above thermal noise at these frequencies is thought to be due to the 

charging/discharging of edge states in the CVD graphene, which is expected to be much more 

significant in this device due to the larger size and the lower-quality graphene. This is discussed in more 

detail in comparison to the GSSD noise measurements in Section 5.5. However, the level of noise 

measured is only slightly larger than a single encapsulated GBR [50], indicating that neither the 

combination of many GBRs into arrays nor the fabrication of GBRs from CVD-grown graphene cause 

significantly worse performance in terms of noise. 

4.7. Summary 

The graphene ballistic rectifier is a nanodevice with extremely exciting potential, and has had 

excellent properties as a detector up to THz frequencies demonstrated in the past [47, 50]. However, 

despite this the theory of operation of these devices had not been analytically explored. Here, a 

derivation for such a theory has been presented, followed by investigations of devices based on the 

theory. Starting with the Büttiker-Landauer formula-derived model for operation of a ballistic rectifier 

constructed from a semiconductor heterostructure 2D electron gas, the theory has been re-derived 

considering the nature of graphene and then combined with expressions describing the densities of 

both electrons and holes. Resulting from this is an equation that expresses GBR output voltage in terms 

of input current, gate voltage, and device geometry, which predicts the output voltage to depend 

strongly on carrier mixing and relative mobilities.  

The newly derived theory was then used to fit measured data from four different GBR designs made 

using hBN-encapsulated graphene. All measurements fit the equation well, demonstrating the 

applicability to this range of GBR designs. As well as fitting real measurements, Equation 50 was also 
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used to predict the performance of devices with 3 sets of parameters. The most optimal device 

considered, which has QPC widths of 20 nm and a mobility ratio of 1.5, has peak responsivity of 50,800 

V/W and NEP as low as 0.51 pW/Hz1 2⁄ . This NEP is calculated assuming that, due to the GBR’s 

orthogonal layout isolating output noise from the input and the lack of bias or current flow through the 

output, output noise is dominated by thermal noise. These predictions are considerably better than the 

best reported GBR in literature, and use geometry that, while beyond the range of fabrication 

equipment used here, is fully achievable using current technology. 

The benefits gained by combining GBRs into arrays were then investigated, including in devices 

constructed from CVD graphene. For encapsulated GBRs, it was found that as a function of input 

current arrays produce a much lower output voltage and hence a somewhat lower responsivity. 

However, when taking into account impedance mismatch from a 50 Ω source the much reduced input 

impedance of an array means the extrinsic responsivity is improved from an individual GBR. For 

encapsulated GBRs, an array of 3 GBRs demonstrates an extrinsic responsivity of 32.5 V/W compared 

to 19.7 V/W for an individual device. This however does not take into account the contact resistance 

between graphene and a metal antenna. GBRs fabricated using CVD-grown graphene on SiO2 were also 

demonstrated, with intrinsic responsivity of 10,000 V/W for a single GBR and 2,300 V/W for an array 

of five. The corresponding extrinsic responsivities with a 50 Ω source are 1500 V/W for the single CVD 

GBR and 990 V/W  for the array. Unlike for the encapsulated GBRs, the single CVD device still 

outperforms the array with impedance mismatch taken into account. This may be due to random 

variation between devices; the GBR array measured for this comparison being particularly poor quality. 

Alternatively, it may be an indication of the degradation in GBR output voltage caused by combining 

them into an array in this manner. If the latter is the case, alternative array geometries may improve 

device performance. Finally, measurements of output noise in an array of 15 GBRs fabricated from CVD 

graphene show a similar noise level to single high-quality GBRs [50]. These measurements confirm that 
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the combination of GBRs into arrays such as these does not have significant detrimental effects on the 

noise performance, and neither does fabrication of devices from CVD graphene. 
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5. Graphene Self-Switching Diodes 

The graphene self-switching diode (GSSD) is a planar two-terminal device which uses electrostatic 

effects to cause asymmetric current through a conducting channel. The operational mechanism is 

explained in Section 2.4.2. By using graphene, they are capable of operating at THz frequencies, with 

no threshold voltage. In this section, arrays of GSSDs are fabricated using high-quality graphene 

encapsulated with hBN, as shown in Figure 46. 

 

Figure 46: Cross-sectional diagram of an SSD formed by etching encapsulated graphene, with the graphene contacted at the 

side using Cr/Au 1D contacts. Diagram does not represent the lateral structure or scale of a real GSSD sample; it serves only 

to give an example view of the relevant aspects of the structure. 

This shows the stack having been etched all the way through, leaving an insulating trench between 

the two areas of graphene. These areas could for example represent the channel and the side gate. 

Figure 47 is an example AFM image of an array of 3 GSSDs showing the insulating trenches having been 

etched into the hBN/graphene/hBN stack, and the 100 nm wide and 1 μm long channels. 
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Figure 47: 3D AFM image of an array of 3 GSSDs, fabricated from a hBN/graphene/hBN stack. Insulating trenches have been 

etched through the stack. 

Despite the work previously done on GSSDs [51, 132, 138], there had been no reported attempt to 

combine 4 of these diodes (or arrays) together to construct a bridge rectifier. This would offer 

considerable advantages over operating a single GSSD as a rectifier, because a bridge rectifier acts as a 

full-wave rectifier (see Section 2.3). In this chapter, the operational theory of a GSSD bridge rectifier is 

derived in Section 5.2, followed by the fabrication, measurements, and analysis of a GSSD bridge 

rectifier constructed from encapsulated graphene in Section 5.3 and CVD graphene on SiO2 in Section 

5.4. These are therefore fully-graphene bridge rectifiers, with each ‘arm’ of the rectifier consisting of 

an array of 3 GSSDs. 

5.1. GSSD Arrays 

As described in Section 2.4.2, GSSDs use electrostatic effects to achieve asymmetry in channel 

conductivity. This diode-like behaviour can be seen by measuring current asymmetry through a single 

GSSD or an array. The direction of current asymmetry depends on the majority carrier, and hence in 

graphene depends on the applied gate voltage.  
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Using the techniques shown in Section 3.1.2, hBN-encapsulated graphene was used to construct 

arrays of 3 GSSDs and a bridge rectifier alongside a Hall bar. 1D contacts were used to measure the 

device, and all measurements were taken at room temperature in a vacuum unless stated otherwise. 

Figure 48(a) shows the conductivity of the Hall bar, which was fabricated with the same piece of 

graphene as the GSSD arrays and bridge rectifier. This shows the minimum sheet conductivity to be at 

a gate voltage of around -8 V, indicating that this is the position of the NP. From this, using Equation 9, 

the room temperature carrier mobility is calculated from Equation 9, and is shown in Figure 48(b) as a 

function of gate voltage.  

 

Figure 48: (a) Conductance of the encapsulated graphene used to fabricate the GSSDs as a function of gate voltage. (b) The 

carrier mobilities, calculated from (a). Positive values represent electron mobility, while negative represent hole. 

Reproduced from [123]. 

Here, positive values of mobility are for electrons and negative are for holes. The peaks are 

28,200 cm2/Vs for electrons and 26,600 cm2/Vs for holes. The NP is some distance away from 0 V, 

the expected value for pristine graphene, which indicates the presence of some amount of impurity 

present on the graphene. This also causes the carrier mobilities to be somewhat lower than has been 

previously reported possible for encapsulated graphene [50].  
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Due to the lack of a depletion region, current through a GSSD has a large linear component. Because 

of this, I-V data obtained from a GSSD array appears very symmetrical, as shown in Figure 49. 

 

Figure 49: Four-probe I-V characteristics for an array of three GSSDs, with measurement setup shown in the inset. Measured 

in vacuum at room temperature, at a range of gate voltages as shown. Reproduced from [123]. 

In order to identify the asymmetry in the conduction, and hence the diode-like behaviour, the 

current asymmetry must be measured:   

 
𝐼𝐴𝑠𝑦𝑚𝑚. =

𝐼𝑆𝐷(𝑉𝐷) + 𝐼𝑆𝐷(−𝑉𝐷)

2
. Equation 53 

This is shown for the same array as above in Figure 50. 
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Figure 50: Current asymmetry for an array of three GSSDs, calculated using Equation 53 for the data shown in Figure 49. This 

shows the rectification behaviour of the GSSD, with output direction dependent on the gate voltage. Reproduced from 

[123]. 

Looking at the current asymmetry, the rectification capabilities of the GSSD can now be seen. The 

direction of asymmetry depends on the applied back gate voltage 𝑉𝐺. Figure 48 shows the NP to be at 

𝑉𝐺 = −8 V, which means that gate voltages close to this value produce the lowest output, due to 

similar numbers of electrons and holes coexisting in the GSSD channels. When 𝑉𝐺 moves from below 

the NP to above it, the majority carrier switches from holes to electrons, causing the expected change 

in rectification direction. At low biases, it also shows a quadratic dependence, matching what is 

predicted by Equation 28. Higher voltage, however, causes the breakdown of this dependence, with 

the dependence becoming linear and the asymmetry even starting to decrease at voltages approaching 

±0.7 V. This region of high field is not covered by the theory shown in 2.4.2, and this deviation may be 

caused by several factors; for example velocity saturation, carrier-carrier interactions or impurities in 

the channel.  
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At zero applied bias and zero gate voltage, the resistance of the array is measured as 13.2 kΩ. Using 

the method described in [132], the capacitance per unit length for coplanar graphene strips of width 𝑠 

and separation 𝑑 can be calculated using 

 𝐶𝑙 =
𝜀0𝜀𝑟

𝜋
ln (8

𝑠

𝑑
) . Equation 54 

Because the surrounding dielectric medium for the encapsulated GSSDs is somewhat complicated, 

consisting of air, hBN, and SiO2, an approximate value of 𝜀𝑟 ~ 2.5 is used, giving a total extrinsic 

capacitance for the array of 3.1 × 10−17 F. Combined with the zero-bias resistance of 13.2 kΩ, this 

gives a cut-off frequency of 1 2 𝜋𝑅𝐶⁄ = 0.39 THz. This puts the operational frequency of this GSSD 

array well into the THz range, although perhaps not as high as graphene ballistic rectifiers. However, in 

a real application the ultimate performance will depend on surrounding circuitry. Structures such as 

transmission lines and antennas can add substantial capacitance, reducing the maximum operational 

frequency to well below this value. This value is presented only as a theoretical limit; the cut-off 

frequency of the diode array assuming no contribution from surrounding structures. 

5.2. GSSD Bridge Rectifier Theory 

The below derivation is as presented in my publication, reference [123]. As shown in Section 2.4.2, 

the current passed through a single GSSD is given by 𝐼𝐺𝑆𝑆𝐷 = 𝜇
𝑊𝑐

𝐿𝑐
(𝐶𝐺𝑉𝐴𝑉𝐷 +

𝐶𝑡

𝑡𝑐

𝑉𝐷
2

2
). Figure 51 shows 

the structure of a GSSD bridge rectifier. In the bridge rectifier structure there are two routes for current 

to pass through the device. Because the arrangement of diodes in a bridge rectifier is symmetric, the 

GSSD arrays are arranged such that no matter what the majority carrier is, each route has one forward 

biased and one reverse biased array of diodes. 
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Figure 51: Operational mechanism of a GSSD bridge rectifier, consisting of four arrays of GSSDs. The cases of either electrons 

or holes being the majority charge carrier are shown. Current is applied between S and D, showing how charge buildup on 

either side of the GSSD channels causes a DC bias buildup, the direction of which depends on the majority carrier. 

Due to similarities between the operation of this device and the graphene ballistic rectifier, the same 

naming convention for contacts is used. The input AC signal is applied between the source S and drain 

D contacts, and the DC output voltage is measured between the upper U and lower L contacts. The 

device’s symmetry means that, assuming that each GSSD array is identical, the resistance between S 

and D is equal along each side of the rectifier. Because no current is allowed to pass through the U or L 

contacts, it can therefore be deduced that the current through each GSSD array is equal under all 

conditions. Using Equation 28 for the GSSD current it can be said that  

 
𝐶𝐺𝑉𝐴𝑉1 +

𝐶𝑡

𝑡𝑐

𝑉1
2

2
= 𝐶𝐺𝑉𝐴𝑉2 −

𝐶𝑡

𝑡𝑐

𝑉2
2

2
, Equation 55 

where 𝑉1  and 𝑉2  are the voltage drop at the forward biased and the reverse biased GSSD array 

respectively. These can be expressed in terms of their difference, Δ𝑉, and their sum, which is equal to 

the input voltage 𝑉𝑆𝐷:  
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𝑉1 =

𝑉𝑆𝐷 − Δ𝑉

2
   and   𝑉2 =

𝑉𝑆𝐷 + Δ𝑉

2
. Equation 56 

Substituting this into Equation 55, we obtain 

 

Δ𝑉 = 2
𝐶𝑡

𝐶𝐺𝑡𝑐
 𝑉𝐹 ± √4(

𝐶𝑡

𝐶𝐺𝑡𝑐
𝑉𝐴)

2

− 𝑉𝑆𝐷
2 . Equation 57 

This expression is only valid for 𝑉𝑆𝐷 ≪ |𝑉𝐴|, i.e. the back gate voltage is much larger than the input 

voltage. The positive solution is non-physical, as it gives  ΔV ≫ |VSD|. Taking the negative solution, a 

series expansion with 𝑉𝑆𝐷 ≪ |𝑉𝐴| gives  

 
Δ𝑉 =

𝐶𝐺𝑡𝑐
4𝐶𝑡

𝑉𝑆𝐷
2

𝑉𝐴
+

𝐶𝐺
3𝑡𝑐

3

64𝐶𝑡
3

𝑉𝑆𝐷
4

𝑉𝐴
3 + 𝑂(𝑉𝑆𝐷

6 ). Equation 58 

The higher order terms drop off in magnitude extremely quickly, meaning that the first term gives a 

good approximation. The output voltage 𝑉𝑜𝑢𝑡  is simply given by twice of this difference voltage, 

meaning that  

 
𝑉𝑜𝑢𝑡 ≈

𝐶𝐺𝑡𝑐
2𝐶𝑡

𝑉𝑆𝐷
2

𝑉𝐴
. Equation 59 

However, when operating the rectifier with input current of constant amplitude, it is desirable to 

instead express the output voltage in terms of input current. In a GSSD, the linear component of 

Equation 28 dominates, therefore this relationship is  

 
𝑉𝑜𝑢𝑡 ∝

𝐼𝑆𝐷
2

𝑉𝐴
3 . Equation 60 

This predicts that output voltage depends on the square of the input current, with no linear term, 

and that it decreases with the inverse cube of the gate voltage – local NP offset. However, this gate 

voltage dependence breaks down in the vicinity of the NP (𝑉𝐴 = 0), defined as the value of 𝑉𝐺 at which 
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a bulk piece of graphene has an equal density of electrons and holes, with no locally applied drain 

voltage. Here, carrier mixing due to graphene’s lack of a bandgap distorts the dependence on 𝑉𝐺. 

5.3. Encapsulated GSSD Bridge Rectifier Measurements 

By combining four GSSD arrays as shown in Figure 7, a bridge rectifier can be constructed. A bridge 

rectifier is constructed by etching the design shown in Figure 52(a) into a hBN/graphene/hBN stack, 

which was assembled from exfoliated hBN and graphene using the techniques detailed in Section 3.1.2. 

Each GSSD is identical in design, with a channel of width 100 nm and length 1 μm, and insulating 

trenches designed to be 100 nm in width. However, due to 100 nm being close to the resolution limit 

of the EBL system used for patterning, and due to slight impurities being present during etching of the 

hBN/graphene/hBN stack, some amount of roughness and variation in this is seen. A diagram showing 

the structure and measurement setup is shown in Figure 52(a), while an AFM image of the finished 

rectifier is shown in Figure 52(b). 

 

Figure 52: Left: Structure of the fabricated encapsulated GSSD bridge rectifier, with input current applied and output voltage 

measured as shown. Right: AFM image of the fabricated rectifier. Reproduced from [123]. 

D 

S 
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132 
 

This device has two probes each at the S and D, in order to use four-probe measurements to bypass 

the contact resistance and measure the true conductivity of the device. By passing DC current between 

S and D, the output voltage can be measured as a function of input current. This is shown in Figure 53. 

 

Figure 53: (a) Room temperature output voltage of the encapsulated GSSD bridge rectifier shown in Figure 52 as a function 

of DC input current, shown with different applied back gate voltages. The inset shows the measurements setup. (b) Output 

voltage asymmetry, as a function of input current and for different gate voltages. Reproduced from [123]. 

Similar to the I-V for a single GSSD array, this data shows only small amounts of curvature, with a 

mostly symmetrical shape. Again similarly, the output voltage asymmetry (calculated by Equation 61) 

must be calculated to show the rectification behaviour. 

 
𝑉𝑂𝑈𝑇,𝐴𝑠𝑦𝑚𝑚. =

𝑉𝑂𝑈𝑇(𝐼𝑆𝐷) + 𝑉𝑂𝑈𝑇(−𝐼𝑆𝐷)

2
, Equation 61 
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This is calculated using the data from Figure 53(a) and is shown in Figure 53(b). The output voltage 

asymmetry shows a quadratic dependence on input current, as expected from Equation 60. Again, it 

can be seen that the output direction depends on the majority carrier, switching from positive to 

negative at between 𝑉𝐺 = −9 V  and  −5 V. This is in agreement with the independently measured 

neutrality point at −8 V (Figure 48), however the extremely low output for 𝑉𝐺 = −5 V indicates that 

the NP is closer to this than to −9 V, implying that there is variation in the NP across the graphene 

sample. In Figure 53, the input current range varies depending on the applied gate voltage. This is 

because during measurement, the input voltage 𝑉𝑆𝐷  was swept, meaning that as the device 

conductance varied with gate voltage, different ranges of 𝐼𝑆𝐷 were produced. From this DC data, it is 

possible to calculate the responsivity of the device using ℛ =
output voltage

input power absorbed
. Taking the gate 

voltages from Figure 53(b) which give the largest output, Figure 54 shows the calculated responsivity 

in the electron and hole conduction regions. 

 

Figure 54: Responsivity of the GSSD bridge rectifier, calculated from the DC output data shown in Figure 53(b), for gate 

voltages of 𝑉𝐺 = −9 V and 𝑉𝐺 = 1 V, when holes and electrons respectively are the majority carrier. Adapted from [123]. 

At these gate voltages, with an input current of 𝐼𝑆𝐷 = 5 μA the electron and hole responsivities are 

3,000 V/W and 400 V/W respectively. 
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While DC measurements can give an indication of a rectifier’s performance, measurements with an 

AC input are necessary to evaluate performance, because it avoids the need to calculate output 

asymmetry, instead showing the true output voltage of the rectifier. Due to this device having been 

fabricated on a n-Si/SiO2 substrate, the parasitic capacitance is very large, meaning that the cut-off 

frequency is low and hence this device cannot be measured at high frequencies. All AC measurements 

shown below were performed at a frequency of 190 Hz. At room temperature, the output voltage as a 

function of gate voltage and input current is shown in Figure 55. 

 

Figure 55: DC output voltage from the GSSD bridge rectifier, with a 190 Hz constant amplitude AC input, as a function of 

gate voltage and input amplitude. The dotted line shows a ∝ 𝑉𝐺
−3 fitting for the 𝐼𝑆𝐷 = 5 μA data, at gate voltages far from 

the NP. Reproduced from [123]. 

Here it is found that this measurement setup shows the relationship between output voltage and 

both input current and gate voltage much more clearly. It is observed that for all input current 

magnitudes, the output voltages switches from positive to negative at 𝑉𝐺 = −3.5 V, indicating that this 

is the position of the NP in and around the device. This has a large difference in position from the value 

measured on a hall bar structure, as shown in Figure 48, indicating variation in graphene doping across 

the device. The fitting in Figure 55 shows that at gate voltages far from the observed NP, the output 
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voltage follows a ∝ 𝑉𝐴
−3 dependence, with 𝑉𝐴 being the gate voltage – NP offset. This was observed for 

all values of 𝐼𝑆𝐷 , but only plotted for 𝐼𝑆𝐷 = 5 μA   for clarity. This confirms the other expected 

dependence for the GSSD bridge rectifier as shown in Equation 60, which is that 𝑉𝑜𝑢𝑡 ∝ 𝑉𝐴
−3. As is also 

expected, near the bulk carrier neutrality point the mixing of both types of carrier distorts this 

dependence.  

Figure 56 shows how the rectifier output varies with temperature. It can be seen that as 

temperature decreases, the magnitude of output increases. This cannot be explained by the GSSD 

theory derived in Section 2.4.2, or by the bridge rectifier theory above. The reason for this increase is 

that with decreasing temperature, the mixing of carriers in the device decreases according to the Fermi 

distribution. Because oppositely charged carriers produce opposite output, this causes the output to 

increase. As well as this, with decreasing temperature the gate voltages which give maximum output 

move closer to the NP. This is also due to a reduction in carrier mixing, allowing conduction to be 

dominated by a single carrier at gate voltages closer to the NP. 

 

Figure 56: GSSD bridge rectifier output voltage at different temperatures, as a function of gate voltage and with a constant 

AC input current. Reproduced from [123]. 
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At temperatures of 142 K and below, the output voltage starts to fluctuate as a function of gate 

voltage. This is especially prominent at 18 K. This is likely to be caused by edge states in the etched 

GSSD channels, and surface traps. While at higher temperatures these are all thermally activated and 

their contribution to conduction is constant, at low temperatures they become activated at different 

gate voltages, causing these observed conductance changes as a function of gate voltage. 

At room temperature, the values of 𝑉𝐺 which produce maximum output are around 0 V for electrons 

and -5 V for holes. Shown in Figure 57 is the output voltage as a function of input current, at gate 

voltages close to these. 

 

Figure 57: Output voltage and responsivity of the GSSD bridge rectifier at room temperature as a function of AC input 

current amplitude. It is shown for gate voltages of -5.4 V and -0.2 V, close to the maximal point for the output in the hole- 

and electron-dominated regions of conduction respectively. The dashed lines show quadratic fits to the output data. 

Reproduced from [123]. 

Fitting shows that the output voltage increases with the square of the input current, confirming 

Equation 60. The power supplied to the device is calculated from the RMS current and the voltage drop 

across the device, and the responsivity is calculated from this data using ℛ =
output voltage

input power absorbed
, and 
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is also shown in Figure 57. The responsivity remains mostly constant with input current, as expected 

due to both input power and output voltage increasing with the square of input current. At these gate 

voltages, the responsivities are found to be 4,400 V/W for electrons and 1,570 V/W for holes at  𝐼𝑆𝐷 =

1 μA. If it is assumed that, because there is zero bias applied to the input or output, the output voltage 

noise spectral density is dominated by thermal noise as is seen for the GBR, the voltage noise is hence 

is given by 𝑆𝑉
1 2⁄

= √4𝑘𝐵𝑇𝑅𝑆𝐷 . The corresponding NEPs, defined by Equation 23, are calculated to be 

5.4 pW/Hz1/2 for electrons and 18.2 pW/Hz1/2 for holes. 

At the gate voltages considered, the input resistance of the GSSD bridge rectifier is 35.5 kΩ. Because 

this devices has an input impedance much greater than 50 Ω, the extrinsic responsivity with a 50 Ω 

source can be calculated using Equation 22, giving ℛ50Ω = 24.8 V/W for electrons and 6.2 V/W for 

holes. If this extrinsic responsivity is then used to calculate NEP, the obtained values are increased to 

0.96 nW/Hz1/2 and 4.61 nW/Hz1/2  respectively. Due to the structure of the bridge rectifier, the total 

extrinsic capacitance is the same as that of a single array, 3.1 × 10−17  F. Using this, the cut-off 

frequency is calculated to be 1 2𝜋𝑅𝑆𝐷𝐶 ⁄ = 0.15 THz, with the device on a non-conductive substrate. 

While this places the device in the THz range of operation, its theoretical operation frequency is lower 

than other THz rectifiers, for example the ballistic rectifier [47]. Fortunately, it is in theory possible to 

significantly improve the theoretical operational frequency using some modest changes to the GSSD 

bridge rectifier design which is shown in Figure 52. The following section begins with a discussion of 

improvements that can be made, in order to reduce both extrinsic capacitance and input resistance, 

and hence improve the operational frequency.  
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5.4. CVD GSSD Bridge Rectifiers 

In order for graphene-based devices such as the GSSD bridge rectifier to move towards larger-scale 

fabrication, and potentially towards industrial use and commercial availability, it will be necessary to 

move away from fabrication of devices using manually exfoliated and encapsulated flakes, using 

techniques such as those described in Section 3.1.1. Instead, use of graphene produced by some sort 

of scalable method, such as CVD growth, is essential. Unlike the graphene ballistic rectifier, which relies 

on the ballistic transport caused by high carrier mobilities in order to function, GSSDs are less 

dependent on having large carrier mobilities. Therefore, the reduction in performance when moving 

from encapsulated graphene to CVD-grown graphene on SiO2 is expected to be much lower for the 

GSSD bridge rectifier. Towards this end, GSSD bridge rectifiers have been fabricated using CVD-grown 

graphene on SiO2, in order to evaluate their performance and compare it to devices using encapsulated 

graphene.  

As well as using CVD graphene instead of hBN-encapsulated exfoliated graphene, these devices also 

use a modified bridge rectifier design. In order to increase the operational frequency of the GSSD bridge 

rectifier, the design used for measurements shown in Section 5.3 must be modified in order to increase 

its cut-off frequency. This means decreasing its extrinsic capacitance, and decreasing its input (S-D) 

resistance. To this end, Figure 58 shows the old device design (used in Section 5.3) alongside the newly 

modified design. Each design uses arrays of 3 GSSDs for each arm, with the GSSDs themselves being 

identical; it is only the arrangement of these GSSDs which is improved. The reasoning behind these 

changes are given here. 

 As shown in Figure 58(a), the path from S to D is blocked by the central etched region, meaning that 

the conduction path is much longer than is necessary. Carriers passing from S to D or vice versa must 

travel a considerable distance between the GSSD arrays, with a 180° turn in trajectories that may also 

cause problems when in or near the ballistic transport regime. This causes the input resistance to be 
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increased. By rotating all four GSSD arrays and the central etch by 90°, the conduction path from S to 

D is made much more direct. As well as this, it is now easily possible to decrease the spacing between 

adjacent arrays, further decreasing the S-D distance and hence decreasing the input resistance.  

 

Figure 58: Comparison of old (a) and new (b) GSSD bridge rectifier designs. The new design has thicker perpendicular 

trenches between individual GSSDs, and a shorter S-D path. Black regions show where the graphene is etched. The design in 

(a) is identical to that shown in Figure 52, but rotated 90° to the left for direct comparison to (b). In both designs, the 

channel length is 1 μm. 

The extrinsic capacitance is mostly due to the insulating trenches between GSSDs, which run parallel 

to the device channels. In general, capacitance can be reduced by either lowering the dielectric 

constant or by increasing the spacing between the two conductors. However, because reducing the 

dielectric constant within the trenches is not practical, the only way to reduce capacitance is to increase 

the separation, i.e. the trench width. While this does also mean a very slight increase to the S-D 

separation, the increase is insignificant compared to the possible decreases in separation, as well as 

the achieved decrease in capacitance. Figure 58 shows a comparison between the design used for the 

encapsulated GSSD bridge rectifier above and the newly obtained design, with the above modifications. 
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Figure 59 shows the source-drain AC conductance of a CVD graphene GSSD bridge rectifier, in 

comparison to that of the encapsulated device shown in Section 5.3. 

 

Figure 59: Comparison between the source-drain conductance of (a) the encapsulated GSSD bridge rectifier shown in 

Section 5.3 and (b) a CVD graphene GSSD bridge rectifier, using the modified design. Insets to both graphs show schematics 

of the designs, with the current measurement direction shown. Both are measured at or near room temperature, with an AC 

frequency of 190 Hz. 

The conductance of the CVD rectifier is far larger than that of the encapsulated rectifier, even at the 

NP for both devices. This indicates that the modified design is successful, in that reducing the S-D path 

length substantially reduces resistance. The higher minimum conductance of the CVD device also 

indicates a higher value of 𝑛0, the NP carrier density, indicating a much larger carrier density due to 

spatial doping inhomogeneities. This is expected due to the SiO2 substrate [54, 57]. The CVD GSSD 

bridge rectifier also shows a NP of almost +15 V. This indicates a relatively high degree of doping for 

the graphene. 
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Figure 60: Carrier mobility for the CVD graphene used to fabricate the GSSD bridge rectifier, measured on a Hall bar. 

Negative values represent hole mobility and positive represent electron mobility. Note the different position of the 

neutrality point in this figure compared to Figure 59(b). 

Figure 60 shows the carrier mobility for the CVD graphene used, calculated from measurements on 

a Hall bar structure next to the bridge rectifier. As can be seen, the position of the neutrality point is 

almost +25 V, very different from that measured at the GSSD bridge rectifier (Figure 59(b)). This 

indicates a large degree of variation in doping across the graphene. Due to the extremely positive 

position of the NP, the mobility can only be calculated for holes. The value reaches a peak of 

4,800 cm2/Vs. 

Figure 61 shows the output voltage for a CVD GSSD bridge rectifier, as a function of gate voltage and 

at temperatures from room temperature down to 23 K. 
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Figure 61: Output voltage of the CVD graphene GSSD bridge rectifier as a function of gate voltage, for an AC input of 5 μA at 

190 Hz. Shown for a range of temperatures from room temperature down to 23 K. 

This shows that unlike for the encapsulated GSSD bridge rectifier as shown in Figure 56, there is only 

a small increase in output voltage with decreasing temperature. The exact reason for this is unclear, 

but the fact that spatial charge inhomogeneity is much larger, as shown by the large minimum 

conductivity, may mean that thermally generated carriers play less of a role in conduction at room 

temperature. Therefore, the mixing of carriers cannot be reduced with decreasing temperature to the 

extent that it is for the encapsulated device. Despite this, however, the output voltage is very large in 

magnitude, greater than the encapsulated device by almost a factor of 5 at room temperature (see 

Figure 55 for comparison). The cause of this large difference is unknown. One possible explanation is 

the presence of a large amount of doping (due to, for example, PMMA residue) in certain parts of the 

device, creating effective P-N junctions to appear. If these were present in a fortunate arrangement on 

GSSD channels, they could massively increase the output at low frequencies. 
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Because of the large S-D conductance and the high output voltage, it is clear that the CVD GSSD 

bridge rectifier boasts an extremely large responsivity. This is calculated at room temperature, shown 

in Figure 62. 

 

Figure 62: Calculated responsivity for a CVD graphene GSSD bridge rectifier, as a function of gate voltage. Data was 

measured near room temperature, at a frequency of 190 Hz. Here, positive values represent the hole conduction region, 

which forms the vast majority of the gate voltage range shown here, while negative values represent the electron 

conduction region. 

This shows that the responsivity is indeed far larger than that calculated for the encapsulated GSSD 

bridge rectifier, which is shown in Figure 57. The low-frequency room-temperature responsivity 

exceeds 100,000 V/W, with a peak of 101,500 V/W, making it far higher than that measured for any 

ballistic rectifier [50].  However, it is expected that responsivity will decrease as frequency increases. 

Using Equation 54, the extrinsic capacitance of this design is calculated to be 2.3 × 10−17 F, due to 

the thicker trenches perpendicular to the GSSD channels. At the gate voltage which gives maximum 

responsivity, +8.8 V, the input resistance is 4,290 Ω. Therefore, this device has a cut-off frequency of 
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1.6 THz. This is much higher than for the encapsulated rectifier, meaning that this device is capable of 

operating over a much larger portion of the THz frequency range.  

5.5. Noise Measurements 

One of the benefits of the ballistic rectifier is its low noise, because its output consists entirely of 

the rectified voltage with no current flow or DC bias, meaning that output noise is dominated by 

thermal noise between the U and L contacts [50]. While the GSSD does not have the same benefits, the 

GSSD bridge rectifier designs shown above have the same general layout as a ballistic rectifier, with the 

U and L output terminals orthogonal to the input S and D. Therefore, it might be expected to observe 

a similar trend as the ballistic rectifier. To test this, a CVD GSSD bridge rectifier of the design shown in 

Figure 58(b) was connected to the 2 channel cross-correlation noise measurement circuit shown in 

Section 3.3.1. Voltage noise in the output was measured with no input bias, then with increasing input 

current until the detector saturated. The measured noise spectra are shown in Figure 63. 
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Figure 63: Spectral noise voltage from the output of a CVD GSSD bridge rectifier, with different input currents. Input 

currents were kept small, as larger currents caused enough noise to saturate the detector. 

The spectral noise voltage measured for this device is extremely large, even when no input current 

is applied. Even for extremely small input currents, the output noise increases in magnitude extremely 

quickly, to the point where the detector was in danger of saturating for any input currents larger than 

shown in Figure 63. 

These noise measurements can be used to give a rough estimation of the NEP of the device shown 

in Section 5.4. However, because these measurements only deal with input currents in the nA range 

and those responsivity measurements used input currents of 5 μA , some estimation must be 

performed. Hooge’s model for flicker noise predicts that 𝑆𝑉 𝑉𝑆𝐷
2⁄  is constant at a given frequency [144]. 

If it is assumed that the device’s input resistance stays constant with input current, then 𝑆𝑉 𝐼𝑆𝐷
2⁄  would 

also hold constant. Using the values shown in Figure 63, this relationship predicts a noise level of 

𝑆𝑉
1 2⁄

~ 1.2 × 10−3 V/Hz1 2⁄  for an input current of 5 μA at 190 Hz, which is extremely large. However, 
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with the also extremely large peak responsivity of 101,500 V/W this gives a minimum NEP of 

11.7 nW/Hz1 2⁄ . This indicates that although the GSSD bridge rectifier and the GBR have somewhat 

similar layouts, with output orthogonal to the input direction and no current flow through the output, 

the GSSD bridge rectifier does not benefit from the same isolation of output noise from the input. This 

has considerable detrimental effect on the noise equivalent power for these devices. CVD-grown 

graphene is expected to have large low-frequency noise [158]. It is commonly expressed that this is due 

to trap states at the graphene:substrate interface [158, 159]. However, an explanation for the much 

larger noise in this case lies in the long, narrow channels that all current must pass through in a GSSD 

bridge rectifier. It is expected that the large amount of etched edges cause large densities of trap states 

in these channels. If charging/discharging of trap states contributes significantly to noise in CVD 

graphene [158, 159], it follows that these edge traps are responsible for much of this measured noise. 

This is confirmed by comparison to noise measurements of a GBR array in Section 4.6, which does not 

pass current through micron-long narrow channels and hence is less susceptible to noise originating 

from edge traps. In addition, any noise arising from temperature fluctuations in these extremely narrow 

channels may also contribute to this large noise. 

5.6. Summary 

In this chapter, graphene self-switching diodes made using both hBN-encapsulated manually 

exfoliated graphene and CVD-grown graphene on bare SiO2, and arrays of GSSDs were combined into 

bridge rectifiers.  

A GSSD bridge rectifier constructed from hBN-encapsulated graphene was demonstrated, showing 

peak responsivities of 4,400 V/W  and 1,570 V/W  in the electron and hole conduction regimes 

respectively. Much like the ballistic rectifier, the GSSD bridge rectifier has output consisting purely of 

rectified voltage and is orthogonal to the input. If, therefore, it is assumed that only thermal noise 
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dominates the output, the minimum NEPs are calculated to be 5.4 pW/Hz1/2  for electrons and 

18.2 pW/Hz1/2  for holes. The cut-off frequency for this device was calculated to be 0.15 THz, putting 

this graphene SSD bridge rectifier only just into the THz region with an operational speed considerably 

lower than a graphene ballistic rectifier. 

In the interest of moving towards up-scaling production of these devices, the next step was to test 

a GSSD bridge rectifier constructed from CVD-grown graphene. This device was fabricated using a 

modified bridge rectifier design which allowed for reduced extrinsic capacitance and much reduced 

input resistance. At low frequency, the device demonstrated far larger output voltage than the previous 

encapsulated device, with a peak output of over 10 mV at room temperature. The increased 

conductance gives the device a peak responsivity of 101,500 V/W. Not only is this far larger than the 

encapsulated GSSD bridge rectifier, it also exceeds any measured ballistic rectifier and even the 

predicted optimal GBR shown in Section 4.3. The reason for this large output is unknown, however it 

was theorised that local doping (due to for example PMMA residue on the graphene) variations may 

create effective P-N junctions at fortunate positions on the device, increasing current asymmetry on 

the GSSDs. Unfortunately, if this is the true cause, these high outputs are unlikely to be maintained at 

high frequencies. The low input resistance and capacitance puts the cut-off frequency at 1.6 THz. 

However, further testing must be done to test the reproducibility of these results, and measure the 

response at higher frequencies and into the THz region. 

The fabricated CVD GSSD bridge rectifiers show relatively large levels of noise even for extremely 

low input currents, which is likely due to charging/discharging of edge states. For example, if the CVD 

GSSD bridge rectifier with high responsivity shown in Figure 62 is assumed to have similar noise 

performance as the device measured in Figure 63, the minimum NEP is estimated as 11.7 nW/Hz1 2⁄ , 

far worse than a ballistic rectifier [50]. While the extraordinarily large measured responsivity means 

this value is somewhat reasonable, it is considerably worse than most THz detectors [35]. By 
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comparison to the GBR array noise measurements in Section 4.6, it is theorised that this large noise is 

due to charging/discharging of edge trap states in the long narrow GSSD channels. Further testing must 

be performed to determine whether this noise is a result of the CVD graphene used to fabricate the 

device, or whether it also extends to the encapsulated graphene-based GSSD bridge rectifiers 

presented earlier in the section and shown in [123]. 
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6. Simulation of Terahertz Graphene Antennas 

A major obstacle to the implementation of THz rectennas using rectifiers such as GBRs and GSSDs is 

the typically high impedance of these devices. When coupled to a metal antenna, which generally 

would have an impedance of around 50 Ω, the impedance mismatch causes large power losses, greatly 

degrading the performance of the resulting device. This is discussed in Section 2.3, with Sections 4.4 

and 4.5 giving calculations for the reduced responsivities of GBRs when impedance matching losses are 

taken into account. Graphene antennas are desirable for combining with graphene rectifiers such as 

the GBR and the GSSD, as this eliminates the metal:graphene contact as a source of loss, and also allows 

for simpler fabrication. As explained in Section 2.1.4, graphene’s electronic properties cause it to be 

capable of hosting plasmonic resonances at THz frequencies. Because of this, plasmonic graphene THz 

antennas can be constructed, using the plasmon resonance to couple free-space THz waves to emitters, 

detectors, or other THz circuitry. These graphene-based antennas have been shown by simulation to 

have much higher impedances than metal antennas, up to and potentially beyond 1 kΩ [36, 160–162], 

which massively reduces losses due to impedance mismatch when coupled to a high-impedance device. 

Graphene antennas with lengths in the 10s of μm have been demonstrated to have resonance peaks 

in the THz region, and in addition due to the nature of graphene the resonant frequency as well as 

other properties can be tuned by various doping methods [36, 80, 161, 163]. Due to the higher 

impedance of these antennas, they offer much better matching to high-impedance rectennas such as 

the GBR and GSSD. During the 2020 laboratory closures caused by COVID-19, it was decided that 

simulations of THz graphene antennas would be extremely beneficial, in order to test their 

performance when coupled to high-impedance rectifiers such as these and hence pave the way for 

future fabrication of all-graphene THz rectennas. 

It was first demonstrated using simulation in 2010 that that graphene patches can resonate in THz 

region, with subwavelength size of the order of micrometers [81, 164]. Shortly afterwards, 
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subwavelength THz graphene antennas were first simulated, demonstrating how SPPs can be excited 

on a graphene sheet in order to couple to far field radiation [161]. In both cases, tunability was 

demonstrated by means of modifying the graphene’s chemical potential, which practically can be 

achieved simply by using an electric field. In addition, simulations of graphene microstrip patch 

antennas have been reported in the literature [80, 165]. These also operate with deeply subwavelength 

sizes, showing for example that a circular patch with radius 18 μm can resonate at around 2 – 4 THz 

depending on substrate, with reflection parameter 𝑆11 in the range of -20 dB to -40 dB [80]. As one 

example of the interesting potential applications made possible by graphene’s tunability, a proposal 

has been made to construct an antenna with several areas which can be effectively switched on or off 

purely by electrostatic field, allowing for the antenna polarisation to be modified [166]. Another 

possibility that has been considered is using graphene as a reconfigurable element in a larger metal 

antenna [162]. 

Despite the wide range of interesting graphene-based THz antennas which have been investigated 

in the literature, there has been surprisingly little thorough testing of simple dipole and bowtie antenna 

structures. This chapter contains parametric studies of two simple 2D antenna structures, the dipole 

antenna and the bowtie antenna, with varying antenna sizes and with different graphene material 

parameters. These structures are capable of being easily integrated with a graphene-based rectifier 

such as a GBR array or GSSD bridge rectifier, because the rectifiers are of suitable size to be located 

directly in the antenna’s central feed. In addition, having both the antenna and the rectifier be 

comprised of monolayer graphene makes device fabrication potentially simpler, and would eliminate 

graphene:metal contact resistance, which even advanced 1D contact fabrication techniques can only 

reduce to the 100s of Ω [52].  

The simulations in this section all use the method described in section 3.4. The accuracy of 

simulations was confirmed in several ways. THz-frequency metal dipole antennas were simulated, with 
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the resonance peaks found to vary with antenna length as expected. To verify the accuracy and validity 

of the simulation of graphene, simulations were performed replicating the structures of graphene 

antenna simulations found in the literature. In all cases the simulated results were a close match. 

6.1. Dipole Antennas 

A dipole antenna is an extremely simple antenna structure, generally consisting of two identical 

conducting arms with a central feed. A sinusoidal varying current is applied between the arms, 

producing an oscillating electric field that is the antenna’s radiation. The first resonance peak of a 

typical dipole antenna is for a wavelength double that of its total length. At this frequency the antenna 

impedance as seen at the central feed has no imaginary component and the antenna is said to be 

resonant. The typical radiation pattern of a dipole antenna is symmetrical around the axis of the 

antenna’s orientation (the x axis in the following simulations), with almost no power radiated in the x 

direction. Metal dipole antennas are extremely commonly used for a wide range of 

telecommunications applications. In this section, 2D dipole antennas consisting of monolayer graphene 

on a dielectric substrate (𝜀𝑟 = 3.8) have been simulated in CST studio suite [155]. All simulations have 

been using a fixed-impedance discrete port as an emitting source, because due to antenna reciprocity 

the antenna properties in transmission are identical to those in reception. 

The simulated structure consists of two identical rectangular 2D graphene sheets for the antenna 

arms, connected by a central feed, as shown in Figure 64(a). The total antenna length 𝐿𝑑𝑖𝑝, which 

includes both arms and the central feed, and width 𝑊𝑑𝑖𝑝  are defaulted to 24 μm  and 3  μm 

respectively, but can be set parametrically as desired for simulations. The central feed is implemented 

in the simulations as a discrete port, connecting between the two antenna arms, with a length of 3 μm 

and width equal to 𝑊𝑑𝑖𝑝. The default feed impedance is set to 1 kΩ, as this acts as a suitable target 

value for reducing the input impedance of the rectifiers in previous setions. The substrate is modelled 
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as a simple dielectric with 𝜀𝑟 = 3.8. The substrate dimensions are held constant in all simulations of 

this structure, with thickness 10 μm, width 20 μm, and length 40 μm  as shown in Figure 64. The 

substrate, with antenna on top, is surrounded by free space, 𝜀𝑟 = 1. 

  

Figure 64: (a) Simulation structure for graphene dipole antennas. The substrate dimensions are shown, as well as the 

antenna width and total length 𝑊𝑑𝑖𝑝 and 𝐿𝑑𝑖𝑝 respectively. The central feed is 3 μm in length, with the excitation directed 

between the antenna arms in the direction indicated by the red arrow. (b) Radiation pattern for this antenna, with scale 

showing the directivity in dBi. Simulated with antenna width and length of 3 μm and 24 μm respectively and graphene 

properties of 𝜇𝑐 = 0.2 eV and 𝜏 = 0.5 ps, at a frequency of 1 THz. 

The graphene material is created in the simulation using CST studio’s built-in macros for graphene, 

which generate the dispersive 2D conductivity for given values of chemical potential, relaxation time, 

and temperature. The intraband contribution is calculated using Equation 14, and the interband 

contribution is negligible at these frequencies. For all simulations, a temperature of 293 K is used. This 

macro produces values identical to those calculated using Equation 14 over the frequency range of 

interest. In order to achieve accurate simulation, in every direction the simulation must include some 

free space in between the device structure and the simulation boundaries. In all directions, a distance 

equal to 
𝜆0

4
 at the central simulation frequency is added. All boundaries are defined as a perfectly 

matched layer with minimum width of 5 mesh cells, which eliminates all reflections and gives a good 

approximation to effectively infinite free space. An ultrashort THz pulse is used as the excitation signal, 
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with Fourier transform giving the desired range of frequencies to be simulated. The simulation mesh is 

created automatically by CST, as described in section 3.4. 

6.1.1. Varying Length and Width 

Shown in Figure 65(a) is the reflection parameter 𝑆11 for the dipole antenna structure described 

above (and visible in Figure 64), as a function of frequency and for different antenna lengths. From the 

graph, it can be seen that the vast majority of peaks shift to lower frequency with increasing length, as 

expected. Reflection parameter peaks reach below -10 dB for all values of 𝐿𝑑𝑖𝑝, with the peak heights 

for each resonance number increasing in magnitude (i.e. becoming more negative) with length. This 

indicates that with a source impedance of 1 kΩ, the majority of emitted power is coupled from source 

to free space via the antenna. This performance is much improved from what would be expected of a 

metal antenna of similar resonant frequency, because reflection losses between the 1 kΩ source and 

~50 Ω antenna would be large, over 90%. Each value of 𝐿𝑑𝑖𝑝 produces several peaks in 𝑆11, indicating 

the presence of several resonant frequencies. However there are some peaks, visible between 3 and 4 

THz, which do not appear to move with antenna length and are almost identical for all except 𝐿𝑑𝑖𝑝 =

8 μm. Therefore, these peaks may arise from resonance across the antenna width, which is held 

constant for all simulations. This agrees with the much higher frequency of these peaks than the first 

resonance peaks for all values of 𝐿𝑑𝑖𝑝. 
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Figure 65: (a) Reflection parameter and (b) antenna impedance calculated from simulations of graphene dipole antennas 

with varying lengths, as a function of excitation frequency. Calculated using a source impedance of 1 kΩ. For all simulations 

graphene parameters of 𝜇𝑐 = 0.2 eV and 𝜏 = 0.5 ps have been used, with constant antenna width of 3 μm.  

The antenna reflection parameter depends on the impedance of the load or source it is operated 

with, which for the data shown in Figure 65(a) is 1 kΩ. As such, although plotting the calculated S11 as 

a function of frequency easily allows the resonance peaks to be seen when coupled to a given 

impedance load, the antenna’s dispersive impedance is what directly determines the properties. The 

antenna’s complex dispersive impedance is shown in Figure 65(b), for the same simulations as the S11 

values shown in Figure 65(a).  

By comparing Figure 65(a) and (b), one can see that S11 peaks coincide with frequencies where 

Im(𝑍𝐴) ≈ 0, and Re(𝑍𝐴) ≈ ZS (= 1kΩ). For the lower-frequency resonances for each value of 𝐿𝑑𝑖𝑝, 

this occurs when Im(𝑍𝐴)  crosses 0 Ω , however higher-frequency 𝑆11  peaks tend to correspond to 

frequencies where Im(𝑍𝐴)  approaches 0 Ω, but reaches a maximum before crossing it. Instead of 

analysing the positions of the various S11 minima, which depend on the load impedance, it is preferable 

to look at the antenna ‘working points’, which are frequencies where Im(𝑍𝐴) = 0  [161]. These 

represent positions where signal reflection between the antenna and the load (rectifier, or source for 
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the case of the simulations) are minimum, and hence roughly correspond to S11 minima. It is worth 

noting, however, that this does not mean that all power is received/transmitted by the antenna. It is 

likely that a sizable portion of the power is absorbed by the graphene itself. The positions of the first 

two resonant points (working points) are shown for an example antenna impedance curve in Figure 66.  

 

Figure 66: Positions of the first two resonant point frequencies for an example graphene dipole antenna. 

This shows the structure of the dispersive antenna impedance. At the frequencies corresponding to 

the first two resonant points, the antenna resistance has very different values. For the example data 

shown here, the first has a resistance of around 270 Ω while the second has a much large resistance of 

1700 Ω. 

Figure 67 shows how the positions of the first 2 of these resonant points vary with antenna length, 

as well as the (wholly real) antenna impedance at those points. 
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Figure 67: Resonant point (or working point, WP) frequencies of graphene dipole antennas as shown in Figure 64, as well as 

the antennas’ real resistance at those frequencies, with varying total antenna length. Simulated using graphene chemical 

potential of 0.2 eV and relaxation time of 0.5 ps. For all cases, the antenna width is constant at 3 μm. 

As Figure 65(b) also shows, the frequency of each resonant point decreases with increasing antenna 

length. This trend is to be expected when considering the simple resonance condition, because shorter 

antennas lead to increased mode confinement and hence higher resonance frequencies. For each value 

of 𝐿𝑑𝑖𝑝, of the two resonant points (P2) one has high impedance of the order of 1 kΩ and the other 

(P1) has much lower impedance. In [36] it is stated that these correspond to the resonance conditions 

of 𝐿𝑑𝑖𝑝 ≈
1

2
𝜆𝑆𝑃 and 𝐿𝑑𝑖𝑝 ≈ 𝜆𝑆𝑃 respectively, however the frequencies in question for the referenced 

data are nowhere near a factor of 2 apart. This gives a strong indication of the non-linear relationship 

between frequency and plasmon wavelength. This can also be seen in the frequencies shown in Figure 

67, which do not show the perfectly inverse relationship between resonant frequency and antenna 

length that is expected from Fabry-Perot resonance. 
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For simple resonance on a dipole antenna with large aspect ratio (i.e. 𝐿𝑑𝑖𝑝 ≫ 𝑊𝑑𝑖𝑝) one would 

expect the positions of resonance peaks to be independent of width, and depend only on length. Figure 

68 shows the 𝑆11 and impedance of the dipole antenna, with varying 𝑊𝑑𝑖𝑝 and constant 𝐿𝑑𝑖𝑝 = 24 μm. 

Graphene parameters used are the same as for the previously shown data. 

 

Figure 68: Reflection parameter (top) and antenna impedance (bottom) as a function of frequency, obtained from 

simulations of the graphene dipole antenna structure depicted in Figure 64. Data is shown with varying values of the dipole 

antenna width, 𝑊𝑑𝑖𝑝, with constant total dipole length 𝐿𝑑𝑖𝑝 = 24 μm. Graphene parameters of 𝜇𝑐 = 0.2 eV and 𝜏 = 0.5 ps 

have been used for all simulations. 𝑆11 values calculated using a source impedance of 1 kΩ. 

As can be seen, there is a strong dependence of the antenna properties on 𝑊𝑑𝑖𝑝. This again indicates 

that the resonances seen in the simulation are not adequately described as simple Fabry-Perot 

resonance. In fact, the resonant frequencies seem to increase with increasing width, which is opposite 
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to the length dependence observed earlier. All values of width give resonances of at least −10 dB, 

indicating that there is still strong power transference from a 1 kΩ source to the antenna. This can also 

be seen by the real components of antenna impedance in areas where imaginary components are near 

0, which are in the order of 1 kΩ. This is shown more clearly in Figure 69, which shows frequency 

positions and antenna resistances at the first two resonant points, as a function of antenna width. 

 

Figure 69: Resonant point (or working point, WP) frequencies and resistances of the graphene dipole antenna, with constant 

length but varying antenna width. Simulated using graphene chemical potential of 0.2 eV and relaxation time of 0.5 ps, and 

length 𝐿𝑑𝑖𝑝 = 24 μm. 

Here, the increase in resonant point frequencies with width can be clearly seen. This trend is 

matched by results in literature which also observe strong dependence of resonant frequency on 

antenna width [81, 164]. This has been attributed to the reduced width causing increased confinement 

of surface plasmons, increasing the effective permittivity of the graphene in the length direction, and 

hence lowering the resonance frequency [81]. As well as increasing resonant point frequency, higher 

width also decreases antenna impedance. This is expected, due to the increased resonating area and 

source width. 
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6.1.2. Calculating Plasmon Wavelengths 

In Section 2.1.4, a first order approximation is used to simplify the graphene plasmon dispersion 

relation in order to give Equation 19, which predicts that plasmon wavelength depends on the inverse 

square of frequency. However this equation, which approximates 
𝜀𝑟

√𝑘𝑆𝑃
2 −𝜀𝑟𝑘0

2
+

1

√𝑘𝑆𝑃
2 −𝑘0

2
  as  

𝜀𝑟+1

𝑘𝑆𝑃
, 

eliminates any dependence of plasmon wavelength on the graphene’s carrier relaxation time 𝜏, and 

can easily be shown to not fit the dependences shown in the previous section. An alternative 

approximation is to instead approximate as 
𝜀𝑟+1

√𝑘𝑆𝑃
2 −𝜀𝑟𝑘0

2
, which retains more information without 

drastically more complexity, and is applicable over a wider frequency range. This gives 

 

𝑘𝑆𝑃 ≅ 𝑘0√𝜀𝑟 − (
𝜀𝑟 + 1

𝑍0𝜎
)
2

, Equation 62 

which after substituting in the conductivity becomes 

 

𝑘𝑆𝑃 ≅ 𝑘0
√𝜀𝑟 + 𝐴2 (𝜔 +

𝑖

𝜏
)
2

. Equation 63 

However, the wavelength 𝜆𝑠𝑝 ≡ (
2𝜋

𝑅𝑒(𝑘𝑆𝑃)
)  now has no analytical solution using Equation 63, 

meaning that a second approximation must be taken. A first order expansion of Equation 62 leads back 

to Equation 17, so a second order expansion is taken. Rearranging, this gives an analytical 

approximation for the plasmon wavelength:  

 
𝜆𝑆𝑃 ≅

𝜆0

𝐴𝜔 +
𝜀𝑟
2𝐴 ∙

𝜔

𝜔2 +
1
𝜏2

. 
Equation 64 

These different formulas for graphene plasmon wavelength are shown for example graphene 

parameters in Figure 70.  



160 
 

 

Figure 70: Different approximations for the plasmon wavelength, alongside the free space wavelength 𝜆0 shown in blue. Of 

the three values for 𝜆𝑆𝑃 shown here, ‘calculated’ denotes calculated numerically from the real component of Equation 63, 

‘1st order’ is calculated from Equation 19, and ‘Approximation’ is the formula derived just above, Equation 64. 

From this comparison, it can be seen that the simple formula shown in Section 2.1.4 is only accurate 

at high frequencies, above 1 THz, and is obviously unphysical at lower frequencies when it becomes 

larger than 𝜆0. The 2nd order expansion of Equation 62 is a good approximation down to a much lower 

frequency range, but also diverges at the bottom end of the THz region. It must be noted however that 

even Equation 63 uses an approximation of Equation 16. Hence the ‘calculated’ values in Figure 70, 

which are calculated numerically from 𝜆𝑠𝑝 ≡ (
2𝜋

𝑅𝑒(𝑘𝑆𝑃)
) , differ slightly from the true plasmon 

wavelength over this range.  

Here it can be clearly seen that plasmons in graphene are expected to have wavelengths far below 

the free space wavelengths, showing the theoretical founding for subwavelength graphene THz 

Equation 63 

Equation 19 

Equation 64 
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antennas. However, it is also worth noting that all equations shown here assume an infinite uniform 

graphene sheet, which is an important limit to their applicability for small graphene patches. 

Using this approximate formula for plasmon wavelength in terms of frequency and graphene 

properties, the theoretical wavelength at simulated antenna resonant points can be compared to the 

antenna length. Simulations have been performed with varying antenna length, for a range of antennas 

with different graphene properties. Figure 71 shows the frequency and calculated plasmon wavelength 

of the first resonant point, as a function of total antenna length 𝐿𝑑𝑖𝑝, with varying graphene chemical 

potential. Note that some points are missing. Under these conditions no resonant points exist; the 

antenna impedance always has a negative imaginary component which never crosses 0 Ω and hence 

the antenna impedance is never real. 
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Figure 71: (a) First resonant point frequency of a graphene dipole antenna, as a function of antenna length and with 

increasing graphene chemical potential. (b) Theoretical plasmon wavelengths at the frequencies shown in (a), calculated 

using Equation 64 with the given graphene parameters. (c) and (d) show the same with varying carrier relaxation time. The 

data shown in green is duplicated between (a) and (c), and between (b) and (d). Missing data points indicate that no 

resonant points exist under these conditions. All simulations and calculations assume a temperature of 293 K. 

In Figure 71(a) it can be seen that as in Figure 67 (from which the 𝜇𝐶 = 0.2 eV, τ = 0.5 ps data is 

duplicated here), resonant point frequency decreases with increasing antenna length for all chemical 

potentials. There is also a strong link between graphene chemical potential and resonant point 

frequency, with increasing 𝜇𝑐 causing higher frequency. This is expected, because increasing chemical 

potential increases conductivity and hence decreases plasmon wavenumber, meaning that for given 
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antenna length a higher frequency resonance is observed [37]. Figure 71(b) shows plasmon 

wavelengths calculated with Equation 64 for the frequencies and graphene properties shown in (a). 

Here it can be seen that despite the large variation in resonant point frequency caused by different 

values of 𝜇𝑐, all calculated wavelengths are similar. At lover values of 𝐿𝑑𝑖𝑝, the calculated values are 

almost identical and seem to follow a linear relationship, however with increasing 𝐿𝑑𝑖𝑝 the calculated 

wavelengths fall off for the largest values of 𝜇𝑐. It must be noted however that despite the mostly linear 

relationship with antenna length, the calculated plasmon wavelengths at these frequencies are far 

larger than the antenna length and do not lie on a whole number multiple. This is due to Equation 64 

being derived assuming an infinite graphene sheet. The confinement caused by the narrow graphene 

patches causes them to resonate at higher frequencies than an equivalent area of an infinite sheet [81]. 

Figure 71(c) shows how the first resonant point moves with graphene carrier relaxation time. It can be 

seen that over the range of values there is little change in frequency. In the plasmon wavelength 

calculations shown in (d), a consistent straight line dependence is observed with some deviation for 

𝜏 = 0.5 ps. However, for lower values of 𝜏 there is in fact no resonant point at all. When 𝜏 = 0.2 ps a 

resonant point only appears for the shortest antenna, and for 𝜏 = 0.1 ps there are no resonant points. 

This indicates that lower quality graphene, which is expected to have lower carrier mobilities and 

shorter relaxation times, is less suitable for use in THz antennas than graphene of higher quality. 

6.2. Bowtie Antennas 

A bowtie antenna is another simple planar antenna structure, with two arms being triangles or circle 

sectors. Metal bowtie antennas are generally much more wideband than dipole antennas, with the 

maximum and minimum frequencies depending on the minimum and maximum radii. The antenna 

simulated here uses circle sector arms, with all angles being 90°  such that the antenna is self-
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complimentary. Other than the antenna design and substrate dimensions, the simulation setup is 

identical to the dipole antenna simulations shown in Section 6.1. 

  

Figure 72: (a) Simulation structure for graphene bowtie antennas. The substrate dimensions are shown, as well as the 

antenna length 𝐿𝑏𝑜𝑤. The central feed is 3 μm in length, with the excitation directed between the antenna arms in the 

direction indicated by the red arrow. Each arm covers an angle of 90°, with 90° between the arms. (b) Radiation pattern for 

this antenna, with scale showing the directivity in dBi. Simulated with antenna length of 24 μm with graphene properties of 

𝜇𝑐 = 0.2 eV and 𝜏 = 0.5 ps, at a frequency of 1.4 THz. 

Figure 73(a) shows the reflection parameters of this antenna when simulated with  𝜇𝑐 = 0.2 eV and 

𝜏 = 0.5 ps. The first S11 peak is slightly broader than that shown for the dipole antenna shown in Figure 

65(a), as is expected for a bowtie antenna, although the difference is less stark than would be expected 

for metal antennas. This antenna structure shows a strong, much narrower second resonant peak for 

all antenna sizes however. The expected trend of all resonance peaks moving to lower frequencies with 

increasing antenna size is observed, as expected. 
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Figure 73: Characteristics of a simulated graphene bowtie antenna with structure shown in Figure 72, with parameters 𝜇𝑐 =

0.2 eV and 𝜏 = 0.5 ps. (a) shows the reflection parameter with varying antenna length, with a source impedance of 1 kΩ. (b) 

shows the frequency and resistance of the first two resonant (working) points of the antenna. 

The frequency and antenna resistance at the first two resonant points is shown in Figure 73(b). A 

similar trend in both results is observed to that of the dipole antenna seen in Figure 67. Both resonant 

points decrease in frequency with increasing length, with the first resonant point resistance increasing 

while the second decreases. A large difference in resonant point resistances is observed for this 

antenna structure. For the application of antennas such as these with high-impedance graphene 

rectennas such GSSDs and GBRs, an antenna impedance in the kΩ range is preferable in order to avoid 

high power losses to impedance mismatch. This can been seen in Figure 73(a), where the reflection 

parameter is calculated with a 1 kΩ source, meaning that the first peak frequency lies close to the 

second resonant point in frequency. For this reason resonant point two is preferable for these devices, 

which also means a higher minimum operating frequency. 

Graphene produced by CVD growth is well known to be of lower quality than mechanically exfoliated 

and hBN-encapsulated graphene. Graphene is typically characterised by its carrier mobility, which is 

related to chemical potential and relaxation time by Equation 12. If we assume a high quality sample 
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of CVD graphene on bare SiO2 with a mobility value of 5,000 cm2/Vs [167, 168], a modest chemical 

potential of 0.2 eV  gives 𝜏 ≅ 0.1 ps . Figure 74 shows impedance and reflection parameter of an 

antenna with these parameters, with larger size in the range 32 − 56 μm. 

 

Figure 74: Simulated performance of a larger graphene bowtie antenna using parameters applicable to CVD-grown 

graphene. (a) shows reflection parameter S11 as calculated with a 1 kΩ source, and (b) shows the complex antenna 

impedance. Both are shown over a range of antenna lengths. 

Under these conditions, these larger antenna sizes give an extremely broad response, with S11 in the 

range of −10 dB over an extremely broad range of frequencies and each size having a peak return loss 

of just over −12 dB. No sharp peaks are observed for any antenna size, which is due to the lack of 

antenna resonant points as shown in Figure 74(b). As is observed for dipole antennas in Figure 71, this 

lack of resonant points is due to the short carrier relaxation time considered in these simulations. This 

lack of strong peaks in S11 means that maximum power transfer to/from the antenna is somewhat 

limited, although a return loss of −12 dB corresponds to a 94% power transfer from source to antenna, 

or from antenna to detector (e.g. rectifier). 
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6.3. Summary 

It has been shown extensively that due to graphene’s plasmonic properties, graphene antennas 

resonate in the THz range [36]. Simulations in this section show that due to the high impedance of 

simple graphene antennas, low reflection parameters, under −20 dB from a 1 kΩ source, and hence 

high levels of power transfer are observed, meaning that graphene antennas are also suited for high 

impedance detectors such as GSSDs and GBRs. Unlike metal dipole antennas, it was found that 

graphene dipole width has a strong effect on resonant frequency, as well as antenna length. This is 

likely due to narrow antenna widths causing additional confinement to plasmon modes, increasing the 

effective permittivity [81]. 

An alternative approximation to the graphene SP dispersion relation, which gives an analytical 

equation for plasmon wavelength, has been described here. It was shown that this approximation is 

applicable over a wider frequency range than the equation typically used in literature [37], and hence 

is applicable to frequencies < 1 THz. However, a large mismatch was found between antenna lengths 

and calculated plasmon wavelengths at resonant points. This is due to the confinement of the small 

antennas, meaning that the infinite sheet plasmon wavelength is not directly applicable to antennas in 

the 10s of μm. Despite this, the resonant point frequencies do give plasmon wavelengths using this 

equation which change linearly with antenna length. 

It was found that antenna resonant frequencies depend strongly on chemical potential, but less so 

on carrier relaxation time. However, for short relaxation times (or for very low chemical potentials) no 

resonant points exist for these antenna designs. In general, graphene antennas show many resonance 

peaks, many of which are broad. This is bad for frequency-specific THz detection without use of grating 

or resonating cavity, but good for broadband detection. Simulations using parameters realistic for CVD-

grown graphene show that these antennas lack resonant points, so have no sharp resonance peaks for 

any size. CVD graphene can be used for antennas in these size ranges, giving extremely broad response 



168 
 

but peak power transfer of between −12 dB and −13 dB at just below 1 THz, depending on length. 

However, improved graphene quality, in terms of carrier mobility and hence relaxation time, has a lot 

of potential, because the presence of antenna resonant points will improve impedance matching and 

drastically increase the size of S11 peaks. 
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7. Conclusions and Future Work 

7.1. Conclusions 

 This work has demonstrated several developments towards the use of graphene’s excellent 

electronic properties for nanoelectronic devices. While unfortunately no THz results are presented 

here, this work paves the way towards combination of graphene THz antennas with high-frequency 

graphene nanodevices. 

One such device is the GBR, which has previously had extremely good performance demonstrated, 

such as a room-temperature low-frequency responsivity of 23,000 V/W and NEP of 0.64 pW/Hz1 2⁄ , 

and THz detection up to and potentially beyond 0.685 THz [47, 50]. The newly developed theory in 

Section 4.1 shows a range of applicability over GBRs with different designs, and makes several 

predictions which will aid in the design and optimisation of GBRs. In particular, it highlights how the 

output voltage increases with narrower QPCs and is strongly improved by a large difference in carrier 

mobilities. Using optimistic, but fully achievable, device parameters, the theory predicts room 

temperature responsivity and NEP greatly improved from those previously demonstrated, at 

50,800 V/W and 0.51 pW/Hz1 2⁄ . 

In previous tests of GBRs, a major limiting factor in the application of these devices as THz devices 

is the power loss caused by impedance mismatch. As such, there is considerable potential for 

improvement by any technique to reduce device input resistance. By combining GBRs into arrays, the 

conductances of individual devices are added together, although the tests performed here show that 

the output voltage of the array is not simply given by the sum of each device. Although the intrinsic 

responsivity of an array of 3 GBRs is 0.55x that of a single device, the reduction in input resistance 

means that when taking into account impedance mismatch with a 50 Ω source the overall responsivity 

is still improved from 19.7 V/W to 32.5 V/W. GBRs fabricated using CVD-grown graphene showed 
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surprisingly good results considering the lower mobility, with a single GBR having a responsivity of 

10,000 V/W. An array of five such devices, however, showed drastically reduced responsivity, even 

when impedance mismatches were taken into account. Nevertheless the extrinsic responsivities of 

these devices with a 50Ω source is still good, at 1500 V/W for the single device and 990 V/W for the 

array. Overall, results show that while combining GBRs into arrays reduces input impedance, this is 

sometimes offset by the large reduction in performance of each device individually, and hence the 

worse performance of the array. 

Combining GSSD arrays into a bridge rectifier structure was shown to be a viable method for 

constructing a rectifier with the same input/output layout as the GBR. Encapsulated devices showed 

decent room temperature responsivities in the kV/W  range, and if thermal noise is assumed to 

dominate the output they would have NEP in the low pW/Hz1 2⁄ . However, devices constructed from 

CVD graphene far outperformed them at low measurement frequencies, demonstrating responsivity 

of 101,500 V/W due to the high output voltage. The cause of this however is uncertain, making this 

result somewhat dubious; further testing is essential to confirm or disprove this performance, as well 

as to test how well it holds up at higher frequencies. 

The noise measurements performed in Sections 4.6 and 5.5 used devices fabricated on the same 

substrate, using a single sample of CVD graphene. Therefore, a very direct comparison can be made 

between those measurements of these two structures. Despite the complexity of the 15-GBR array 

measured in Figure 45, it demonstrated far lower spectral noise than the GSSD bridge rectifier 

measured in Figure 63. It is theorised that the large noise of the CVD-grown GSSD bridge rectifier is due 

to the extremely long and narrow (1 μm × ~100 nm) SSD channels, which mean that edge states play 

a much larger role in conduction. Charging and discharging of trap states such as these is likely to 

generate a significant amount of voltage noise [158, 159], causing the measured output noise of the 

GSSD bridge rectifier to be large. This observation of large noise from the GSSD bridge rectifier structure 



171 
 

does not bode well for the use of these devices as THz detectors. Even taking into account the large 

measured responsivity of the device in Section 5.4, the minimum NEP at a frequency of 190 Hz is 

estimated to be 11.7 nW/Hz1 2⁄ , well above what is observed for a GBR [50] or indeed for almost any 

other room-temperature THz detector [35]. 

Due to the high measured noise in the CVD GSSD bridge rectifiers shown here, they are less suitable 

for use in THz detection than GBRs. The theoretical optimised GBRs in Section 4.3 predict a NEP of 0.51 

pW/Hz1/2. This, as well as previous measurements [50], puts them on par with some of the best 

reported cooled THz detectors such as bolometers, and far outperforms the best conventional room-

temperature detectors [35]. Combined with a suitable antenna, GBRs optimised using the theory 

outlined here are likely to perform extremely competitively as THz detectors. 

The final chapter detailed simulations performed of THz graphene dipole and bowtie antennas, with 

a range of graphene properties. Graphene antennas are desirable for combining with these graphene-

based rectifiers; as well as the higher impedance producing much better matching with high-impedance 

rectifiers, this also eliminates graphene-metal contact resistance and simplifies fabrication. Due to the 

need for large-scale manufacturing, and the large areas naturally required for antennas, CVD-grown 

graphene is by far the most likely candidate for these antennas. However, it has been shown that the 

antenna properties depend strongly on graphene quality. In lower quality graphene, the lower carrier 

mobility and shorter carrier relaxation time [37] means that no antenna resonant points exist; 

drastically worsening performance compared to better-quality graphene. With a 1 kΩ source, the 𝑆11 

minimum is only  −12 dB when simulated with parameters realistic for CVD graphene, compared to 

well under −30 dB for longer relaxation times. While this certainly does not preclude CVD graphene 

antennas from usefulness, there is significant room for improvement with the development of better 

quality large-scale graphene production. This may include new techniques, further refinement of CVD 

growth, or perhaps new methods of treating or encapsulating grown graphene. 
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7.2. Future Work 

There is significant potential for further work in several areas. Further testing of larger GBR arrays 

would be interesting, to test the limits of how much the input resistance can be lowered and potentially 

eliminate the problem of impedance mismatching altogether. However, care must be taken that these 

arrays do not degrade in performance (compared to a single device) so much as to become unusable. 

There is a lot of potential benefit to be gained from more testing of both GBRs and GSSDs constructed 

from CVD graphene. Measurement of these devices at higher frequencies and into the THz region will 

test whether their surprisingly good performance at low frequencies can be maintained as frequency 

increases.  

Following on directly from this work, the next step is to combine the rectifiers presented in chapters 

4 and 5 with the antennas simulated in chapter 6. These ‘all-in-one’ THz graphene rectennas could be 

fabricated from CVD graphene, because rectifiers and antennas have been demonstrated to function 

well when constructed from commercial-quality CVD graphene. While it is certainly possible to exfoliate 

and encapsulate graphene flakes large enough to test these rectennas, it does not help solve the 

problem of upscaling device fabrication. Improvement to the quality of large-scale graphene will give 

great improvements to antenna quality, and will likely improve the reproducibility and performance of 

CVD GSSDs and GBRs. Alternatively, it has been shown that even CVD-grown graphene can have 

mobilities similar to exfoliated graphene, when encapsulated with hexagonal boron nitride [169]. The 

development of a good method to upscale this would truly allow large-scale production of excellent 

performance graphene nanodevices, coupled to graphene antennas with strong resonance in the THz 

and good impedance matching. 
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