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ABSTRACT

Modern supervised deep learning-based approaches typically rely on vast quantities of an-

notated data for training computer vision and robotics tasks. A key challenge is acquiring data

that encompasses the diversity encountered in the real world. The use of synthetic or computer-

generated data for solving these tasks has recently garnered attention for several reasons. The first

being the efficiency of producing large amounts of annotated data at a fraction of the time required

in reality, addressing the time expense of manually annotated data. The second addresses the inac-

curacies and mistakes arising from the laborious task of manual annotations. Thirdly, it addresses

the need for vast amounts of data typically required by data-driven state-of-the-art computer vision

and robotics systems. Due to domain shift, models trained on synthetic data typically underper-

form those trained on real-world data when deployed in the real world. Domain Randomization is

a data generation approach for the synthesis of artificial data. The Domain Randomization process

can generate diverse synthetic images by randomizing rendering parameters in a simulator, such

as the objects, their visual appearance, the lighting, and where they appear in the picture. This

synthetic data can be used to train systems capable of performing well in reality. However, it is

unclear how to best approach selecting Domain Randomization parameters such as the types of

textures, object poses, or types of backgrounds. Furthermore, it is unclear how Domain Random-

ization generalizes across various vision tasks or whether there are potential improvements to the

technique. This thesis explores novel Domain Randomization techniques to solve object local-

ization, detection, and semantic segmentation in cluttered and occluded real-world scenarios. In

particular, the four main contributions of this dissertation are:
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(i) The first contribution of the thesis proposes a novel method for quantifying the differences

between Domain randomized and realistic data distributions using a small number of sam-

ples. The approach ranks all commonly applied Domain Randomization texture techniques

in the existing literature and finds that the ranking is reflected in the task-based performance

of an object localization task.

(ii) The second contribution of this work introduces the SRDR dataset - a large domain ran-

domized dataset containing 291K frames of household objects widely used in robotics and

vision benchmarking [23]. SRDR builds on the YCB-M [67] dataset by generating synthetic

versions for images in YCB-M using a variety of domain randomized texture types and in 5

unique environments with varying scene complexity. The SRDR dataset is highly beneficial

in cross-domain training, evaluation, and comparison investigations.

(iii) The third contribution presents a study evaluating Domain Randomization’s generalizability

and robustness in sim-to-real in complex scenes for object detection and semantic segmen-

tation. We find that the performance ranking is largely similar across the two tasks when

evaluating models trained on Domain Randomized synthetic data and evaluating on real-

world data, indicating Domain Randomization performs similarly across multiple tasks.

(iv) Finally, we present a fast, easy to execute, novel approach for conditionally generating do-

main randomized textures. The textures are generated by randomly sampling patches from

real-world images to apply to objects of interest. This approach outperforms the most com-

monly used Domain Randomization texture method from 13.157 AP to 21.287 AP and 8.950

AP to 19.481 AP in object detection and semantic segmentation tasks. The technique elim-

inates manually defining texture distributions to sample Domain randomized textures. We

propose a further improvement to address low texture diversity when using a small number

of real-world images. We propose to use a conditional GAN-based texture generator trained

on a few real-world image patches to increase the texture diversity and outperform the most

commonly applied Domain Randomization texture method from 13.157 AP to 20.287 AP

and 8.950 AP to 17.636 AP in object detection and semantic segmentation tasks.
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Glossary

Accuracy Accuracy is defined as how well a given algo-

rithm performs. For example in a classification

task, accuracy is the number of correct predic-

tions over the total number of examples.

Adam A commonly used type of optimizer based on

gradient descent.

Backpropagation The leading algorithm used to train neural net-

works.

Baseline An approach or model used as a reference point

in comparisons.

Batch Size The number of examples provided as the input to

a model in a single iteration or one update of the

model’s weights during the training process.

Bounding Box A set of coordinates (x, y) in a 2D image that

forms a rectangle surrounding an object of inter-

est. Bounding boxes are commonly used in ob-

ject detection tasks.
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Glossary

Clustering Clustering is the process of grouping a set of re-

lated examples. This approach is typically used

in unsupervised learning.

Convolutional Neural Network A particular type of neural network mainly used

in visual recognition.

Deep Learning A subset of Machine Learning that is based on

methods utilizing neural networks composed of

many layers for solving various tasks. The learn-

ing process can involve supervised, unsuper-

vised, semi-supervised, or reinforcement learn-

ing.

Denoising An approach in which a model removes noise

from a dataset.

Dimensionality Reduction Reducing the number of dimensions used to rep-

resent a particular feature in a feature vector.

Discriminator A component in a Generative Adversarial Net-

work that attempts to distinguish between real

(ground truth) and fake samples.

Domain Adaptation Domain adaptation is the study concerned with a

mismatch between data distributions used to train

and evaluate algorithms. An example of a mis-

match in data distributions is using synthetic data

to train an algorithm and using the algorithm on

real-world data.
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Glossary

Domain Randomization Domain Randomization is the process of gener-

ating data using a renderer or simulator, whereby

each rendering or simulator parameter is random-

ized using a statistical data distribution. The ran-

domization parameters such as textures of ob-

jects, their positions, lighting, or position of a

camera control the appearance of the generated

data. The process helps models trained on do-

main randomized data to transfer to real-world

images.

Domain Shift A divergence in an algorithm’s training data dis-

tribution and the test data distribution. For ex-

ample, if our training data distribution consisted

of digits with a black background, and our test

data distribution consisted of digits with coloured

backgrounds.

Environment Related to Reinforcement Learning: it is the the

world that an agent interacts and observes the

current state. For example, the environment can

be a physical room in the real world, or a virtual

world such as the game Go.

Example A single sample from a dataset which may con-

tain an associated label depending on the dataset.
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Glossary

False Negative A false negative is when a model incorrectly pre-

dicts the negative class. For example, in an object

detection task, the model fails to predict the pres-

ence of an object of interest, despite the object

being visible.

False Positive A false positive is when the model incorrectly

predicts the positive class. For example, in an

object detection task, the model predicts that an

object is detected, despite the object not being

visible.

Feature A feature is an input variable used for making

predictions in machine learning and deep learn-

ing. For example, features could be objects,

edges, or shapes; typically a numerical represen-

tation.

Feature Extraction The process of accessing intermediate layers in a

neural network to access feature representations

of a given input.

Feature Space A feature space is the space associated with a set

of feature vectors.

Feature Vector A feature vector is a numerical representation

in the form of a list which contains information

from an input to a neural network.
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Glossary

Fine-Tuning The process of reusing an existing pre-trained

model and re-training using a different training

dataset. The process of modifying the weights

of the pre-trained model is referred to as fine-

tuning.

Fully Connected Neural Network A fully connected neural network is where every

node in the current layer of a neural network, is

connected to the subsequent layer.

Generalizability How accurately a particular algorithm performs

when applied to unseen test data distribution.

Generative Adversarial Network A type of neural network which can be used to

generate novel data. The Generative Adversarial

Network typically uses two main components: a

generator and a discriminator. The generator is

tasked with creating new data, while the discrim-

inator determines whether the data is from the

generator or the ground truth.

Generative Model A type of model that typically generates new data

from a given training dataset. An example of

a generative model is a Generative Adversarial

Network.

Generator A component of a Generative Adversarial Net-

work, which is tasked with creating new data.

Ground Truth The true value, label, or class. The ground truth

can be defined as the correct answer or truth.
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Glossary

Hyperparameter The parameters used to control the learning pro-

cess. Some examples of hyperparameters are the

learning rate, the batch size, the loss function, or

the optimizer.

Illumination Related to generating synthetic scenes, it is ap-

proximating or simulating lighting in a scene.

Image Classification A visual recognition task to label a single object

class in an image. For example, predicting the

object class ’mug’ when a mug is visible in an

image.

Input Layer The first layer in a neural network.

Interpretability The ability to understand the reasoning for some

behavior using a machine learning or deep learn-

ing model.

Intersection-over-Union A metric typically used in object detection and

segmentation tasks for measuring the accuracy

for some given model. For example, using

bounding boxes, it is the ratio between the over-

lapping area and the total area from the ground

truth and model predictions.

Label A label is the ground truth or correct result for

some sample in a dataset. For example, in a

dataset containing images of handwritten digits

from 0 − 9, an image containing a handwritten

number 1 has the label 1.
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Layer A collection of connected nodes which takes

multiple inputs and performs a computation to

produce an output.

Learning Rate The learning rate is used in the learning process

to train a model using gradient descent. The

learning rate determines the step size during each

iteration of the learning process.

Loss The loss quantifies how far a model’s prediction

is from the ground truth label. The loss is ex-

pressed as a function, for example using mean

squred error for a loss.

Machine Learning Machine learning is the study of learning from

experience using data-driven algorithms.

Mean Squared Error Mean Squared Error is a computation that mea-

sures the average of the squares of the difference

between a model’s predicted output and ground

truth label.

Mesh Related to generating synthetic scenes, it is the

definition of the shape of a 3D object comprising

of vertices, edges, and faces.

Model A model is a machine learning or deep learning

system that can be trained to solve a given task.

For example, a trained object detection system

to detect boxes is referred to as a trained object

detection model.
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Glossary

Model Capacity A model’s capacity is related to the complexity of

problems the model can solve. A high capacity

model that can solve complex problems contains

a larger number of paramters.

Neural Network A model composed of multiple layers which

serves as the backbone for many deep learning

approaches.

Noise Noise is typically any signal or information in the

dataset that alters the original data. For example,

static noise in images or incorrect labels for ob-

jects in images.

Non-Complex Textures A non-complex texture can be viewed as textures

that contain a flat shade of color such as the color

red, green, or blue. Non-complex textures are de-

void of any patterns or additional noise.

Object Class A name or label from a set of possible values

that describes a particular sample. For exam-

ple, mugs, bowls, cereal boxes are possible ob-

ject classes for an image classification task.

Object Detection A visual recognition task to locate a particular

object(s) class(es) in images or videos and clas-

sify them. Locating an object of interest involves

predicting corners of a rectangle called a bound-

ing box where the object lies and a class label for

each bounding box.
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Object Localization A visual recognition task to locate a particular

object class by predicting their position in Carte-

sian space (x, y, z) from images or videos.

Object Segmentation A visual recognition task to locate a particular

object(s) class(es) in images or videos and clas-

sify them at a pixel level. Contrary to object de-

tection, which uses a bounding box, segmenta-

tion locates and labels individual pixels of an ob-

ject of interest.

Object Textures Object Textures are the visual appearance of an

object. A texture map is an image that contains

information about the visual appearance of a par-

ticular object, subsequently applied to the surface

of a 3D model.

Optimizer An optimizer is some implementation of a gradi-

ent descent algorithm which is used to tune the

parameters of a model.

Output Layer The final layer in a neural network.

Overfitting Overfitting is the event of creating a model that

closely or exactly matching a set of training data.

Closely matching the training set means a model

will be less effective or fail to generalize to un-

seen data leading to lower accuracy.

Photorealistic Images Synthetic images that closely resemble the fi-

delity or are indistinguishable from reality.
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Glossary

Policy Related to Reinforcement Learning: A policy is

the mapping from the observable state of an en-

vironment to possible actions that may be taken.

Pose Estimation A task that involves locating particular objects of

interest and predicting their position and orienta-

tion relative to some coordinate system in images

or videos (also referred to as 6D pose estimation).

Primitive Objects Primitive objects are simple geometric shapes

such as a sphere, cube, cylinder, pyramid, or

cone.

Real-world Data Real-world data is any data obtained by direct

measurement in reality. An example is using a

camera to capture images in the real world.

Reinforcement Learning Reinforcement learning is an approach to train-

ing algorithms using an agent to interact in an

environment and maximize a reward signal. An

example of this can be a robotic arm (the agent)

gripping an object of interest, where a successful

grip is rewarded. Over time the agent will learn

to grip the object of interest successfully.

Renderer A renderer is used in the process to generate

or synthesize images from a set of parameters.

The parameters defining a virtual scene include a

camera viewpoint, object models, positions, tex-

tures, and lighting to create a synthetic image.
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Glossary

Semi-Supervised Learning Semi-supervised learning is the process of learn-

ing with a combination of labeled and unlabeled

data.

Sim-to-Real Leveraging techniques to transfer knowledge

from algorithms trained in simulation to general-

ize to the real world. An example would be train-

ing to detect household objects in simulation and

deploying the algorithm in the real world.

Simulator A simulator is a computer program that we may

use to design an environment that accurately

represents or simulates reality. We can model

specific properties such as visual appearance or

physics. Once an environment is set up, synthetic

data can be gathered using the simulator.

Source Domain The data distribution that an algorithm learns

from.

Supervised Learning Supervised learning uses labeled or annotated ex-

amples to train an algorithm. For example, train-

ing an algorithm to segment boxes utilizing a

dataset containing images of boxes and pixel-

level annotations for the box’s positions in the

pictures.

Synthetic Data Synthetic data is artificial data typically com-

puter generated and produced using a pre-defined

data distribution. Synthetic data is oftentimes

used to simulate data obtained in the real-world.
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Target Domain The data distribution that an algorithm is evalu-

ated on.

Test Dataset The data used to evaluate the performance of a

particular algorithm. Unlike the validation set,

this dataset is unseen during the training and de-

sign stages, meaning it is not used to train an al-

gorithm.

Training Dataset The data used to train a particular algorithm.

Transfer Learning Transfer learning is re-purposing algorithms

trained for a particular task and set of data to im-

prove generalization on a different task and set

of data. An example would be using an image

classifier to classify food and using the learned

knowledge to classify bottles.

True Negative A true negative is when a model correctly pre-

dicts the negative class. For example, in an ob-

ject detection task, the model correctly predicts

that an object of interest is not visible.

True Positive A true positive is when a model correctly predicts

the positive class. For example, in an object de-

tection task, the model correctly predicts that an

object of interest is visible.

Unsupervised Learning Unsupervised learning is the process of learning

without explicit labels or annotations to train an

algorithm. An example of this would be deblur-

ring or denoising algorithms.
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Glossary

Visual Recognition The ability to identify or locate particular ob-

ject(s) of interest in an image. Examples of visual

recognition tasks are image classification, local-

ization, detection, or segmentation.

Wasserstein Distance A distance measure used to measure the distance

between two probability distributions.
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Chapter 1

Introduction

Visual recognition plays a vital role in how we perceive and understand the world around us. Tradi-

tional advances in computer vision typically relied on hand-crafted techniques to extract important

features that algorithms could operate on. More recently, a combination of computational power,

access to vast amounts of data, and advances in algorithms led to solving tasks that once seemed

unachievable. Such tasks that have seen extraordinary progress towards solving include object

recognition, natural language processing, and robotic perception and control [108, 111, 182].

These advances have been made possible through the use of Deep Neural Networks (DNNs)

or Deep Learning (DL), a subset of machine learning (ML). Like ML, this multi-stage process at-

tempts to predict an outcome given an appropriate selection of a loss function and optimizing the

parameters of a given DL model on a set of inputs using an optimization algorithm such as Adam

[97].

DNNs, particularly Convolutional Neural Networks (CNNs) [109], are powerful tools for

solving computer vision tasks such as Object Detection [71, 165], semantic/instance Object Seg-

mentation [72, 174], Image Classification [103, 109], or Pose Estimation [205, 228]. In 2012,

Krizhevsky, Sutskever, and Hinton [103] used a CNN to classify images from a large-scale dataset,
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that is, to predict what is in a given image, and outperformed the previous state-of-the-art approach

by nearly halving the error rate. CNNs usage continued to grow within visual recognition problems

and started nearing near-human performance accuracy on image recognition and scene understand-

ing benchmarks [38, 71, 72, 178, 196].

These advances in visual scene understanding using DL solidified the tool for solving such

complex problems. However, DL is not without its drawbacks. This thesis aims to address three

key points in which using DL is challenging [126]:

1. Reliance on an enormous amount of labeled data

2. Solving problems where data is limited, not easily obtainable, or practical to collect

3. Difficulty in generalizing to unseen data

The first is that these approaches typically rely on enormous annotated data to solve vision

tasks. Take, for example, ImageNet [178], which is an image-based dataset comprising of over 14

million real-world photos to help solve classification problems. In 2012, AlexNet [40] managed to

win the ImageNet Challenge with a top-5 error rate of 15.3%. More recent models such as ResNet

[71], brought that error down to sub 4%. Despite the performance of such models on ImageNet,

the models still required a large amount of real-world data to solve the classification task. Using

complex DL models with a small amount of data remains an open challenge. It is yet to achieve

similar performance when comparing the same classification task on high-capacity models with

vast quantities of data [17].

The second point is that access to such a large amount of data to solve computer vision

or robotics tasks may not be easily accessible or practical to gather. Take, for example, a kitchen

countertop in a typical household, where we would like to localize, detect or segment a mug from

a given image. In the localization problem, we are concerned with predicting coordinates for

where a particular mug is in a given image; for example, the center of the mug is located at pixel
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position (x, y). A variation of this problem is the detection task. We want to draw a rectangular

box surrounding the mug, where the rectangle’s corners specify the object’s position in a given

image. Finally, the segmentation task involves ’painting’ over the image region that contains our

mug at a pixel level, meaning assigning a label of ’mug’ to each pixel in a photo containing the

object.

Several challenges arise when attempting to solve these problems. For example, is the mug

hidden behind a cereal box? Cluttered countertops with many objects can lead to an increase in

occlusion, meaning parts of our mug may be partially visible in a given image. Does our mug have

a photo of our beloved pet on it? In which case, our system may misclassify the mug as a cat. Is

the mug what we conceive shaped like a cylinder with a handle, or could it be heart-shaped? These

are some of the examples in which a model may fail to detect our mug. Indeed, different times

of the day or different viewpoints would also change the visual appearance of what we are trying

to detect, making it increasingly more challenging to capture all possibilities of what our object

would look like in different environments.

A typical DL solution would be to include hundreds of thousands of images of our mug

under various illumination conditions, camera angles, different mug textures, mug shapes, and

varying degrees of clutter to have a robust and generalizable model capable of detecting our desired

object. These scenarios are challenging to acquire in reality. However, they are typically the cases

in which such systems fail to perform as anticipated. Our reality is long-tailed, and it is the tail-end

of our training dataset distribution that matters, leading to the third pitfall of generalizability [93,

210].

Ideally, our DL model would perform well across various environments and conditions and

not only function in our specific kitchen. As discussed in the challenges above, this may not always

be the case, and we must devise techniques to overcome these potential difficulties. Our desire to

predict future inputs for the above tasks when our new inputs are from a different environment is

the study of generalization; given a new set of data that is visually different from our initial kitchen
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environment, how well will our model perform? Limited training data in only our kitchen can lead

to what is referred to as overfitting on the training set, where our model ’memorizes’ the training

samples provided and is unable to transfer that knowledge to unseen kitchen environments [93].

1.1 Motivation

Using synthetic data, or computer-generated data is one possible approach to addressing the dataset

size, difficulty in gathering, and generalizability concerns when using DL techniques. Synthetic

Data is the production of data generated using computer simulators based on a set of parameters.

Going back to our kitchen example, we could use a simulator to define our household objects’ po-

sitions around a kitchen countertop, the position of light sources and their intensity, our viewpoint,

and how the objects appear visually - such as a shiny red mug. The simulator would handle prop-

erties such as physical interactions between objects. If we wanted to generate photos or images

of what our defined scene in the simulator looks like, we would use a renderer to create an image

based on the above information. We can think of the simulator as handling all the scene modeling,

and the renderer processes the information to visualize.

The initial time-sink of using the simulator for creating an environment, designing the types

of scenes and object layouts we would like, and running the simulator, dramatically outweighs the

cost when collecting the data in the real world. Because we define our scenes using a simulator,

we already have access to labeled information regarding where and what the objects are, among

other helpful information that can be automatically generated alongside our images of kitchen

scenes. This data generation approach helps tackle the data constraint, as we can generate millions

of labeled data at a fraction of the time it would take in the real world. We would also be able to

more easily create scenes at the tail-end of the distribution, as we have greater control of what we

produce using the simulator.

The above reasons make using synthetic data appealing to train DL models to solve Ob-
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ject Localization, object detection, or semantic segmentation to solve scene understanding in the

real world. However, despite the increasingly more realistic rendering techniques to generate im-

ages, these are often imperfect approximations of the real world [29, 30, 101, 163, 167]. In some

scenarios, computer-generated images can differ visually due to the textures used. For example,

very rarely does a real-world environment look spotless and would most likely include dirt, dust,

or scratches over time [121]. Imperfect approximations of the illumination in a scene may cast

unnaturally looking strong shadows that would not reflect reality [163]. Creating highly photo-

realistic images requires significant effort from professional artists towards creating assets such

as accurate object geometries, believable textures, and state-of-the-art illumination approximation

techniques to generate more compelling synthetic images [74, 172, 244].

The differences in geometry, object textures, and illumination culminate in a data distribu-

tion that does not accurately represent what is present in the real world. This difference between

synthetic and real-world data is referred to as a Domain Shift in data distributions. Our syntheti-

cally generated data differs from our real-world data distribution.

Due to the greater control of data generation and the time it takes to generate large quan-

tities of data, it would be ideal to use a given DNN model trained using synthetic images and

function when we deploy our model to perform our task on real-world images. In this thesis,

we are interested in addressing the difficulties of transferring learning from synthetic data to be

applied to real-world data for visual scene understanding.

One approach to transferring from synthetic to real that has recently gained traction is a

method called Domain Randomization (DR) [180, 202]. Domain Randomization is an approach to

synthesizing synthetic data that can generalize to the real world. The intuition behind the approach

is to generate variability in the synthetic dataset, such that the real-world would appear as some

variation from the synthetic data. To produce this data, we must randomize several rendering or

simulator parameters. For example, if we wanted to generate several images of household objects

on a table, we would randomize the number of objects and their positions on the table. We would
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also randomize what the objects look like, such as different colored mugs or different patterns for

the table. We would also randomize the camera’s position to see the objects from various angles

and locations and change the position and intensity of the lights. Putting this together, we have a

system that can generate plenty of randomized synthetic data.

The approach seems straightforward to use; however, it is not clear how we would approach

selecting and randomizing the parameters. Would using patterns work better on the table or the

mug? Would a particular set of random backgrounds result in higher performance? How should

we randomize the poses of the objects on the table? Furthermore, it is ambiguous if the approach

would yield similar results across different tasks. For example, would a particular set of random-

ization techniques lead to higher object localization performance than a segmentation task? Lastly,

can we improve the Domain randomization process to increase performance for some given task?

This thesis addresses the difficulties of transferring learning from synthetic data to real-world data

via novel Domain Randomization techniques for solving tasks in visual scene understanding.

1.2 Contributions

This thesis presents several novel approaches to transfer learning from synthetic data to real-world

applications for solving object localization, detection, and segmentation tasks. The first work of

the thesis introduces a novel approach to measuring the difference between two different data dis-

tributions when using realistic and Domain Randomized synthetic images. The proposed method

allows us to rank commonly used domain randomization texture techniques and find that the rank-

ing is reflected in the performance of an object localization task. This chapter presents a measur-

able way of selecting more appropriate textures for synthesizing DR images and bridges the gap

between synthetic-to-real transfer without the need for task-based networks.

The second work presents a large domain randomized dataset containing 291K frames us-

ing realistic household objects that are widely used in robotics and vision benchmarking [23]. We
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expand upon the dataset by [67] by taking images from the dataset and generating DR versions

for each texture type in current literature and in 5 unique environments [4, 74, 132, 244] with

varying scene complexity. To our knowledge, this is the first dataset to contain Domain Random-

ized data using the most commonly applied texture randomization techniques, matched real-world

(when combined with the YCB-M dataset) and real-textured synthetic data. The SRDR dataset

enables researchers to perform exhaustive comparisons, evaluation, and training using DR tech-

niques in current literature, particularly in cross-domain DR synthetic-to-real settings. Finally, we

build upon the tools from To et al. [200] to enable DR for existing labeled real-world datasets and

provide new tools for researchers to create DR versions of their own real-world datasets.

The third work is a comprehensive study to evaluate DR’s generalizability and robustness in

Sim-to-Real settings by randomizing poses, textures, and backgrounds in cluttered and occluded

scenes [67] using realistic household objects [23] for object detection and semantic segmenta-

tion. We find that the performance ranking is largely similar across the two tasks when evaluating

models trained on DR synthetic data and evaluating on real-world data, indicating DR performs

similarly across multiple tasks. Based on our findings, we propose researchers generating new

DR data to focus on the diversity of object of interest poses that would more likely appear in the

target dataset. We also recommend using textures containing complex patterns such as Checker-

board or Zig Zag and using diverse backgrounds from the real-world or photorealistic synthetic

backgrounds.

Our final work presents a novel method for conditionally generating and applying DR

textures by using patches from real-world images that outperform the most commonly used DR

texture randomization method from 13.157 AP to 21.287 AP and 8.950 AP to 19.481 AP in object

detection and semantic segmentation tasks, respectively. We also outperform the best DR texture

randomization method from 16.354 AP to 21.287 AP and 12.771 AP to 19.481 AP on the same

tasks. Readily available real-world images [134] means the patch-based approach is fast, easy to

execute, and does not require decisions on manually defined texture generation routines to artifi-

cially create complex textures to produce DR images. We also propose a further improvement to
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address low texture diversity when using a limited number of real-world images. We do so using a

conditional GAN-based texture generator trained on image patches to increase the texture diversity

and outperform the most commonly applied DR texture randomization method from 13.157 AP

to 20.287 AP and 8.950 AP to 17.636 AP in object detection and semantic segmentation tasks,

respectively. This approach also outperforms the best DR texture randomization method for ob-

ject detection and segmentation tasks from 16.354 AP to 20.287 AP and 12.771 AP to 17.636 AP,

respectively.

1.3 Thesis Outline

The thesis links the four core works above to further our understanding of generating more ap-

plicable texture synthesis techniques for domain randomization. The improved understanding of

textures within Domain Randomization leads to novel methods towards the improved application

and synthesis of textures for domain randomized synthetic data to solve visual scene understanding

tasks.

• Chapter 2 provides essential knowledge regarding synthetic data generation, the importance

of data within ML, and the differences between classical and DL methods for solving visual

scene understanding tasks.

• Chapter 3 is a general literature review for using synthetic data for visual scene understand-

ing. This chapter presents more detail regarding the motivation and challenges for using

synthetic data when using DL techniques. Transfer learning, domain adaptation, and de-

tails regarding domain shift is discussed. An overview of existing literature and methods for

transferring the synthetic to the real world is covered, presenting approaches using solely

synthetic data, a combination of synthetic and real-world data, refined, and procedurally

generated synthetic data.
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• Chapter 4 is a literature review of domain randomization, which presents the general algo-

rithm for synthetic image synthesis, its applications, and the drawbacks of using this ap-

proach when transferring to the real world.

• Chapter 5 is the first body of work that opens with the motivation for the proposed approach.

The method and implementation details follow, with details regarding the data generation

process and experiments following that. The chapter concludes with a discussion of the

results and the conclusion of our findings.

• Chapter 6 presents our second body of work, the SRDR dataset. The chapter opens with

motivations for creating the dataset, comparisons with existing domain randomized datasets,

and the data generation methods. The chapter includes dataset statistics and concludes with

possible use cases for training, testing, and evaluating transfer from synthetic to real, partic-

ularly in cross-domain settings.

• Chapter 7 is the third body of work, which presents the comprehensive study to evaluate

DR’s generalizability and robustness in sim-to-real settings. The chapter presents the prob-

lem definition, followed by detailed experiments surrounding randomization of poses, tex-

tures, and backgrounds in cluttered and occluded scenes with realistic household objects.

The chapter concludes with a discussion of our findings and proposals for researchers gen-

erating new domain randomized data.

• Chapter 8 is our final body of work, which presents a novel method for conditionally gen-

erating and applying domain randomized textures. The chapter opens with the motivation

for the work, followed by the existing techniques currently used. The method section details

implementational and data generation details for the upcoming experiments. Following this,

we detail the experiments conducted and conclude the chapter with our key findings.

• We conclude the thesis with a summary of the work presented, the shortcomings, and high-

lighting the proposed work’s key contributions and future directions.
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1.4 Publications

• M. Ani, H. Basevi and A. Leonardis, "Quantifying the Use of Domain Randomization,"

2020 25th International Conference on Pattern Recognition (ICPR), 2021, pp. 6128-6135. –

Related to Chapter 5 [5].
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Chapter 2

Background

2.1 Synthetic Data Generation

We navigate the world around us in three-dimensions without paying close attention to the intri-

cacies of how light passes through complex materials around us. Elaborate patterns on uniquely

shaped objects and indirect shadows cast leave us oblivious to the intricate physics that occurs

when we observe the world around us. For decades, scientists have made progress in developing

methods for re-creating the world around us using computers. Utilizing a combination of math-

ematical techniques and computer programming, we can represent our three-dimensional world

on our machines. We see these techniques used in various media such as films, video games, or

digital art. Computer graphics has allowed us to create objects that appear, move, and reflect light

off their surfaces, similarly to how we would observe them using our eyes and project them onto

an image plane for us to see on our displays.

To create the synthetic image in Figure 2.3, we must first describe the scene in the form of

parameters passed through the rendering process. These parameters include the 3D geometry of the

objects in the scene, the objects’ positions, lighting information (number of lights and properties),
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textures of the objects (what the object looks like), material properties (describing how a surface

would reflect light), and camera information (where we view the scene). Figure 2.1 depicts the

formation of a recognizable object, starting with 3D coordinates.

Figure 2.1: The illustration is taken from [27], demonstrating the application of textures on a

3D object, given a 3D object with variable name cMesh, and texture map with variable name

cTexture2D. The 3D can is composed of several thousands of vertices and triangles, as shown in

the bottom left. A texture map is an image of fixed size that contains information about an object’s

visual appearance. This texture is stretched over the 3D mesh object to produce a texturized object,

as shown in the top right.

Figure 2.2 is a simple illustration of the process to move from a set of vertices or 3D

points that define the geometry of an object, placement of the camera, and the final textured and

illuminated scene. We have all the information required to automatically label each part of the

generated image because of this process, meaning we now have a synthetic image and an associated

label defining what and where objects are in the image.
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Lighting Position
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Vertex
(X,Y, Z)

EdgeFace

Texture Map
(U,V)

Textured Mesh Model
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Object Position

Scene Description Rendered Scene

+

Camera Position

Figure 2.2: Figure illustrating a sample mesh model, texture map, and textured mesh model on

top, and the process for generating a synthetic scene using a renderer on the bottom. Each mesh is

defined as a set of vertices, edges, and faces which describe the 3D shape of an object. A vertex

is a point in 3D space (X, Y, Z). Each connection between two vertices forms an edge, and each

set of closed edges comprises a face as shown on top. A collection of texture coordinates defines a

mapping from a 2D texture map to the 3D shape, where each texture coordinate is associated with

a vertex on the 3D model. The textured model is seen in the top right. Rendering a synthetic scene

requires a description of where the camera is oriented, the lighting, and the position of the object.

The object is transformed to the camera coordinate system via Rotation and Translation. The final

rendered scene is in the bottom right.
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2.1.1 The Uncanny Valley - Addressing Realism in Synthetic Data

Despite the incredible progress in advancing the state of computer graphics, we can still discern

the difference between real and synthetic (computer-generated) images. Looking at Figure 2.3,

we can see differences in how the textures appear compared to the real-world version. Lighting is

still quite challenging to approximate, and we observe that in Figure 2.3. For example, the mug

appears more brightly lit from the top, or the tuna can seems duller than the real-world version.

Several factors such as the material properties used to describe the object, the number and intensity

of the lights in the scene, and the shading or illumination models - which control how the lighting

behaves when reflecting off of surfaces - can influence the final synthetic image.

(a) Synthetic Image (b) Real-World Image

Figure 2.3: Figure illustrating a synthetic image with a real-world background on the left and the

real-world version on the right from the YCB-M dataset [67]. To generate the scene on the left,

we use information regarding the position and orientation of the camera, positions of illumination

sources, 3D object meshes, their textures, and their positions are needed to match the real-world

scene on the right.

The innate complexity of modeling lighting means utilizing several different methods of

approximating how light interacts with objects in a scene. The simplest of these models operate

at the local level, meaning once a light source reaches the surface of an object and reflects off of
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it, no additional estimates are made to account for the light interacting with objects around it. Ex-

amples include Gouraud, Phong, or Blinn-Phong shading, which are computationally inexpensive

methods for approximating local illumination from a single point source to an object [12, 65, 153].

More complex models for defining illumination exists, for example, ray tracing is a method for

estimating global illumination, where computations are made for light bouncing throughout the

entire scene. Due to an increase in the number of light rays bouncing around the whole scene, the

computational cost is considerably more significant than the simpler local illumination models.

Synthetic images can appear more realistic when deploying more complex lighting approx-

imations; however, the trade-off for more realistic scenes such as ray-traced face models in Figure

2.4 is an increase in the time needed to generate a scene. The more precise the approximation, the

longer it takes to create a single image.

Figure 2.4: Ray-traced illumination used to generate two photorealistic human faces using Unreal

Engine’s MetaHuman [50]. While the process of approximating illumination is more computa-

tionally expensive, the results are more photorealistic. Figure taken from [50].
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2.2 Importance of Data

At the heart of a significant amount of deep learning literature lies data. In computer vision,

large-scale image datasets are pivotal to advancing the field, alongside algorithmic development

and increased computational power in the forms of Graphics Processing Units (GPUs) [179]. The

ideal scenario entails gathering a large-scale dataset that contains a range of data that is well-

represented and reflected in our world. In reality, it is often challenging to put together the desired

dataset.

Imagine a scenario where we would like our self-driving car to autonomously navigate

from point A to point B without human intervention. Scene understanding plays a significant

role in determining what actions the machine should take. Recognizing stop signs, traffic lights,

lane markings, or pedestrians and vehicles is essential to predicting a safe maneuver. However, a

system trained on images captured from multiple angles in a car in sunny California will not behave

similarly to a system trained in the rainy UK. It would be extremely time-consuming to capture

images from various parts of the world under different lighting conditions and during separate

seasons [42, 235]. Additionally, these images have to be manually labeled by humans, denoting

different categories for what is visible in the image at the pixel level. The tremendous financial

cost and time requirements to accomplish this task leave us questioning if there is a more suitable

alternative [151, 193].

We have previously seen that we can use computers to generate scenes such as Figure 2.3,

where we see a synthetic approximation of what the real-world objects appear. Also mentioned was

the bonus of "free" labels due to the method the scenes are generated, meaning in several seconds,

hundreds of images can be generated with annotations of what and where objects are in the scene.

This idea can be exploited to train machines to recognize objects using computer-generated or

synthetic images, as opposed to real-world images. Millions of images and annotations can be

generated at a fraction of the cost, both financially and time, while designing scenes that would

more accurately reflect the world around us. In our autonomous car scenario, a single computer can
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generate the dataset under the different conditions required to function in different environments,

allowing our machine to generalize to unseen conditions.

2.3 Solving Object-Centric Computer Vision Tasks

Computer vision remains an integral part of modern AI systems. We may solve tasks such as pose

estimation, segmentation, or detection to locate objects of interest in a given image. For example,

Figure 2.5 shows a robotic arm that we could use to interact with several household items on a

table. Say we would like to pick up an object and place it to the side; to accomplish this task, the

robot must use the camera images that display the scene. These images are piped through a model

to provide predictions including what objects are visible and an estimate of their pose in 3D space.

The information can be processed to construct a motion plan to move the robotic arm and pick up

the desired object [104].

Traditionally, a multi-step approach which involves feature engineering to extract and se-

lect relevant features in an image manually before using machine learning (ML) or mathematical

models to locate and estimate an object’s pose [146]. The most commonly used algorithms for

identification in traditional computer vision are Scale Invariant Feature Transform (SIFT), Speeded

Up Robust Feature (SURF), Features from Accelerated Segment Test, or Oriented FAST and Ro-

tated BRIEF (ORB) [10, 123, 176]. These algorithms help identify key points in images that are

used to define each visible object. More traditional machine learning techniques are used, such

as Support Vector Machines (SVM) [35], to make the final prediction of an object. It is vital the

features selected best describe a particular object class; this highlights the tedious approach in tra-

ditional methods, where an expert computer vision engineer conducts a demanding trial-and-error

process to ensure the most appropriate features are selected. This difficulty increases as the num-

ber of classes we would like to detect grows, and the manual process must be repeated and verified

for each one.
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Figure 2.5: A robotic arm that can be used to interact with household objects in an environment.

This setup is typical for object-centric tabletop scenes in visual recognition tasks such as object

localization, detection, or segmentation. The objects of interest are the camera’s main focal point

which is attached to the robotic arm.
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Deep learning (DL), a subset of machine learning that has more recently used Neural

Networks with backpropagation, has existed for several years [69, 119, 182]. While the current

state-of-art methods build upon years of extensive research, it is a combination of access to large

amounts of labeled data, algorithmic advances in the field, and increased computational power

propelled into what it is today. In a typical deep learning approach, the process involves gathering

labeled data, forming a hypothesis about possible patterns in a scene, and validating the hypothesis

by comparing the algorithm’s prediction with the real solution [63, 182].

Unlike traditional methods where we have tangible reasons for selecting features, DL’s

black-box nature makes it difficult to interpret why a network used a particular feature. A subfield

exists, which explores interpretability in DL methods, which shows some promising strides taken

towards understanding why a particular outcome occurred [28, 239].

2.3.1 Classical Approaches

Classical approaches to solving object-centric computer vision tasks have relied mainly on expert

experience from a computer vision engineer to use hand-crafted techniques [145]. The pipeline

typically involves using established computer vision techniques to encode various features in an

image. These features are what the practitioner would deem interesting for a particular problem,

such as edges or corners. This step of feature extraction may involve using feature descriptors such

as Scale-Invariant Feature Transform (SIFT) [123], Speeded-Up Robust Features (SURF) [10], or

Binary Robust Independent Elementary Features (BRIEF) [24], which help extract descriptive

keypoints from an image [145].

For example, in solving an object detection task, our goal is to detect where an object

appears in a photo. We first extract keypoints from training images using feature descriptors,

representing relevant features in an image. An example of this is in Figure 2.6. Keypoints alone

would not solve the problem; these methods usually couple with traditional machine learning (ML)
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techniques such as nearest neighbors algorithms or Support-Vector-Machines. During test time,

the keypoints from the training set would be matched against those from the test images using the

nearest neighbor algorithm.

Figure 2.6: SIFT features extracted from the training image on the left, and evaluated on the test

image on the right [123].

The process can become increasingly more involved when certain features are not deemed

to be suitable, the size of the dataset increases, or the number of classes to detect increases. In-

creasing manual intervention is needed to discard features that do not appear to match well during

evaluation [145].

2.3.2 Deep Learning

Deep learning is a subset of machine learning and has recently been established as the dominant

approach for modern AI advancements. The ML or DL algorithm is concerned with the ability to

learn from data. The first step to the process is to ensure we have a "well-posed learning problem"

[139]. A formal definition of what constitutes as a learning problem is defined by Mitchell [139]:

"A computer program is said to learn from experience E with respect to some class of

tasks T and performance measure P, if its performance at tasks in T, as measured by P,
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improves with experience E" - Mitchell [139].

Deep learning follows the same principles and approach as traditional ML. For example,

say we would like to recognize street signs from a set of c possible signs:

1. Starting with a task T that we would like to solve. In this case, our task is classifying what

street sign is visible in a photo as seen in Figure 2.7.

2. Using experience E, where our experience is defined as a collection of images that are labels

containing information about the street sign in the picture.

3. Evaluating the performance P expressed as a percentage of street signs correctly classified.

Figure 2.7: Image taken from Zhu et al. [247] showing a street sign classification task, where each

sign contains a label describing the visible sign. For example, pl20 denotes a speeding limit sign

of 20 Mph [247].

This combination of solving tasks based on some given experience and evaluating its per-

formance is the backbone of modern AI. These algorithms are not restricted to images, and many

tasks involving text or real-valued numbers benefit from using these techniques. Tasks involving

machine translation is commonly used to translate text from one language to another [19]. Regres-

sion is extensively used in robotics for predicting joint positions for robotic manipulation tasks

[104].
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The experience E, can be seen as the data a model can learn from. Broadly speaking, these

set of problems are broken down into 4 main categories:

• Supervised

• Unsupervised

• Semi-Supervised

• Reinforcement Learning

Supervised Learning

Supervised learning is typically a dataset that contains labeled or annotated example. This can be

defined as {(xi, yi)}ni=1. Where xi is a sample from the dataset and yi is the label of the dataset for

n possible examples. In the previous street signs example, this would be a label describing what

the street sign is from c possible cases.

Unsupervised Learning

Unsupervised Learning is defined as learning from data without explicit labels. This can be defined

as {(xi)}ni=1. Where xi is a sample from the dataset. This type of learning algorithm is typically

more suited towards tasks that involve learning features or structure of a given dataset [63]. Exam-

ples include image synthesis, or denoising, where estimating the probability distribution of a given

dataset of experience E is necessary. We also see this employed in tasks where clustering of data

is involved, which is important in several recommendation system tasks [188, 240].
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Semi-Supervised Learning

Semi-Supervised Learning involves learning from a combination of labeled and unlabeled exam-

ples. Typically, these algorithms rely on a small amount of labeled examples and a much larger

set of unlabeled data. The intuition behind this is that despite the large amount of unlabeled ex-

amples provided, there still exists some merit in helping the algorithm produce a better estimate or

prediction.

Reinforcement Learning (RL)

Reinforcement Learning or RL is an atypical approach, where the algorithms exist within an en-

vironment that can perceive states at any given time. For example, assume we would like to build

a machine that could play the game Tetris. The machine can take actions such as moving a piece

across the screen or rotating the piece. At the start, the machine has no knowledge of what the

game is. Different actions can produce different rewards that we assign, such as positive rewards

for clearing a line in Tetris or negative rewards for reaching the top of the screen. The goal of a

reinforcement learning algorithm is to learn a policy. A policy is a function (similar to a model in

supervised learning), that executes an action such as move block and rotate to this position. The

policy will try to maximize the expected average reward.

The final piece of the pipeline is selecting the performance metrics used to evaluate how

well the algorithm is performing at solving a specific task. It is important to note that depending on

the task being solved, the performance measure will differ. For example, when solving an object

detection task, our goal is to detect the region of an image that a particular object exists by typically

drawing a bounding box around the detected object as seen in Figure 2.8. Our performance criteria

would be computing the intersection between our algorithm’s predicted bounding box and the

actual region of interest. This approach differs from a classification task, where we are interested

in how accurate the algorithm is at classifying examples correctly. In this case, the algorithm
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measures error as the proportion of examples where a model produces the wrong prediction [63].

Figure 2.8: Example of an object detection task, where a model was tasked to detect certain classes

from a given image. Image taken from Redmon et al. [165]. The bounding boxes define the

positions of the objects of interest, while the labels “person" and “cat" describe what appears

within the region.

There is an emphasis on generalizing to unseen data, as there is a high degree of certainty

that the model would not have encountered that exact scenario in the training set. For this reason,

we use a separate set of data to evaluate the model’s performance, referred to as the test set. The

test dataset is typically representative of scenarios we would like to solve a particular task but is

not included in the training set as it would bias the accuracy of the model.

Central to most deep learning algorithms is the structure used to learn from examples,

called neural networks. The design lends itself to learn to solve a wide range of tasks dating back

to understanding handwritten digits from [109] in the late 1980s. We see these networks applied

to many problems from visual scene understanding, machine translation, robotic manipulation, or

navigation [139].
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When using neural networks to learn from data, we are essentially attempting to approx-

imate some function f . A classic example would be in a classification task, where our opti-

mal classifier k = f(x), mapping an input x to function f to a class k. A neural network, in

this case, would learn parameters θ to best approximate the function k = f(x; θ) [63]. Fig-

ure 2.9 shows a neural network with several layers, composing a chain of functions forming

f(x) = f (n)(f (n−1)...(f (1)(x))), where n is the number of layers in the network. Deep learning de-

rives from the structures of modern applications of these techniques, where we see the depth of the

models increasing from the early days of LeNet-5’s five-layer architecture [110], and AlexNet’s

eight layers [103], to more recent models such as VGG-16/19 [187] and ResNet-50/152 [71] lay-

ers.

In summary, it is learning the parameters θ that best approximate a function to solve a

task using examples, including discrete or real-valued attributes or a vector containing these. The

ability to generalize to unseen examples is core to solving these tasks. In real-world applications,

it is implausible that we would encounter the same scenario during our training phase, where we

learn to approximate the function.

The approach to deep learning vastly differs from the classical techniques, where additional

manual intervention is needed to oversee the training process. Deep learning eliminates the manual

feature selection and performs the training in an end-to-end fashion, extracting useful features and

patterns as the training process evolves. An example of this is seen in Figure 2.10. Solving

computer vision and robotics tasks using NNs resulted in a widespread increase in accuracy and

lower error rates, although this comes at the cost of training time and computational resources.

When training a VGG-16 model [187], there are approximately 138 million learnable pa-

rameters, which need to be tweaked to approximate a function capable of solving a task. The sheer

size of learnable parameters results in the need for graphical-processing units (GPUs) with large

amounts of RAM depending on the task at hand [187]. The number of learnable parameters also

yields longer training times and consequently results in significant energy use. One of the largest
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Figure 2.9: Example of a basic feed-forward neural network containing five layers. The input

layer is the first layer in the network where the data is first passed through the network. The output

layer is the final layer in the network. In this example, each subsequent layer’s nodes (represented

as circles) are connected to the previous layer’s nodes. This structure is called a fully connected

neural network.
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Figure 2.10: An illustration showing intermediate layer representations taken from [86]. Training

a network end-to-end using a convolutional neural network, resulting in a trained model capable

of producing probabilities of what is visible in the image. The visualizations are the activations of

the network, providing some insights into what the network is learning.

language models, GPT-3, contains 175 billion parameters, costing $4.6 million to train and 355

years on a single cloud instance GPU [19, 113]. While the authors of the work are cognizant of the

energy use, it is worth highlighting the potential impacts of large-scale single-use models while

researching this field [19].
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Chapter 3

Learning From Synthetic Data

Given the immense potential of using synthetic data to solve computer vision and robotics tasks, it

is crucial to understand the current state. This chapter investigates the existing tools for producing

popular synthetic datasets, where these methods are adopted, and future directions in the field.

This chapter also highlights key challenges when using synthetic data and how current strategies

are attempting to solve this. This chapter opens with a common segmentation task to motivate

the importance of synthetic data, in addition to the increase of privacy and reduction in dataset

bias (section 3.1). The challenges with using synthetic data are further elaborated on in Section

3.2.1, which focuses on potential drawbacks when relying on this methodology. Broadly, the use

of synthetic data is split into four categories: learning purely from synthetic data (both offline

and online), using a combination of synthetic and real data, refining synthetic data to appear more

realistic, and procedural synthetic data generation. The state-of-the-art methods for solving the

above are reviewed in section 3.3.
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3.1 Motivation

Task-Based Motivation

The impetus for advancements in the use of synthetic data stems from a real need for large quan-

tities of high-quality annotated data. One notoriously difficult task to solve that typically requires

pixel-level annotations is an instance or semantic segmentation task. Our goal is to individually

label each pixel in an image belonging to a specific class of objects or a specific instance of an

object. Naturally, the task of manually labeling each pixel can seem daunting, especially if there

are many classes in an image and several hundreds of thousands of photos to go through. Despite

using image annotation tools to help speed up the labeling process [136, 148, 189, 209, 212], this

still takes a tremendous amount of time and resources to accomplish.

As humans, we can make mistakes, which manifests in the annotation process. Figure 3.1

and 3.2 shows several examples from the Microsoft COCO: Common Objects in Context dataset

[116]. In Figures 3.1a and 3.1c we see a very similar photo several frames apart, with inconsistent

annotations. In Figure 3.1b, we see the keyboard on the laptop correctly annotated, whereas in

Figure 3.1d, the annotation for the keyboard class is entirely missing. There is a high chance that

these frames were not given to the same person to label, hence the discrepancy. Yet, it does indicate

that this type of issue may arise from tackling the monumental task of annotating 123,287 images

and 886,284 instances for the train/valid dataset in COCO 2017.

Similarly, Figures 3.2b and 3.2d show instances of books that are completely missing, in

addition to the coarse polygonal labels masking multiple instances of the books. This method of

labeling may have a non-trivial influence on the training process of Supervised Learning algorithms

[190, 236]. This dataset is already widely adopted in the industry, and amending these annotations

would likely take a similar amount of time to producing an entirely new one.

A possible solution to generating higher quality annotations for solving this task would
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(a) Image id: 119828 (b) Pixel-level labels

(c) Image id: 209299 (d) Pixel-level labels

Figure 3.1: Inconsistent labeling between similar frames in the MS-COCO dataset. Figure 3.1d

does not contain the class keyboard.
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(a) Image id: 117722 (b) Pixel-level labels

(c) Image id: 537213 (d) Pixel-level labels

Figure 3.2: Missing annotations for the book category in the MS-COCO dataset. Instances of the

books are not labeled consistently in Figures 3.2b and 3.2d.
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be to use synthetic or computer-generated datasets. Doing so allows us to produce millions of

images with their labels at a fraction of the time. Because of the image generation process, we

may include additional information such as depth maps or stereo vision for free. For example, a

sample from the SRDR dataset in Figure 3.3 (presented in chapter 6) displays high-quality dense

pixel-level annotations using this methodology. The initial cost of developing and designing the

datasets required would greatly outweigh the time spent gathering and annotating real-world data.

In contrast, we may never go back to the original RGB images used in the COCO dataset to produce

high-quality depth maps or amend the viewpoints. This makes a strong case for leveraging this

technique, especially in the age of modern AI where additional data generally aids performance

[8].

(a) Synthetic RGB Image (b) Fine, high-quality, dense pixel annotations for se-

mantic segmentation for the RGB scene

Figure 3.3: Sample data from the SRDR data described in Chapter 6 showing clean semantic

segmentation annotations for a synthetic RGB scene.

Privacy and Security

A lesser-discussed theme for the use of synthetic data is the increase in privacy and security of the

datasets used. Exceptionally few people may be aware of how their information is being used to

train modern AI algorithms. This data ranges from automatic facial recognition systems used in
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social media platforms [25], to public datasets used for crowd-counting [77, 242]. The people are

generally unaware of their inclusion in such datasets or inadvertently given consent when using

social media platforms. Synthetic data allows us to ensure the privacy of individuals by creating

data that does not rely on people. Increased awareness of the subject should open up the route

to exploring synthetically generated options to preserve privacy. Alternatives to real-world data

are actively being researched, such as using synthetic humans for both crowd counting and human

pose estimation. The synthetically generated datasets used to train the models are achieving state-

of-the-art performance on real data [211, 216].

Bias and Fairness

Synthetic data also addresses the issue of dataset bias from using datasets that are not diverse

and indicative of modern society. For example, public face datasets are strongly biased towards

White faces, with some nearing 80% being lighter-skinned [76, 105, 120, 130, 135, 213], with

the highest being approximately 95% White in the AgeDB dataset [135, 141]. These datasets also

have skewed distributions for gender and age, resulting in those that do not fall within the dataset

distribution treated unfairly. While researchers are starting to become more aware of the topic, it

is unfortunately evident that some damage has been done by companies not considering dataset

bias. Several works have investigated the commercial use of products involving facial recognition

and concluded additional work is required to address this [20, 164]. Synthetic data would allow

careful consideration into the design and creation of these datasets, ensuring the data we would

use to train our models would be ethical, fair, and not put anyone at a disadvantage.
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3.2 Transfer to Real-World

3.2.1 Difficulty in Transfer

Now that we have discussed some of the benefits of using synthetic data in our training regime,

we turn to investigate some of the potential challenges that arise from using it. To begin, when we

think about training DL algorithms, we usually assume that our training, validation, and test set

would all appear visually similar. In reality, this is oftentimes not the case. For example, Figure 3.4

shows several scenarios where our training samples on the left may appear visually different from

the test samples on the right. Despite sharing similarities or attributes such as a city in Figures

3.4a and 3.4b, or a robotic arm in Figures 3.4c and 3.4d, they still visually differ. If our model

never learns from a city with snow in the image, it may lead to lower performance. This mismatch

between our source domain, the training images, and our target domain, the test images, is referred

to as domain shift.

3.2.2 Domain Shift

There are two factors that relate to the domain shift, the first relating to the differences in the data

distributions themselves. Figure 3.5 shows a t-SNE [124] plot of the second to last layer activations

in a network to visualize features in 2D space. Here we see separations between the source data

distributions in blue and target data distributions in red. This separation highlights the difference in

how the underlying data is different. The second point is that the network could learn and extract

discriminative features from the source domain, leading to the clusters in the plot for the distinct

blue classes. Yet, those learned features from the source domain were not relevant to the target

domain, resulting in a sparse distribution of the data points in the plot.
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(a) Image from the BDD100k dataset in daylight

and clear skies [234]

(b) Image from the BDD100k dataset at night in

snow [234]

(c) Synthetically generated images showing a

robotic arm taken from Bousmalis et al. [15]

(d) Real-world scenarios where the robot must

pick up objects taken from Bousmalis et al. [15]

Figure 3.4: The figure shows an example of domain mismatch in autonomous driving and robotic

manipulation scenarios. We see differences in visual appearance between the training images

on the left and the test images on the right. The autonomous vehicle scenario shows a training

image in bright daylight, while the test image is at night in the snow. The robotics scenario shows

differences in illumination, shadows, object shape, and textures. These differences demonstrate

a domain mismatch between the source (left) and target (right) domains. Images taken from the

BDD100k dataset [234] and from Bousmalis et al. [15].
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Figure 3.5: T-SNE visualization of the activations from the second to last layer of a network [55,

181]. The training and test data differ in how the points are distributed and clustered. Image taken

from [181].

3.2.3 Notations and Definitions

Let us formalize this concept, assuming the notations and definitions used to match the existing

literature [37, 149, 194, 214]. We assume a domain D comprising a feature space X ⊂ Rd for

d-dimensions and marginal probability distribution P (X), where X = {x1, ..., xn} ∈ X . For a

traditional binary classification problem, this means that X is the space of all term vectors, and

X is a specific learning sample. For a task T and feature label space Y , we can view this as

a supervised machine learning task, with an objective function f(·). For a given domain D =

{X , P (X)} we may view the objective function f(·) in a probabilistic viewpoint with conditional

probability distribution P (Y |X). Take a general supervised binary classification machine learning

task T , where we have a sample set X = {x1, ..., xn} from feature space X with associated labels

Y = {y1, ..., yn} from label space Y . Our binary classification task T = {Y , P (Y |X)} is solved

by learning from sample pairs (xi, yi), where xi ∈ X and yi ∈ Y . For the binary classification task,

this means our set of labels (True/False or 0/1) is from Y . Given a new instance of x, the binary

classification objective function f(·) would classify this sample as one of the available labels.

In the traditional machine learning fashion, we assume the source and the target domains
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and tasks to be the same. That is, given a training set with annotated data, our source domainDs =

{X s, P (X)s}. Our test set would therefore be defined as the target domain Dt = {X t, P (X)t}.

Our source and target tasks would be defined as T s = {Ys, P (Y s|Xs)} and T t = {Y t, P (Y t|X t)}

respectively. Suppose Ds = Dt and T s = T t, then we fall into the traditional machine learning

regime, where both the source and target domains match, as well as the source and target tasks.

Where we see models result in poorer performance, is when Dt ̸= Ds or T t ̸= T s. Pan and Yang

[149] categorizes transfer learning (TL) into three groups, starting with TL:

Definition 1 (Transfer Learning) We define transfer learning as the scenario where our source/target

domain do not match, or our source/target tasks do not match. For the following Ds, T s, Dt, and

T t, transfer learning improves f(·) in Dt using information from Ds and T s, in scenarios where

Dt ̸= Ds or T t ̸= T s Pan and Yang [149].

Based on the definition given by Pan and Yang [149], transfer learning can account for ei-

ther differences in the source and target domains, such as data distribution or feature space shifts,

or differences in source and target tasks, such as classifying entirely different classes, or an unbal-

anced number of classes between the source and target tasks.

Definition 2 (Homogeneous Domain Adaptation (DA)) Given a source domainDs = {X s, P (X)s}

and target domainDt = {X t, P (X)t}, with tasks T s = {Ys, P (Y s|Xs)} and T t = {Y t, P (Y t|X t)},

in homogeneous DA the source and target feature spaces are the same X s = Y t, but the marginal

probability distributions differ P (X)s ̸= P (X)t.

Based on definition 2, the examples shown in Figure 3.5 are examples of domain divergence

or domain shift where the source and target domains do not match Dt ̸= Ds when attempting to

solve the same task. In this scenario, models trained on the source domain would perform poorly

when evaluated on the target domain.
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Definition 3 (Heterogeneous Domain Adaptation (DA)) Given a source domainDs = {X s, P (X)s}

and target domainDt = {X t, P (X)t}, with tasks T s = {Ys, P (Y s|Xs)} and T t = {Y t, P (Y t|X t)},

in heterogeneous DA the source and target feature spaces differ X s ̸= Y t, with the possibility of

different dimensions d. i.e ds ̸= dt.

In the case of heterogeneous DA, we may have scenarios where the source and target rep-

resentation are different. For example, our source domain may consist of images, while our target

domain would be text. Regardless of the form of DA, there are several techniques that tackle the

problem in supervised, unsupervised, and semi-supervised fashions.

The role of synthetic data typically falls under the situation where the source and target data

distributions differ when attempting to solve a given task. Despite attempting to solve the same

tasks, with images that may appear visually similar, the underlying data distributions would differ.

For example, Figure 3.6 shows an autonomous driving scenario with samples from the KITTI [57]

and VKITTI [54] datasets.

3.3 Applications of Synthetic Data within Computer Vision and

Robotics

This section provides an overview of the state-of-the-art techniques used to bridge the gap between

synthetic to real-world scenarios in various computer vision and robotics contexts. The focus will

be on visual sim-to-real transfer, with particular attention on using synthetic data in some form in

the process. Broadly speaking, major works’ usage of synthetic data is categorized into four key

areas:

• Using synthetic data only

• A combination of synthetic and real data
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Figure 3.6: Images were taken from Gaidon et al. [54]. The figures show five real-world scenes on

the right from the KITTI dataset [57], and five matched synthetic scenes from the VKITTI dataset

[54] on the left. The matched artificial scenes differ visually from the real-world scenes, such as

the lighting (global illumination appears to light up the entire scene compared to the real-world

images), textures and material properties used on the cars, or softer shadows in reality.
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• Synthetic refinement methods

• Procedural synthetic data generation

Each of the following subsections reviews the most relevant pieces of work that employ such

approaches.

3.3.1 Synthetic Data Only

As discussed in section 3.2, relying purely on synthetic data as the source typically underperforms

when the target data is real-world due to domain shift (Ds ̸= Dt). However, synthetic data has

desirable properties in specific tasks where attaining ground truth annotations in the real world is

challenging. For example, optical flow estimation problems are often complicated to acquire high-

quality ground truth annotations from real-world scenes, resulting in methods adopting synthetic

data as an alternative [7, 21, 129, 133, 223]. Several of these works typically used synthetic data as

a means to benchmark their optical flow algorithms, visual odometry, or evaluating image features

[54, 128, 131].

More recently, access to high-quality simulators allowed researchers to generate higher

quality photorealistic images, shifting the focus from benchmarking existing algorithms to using

synthetic data as part of the training process. Richter et al. [171] presented an approach for us-

ing high-quality pixel-level annotations for solving semantic segmentation using images obtained

from a commercial video game. This work was one of the early adopters of using higher-quality

simulators to train Convolutional Neural Networks (CNNs).

Researchers started exploring other possibilities in which synthetic data could fit a training

regime for solving various tasks. Further works investigated scene understanding [74, 132, 244],

in which large-scale synthetic datasets of indoor scenes were generated. McCormac et al. [132]

discovered that pre-training on synthetic indoor RGB images outperformed relying on pre-trained
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ImageNet weights before solving a downstream task. This finding indicates that features from

synthetic data are still relevant and helpful in solving real-world tasks, despite not matching the

target data distribution.

We also see other studies in human pose estimation, person re-identification, and crowd

counting, seeing benefits from using synthetic data as part of the process [183, 211, 216]. Varol

et al. [211] created the SURREAL dataset, which contains 6 million RGB, depth, and body-part

segmentation annotations using photorealistic rendering from a motion-capture (MoCap) system,

achieving high accuracy when training a body-part segmentation network.

So far, we have discussed several techniques using only synthetic data that relied on incor-

porating high-quality renderings for the data generation process. Intuitively, the hope is to align

closer the data distributions between the source domain Ds and the target domain Dt. In contrast,

Sadeghi and Levine [180] and Tobin et al. [202] introduced a unique method for using synthetic

data as part of the training process called Domain Randomization (DR). In this scenario, simulator

parameters are randomized from a pre-determined probability distribution to sample the param-

eters. The goal here is not to closely align the data distributions between the source and target

domain but to “balloon” the source synthetic data domain to encompass the target data distribu-

tion. The idea of DR is an integral part of the thesis and is further discussed in section 4.

It is worth noting that solely using synthetic data can achieve high accuracy for a particular

task. However, several works have concluded that the addition of some real-world data as part of

the training process typically increases performance [45, 66, 73, 211, 232, 248]. The addition of

the real-world data can be in the form of splitting the training set as a combination of synth+real

[45, 73, 232], or by pre-training on synthetic images and fine-tuning on real images [66, 211, 248].

Although, this does depend on the ability to attain large real-world datasets in the first place, which

might be contrary to the problem researchers are trying to solve.
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3.3.2 Combining Synthetic and Real Data

As discussed in section 3.2, relying purely on real-world data is often challenging, both in terms

of the time required to gather a large-scale, diverse dataset and the time and financial cost of

annotating the data. However, we do see complex tasks solved using this method both in vision

and robotics [13, 84, 112, 175], with the caveat of additional costs. For example, Levine et al.

[112] used a data-driven, deep learning-based approach that utilized 800,000 grasp attempts with

14 robotic manipulators gathered over two months. This large-scale dataset was subsequently used

to train a convolutional neural network (CNN) for grasp prediction. Aside from the costs, these

approaches may be suitable in constrained environments where a robotic arm can operate but may

not be ideal for more open conditions.

Hence, researchers have been adopting methods for combining both real-world and syn-

thetic images for solving various tasks [192, 208, 238]. The approach can function as simply as

placing 3D textured models in mid-air on top of real-world background images, such as Su et al.

[192] for viewpoint estimation, shown in Figure 3.7.

Figure 3.7: Sample training images from Su et al. [192], showing an approach to synthesize syn-

thetic images by placing the 3D models on top of real-world images. A renderer generates synthetic

images by overlaying the 3D models on the left from different viewpoints with random real-world

backgrounds for solving viewpoint estimation.

Other techniques evolved from this approach, such as placing synthetic objects on ran-
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dom real-world backgrounds with additional contextual information such as the work by Dwibedi,

Misra, and Hebert [45] for object instance detection in Figure 3.8. Researchers took this further

by placing synthetic objects more naturally in a scene, using existing predictions for surfaces or

counters to place synthetic items on top of them for solving object detection in indoor scenes.

Figure 3.8: A Process for training a CNN for object instance detection taken from Dwibedi, Misra,

and Hebert [45]. The idea is to place 3D models on real-world background scenes in more natural

positions, such as on the surface of a table, to generate a new synthetic dataset. This synthetic

dataset is used to train an object detection network.

The idea of placing synthetic objects of interest on real-world backgrounds continued to

see use in other tasks such as hand pose estimation, object pose estimation, and semantic segmen-

tation [66, 73, 248]. The approach is quite simple and does not require much implementation time

to increase transfer from synthetic to real. While these approaches tend to improve relative perfor-

mance, they typically see the highest performance when using a combination of synthetic and real,

or an equivalently diverse real data. Varol et al. [211] shows their body part segmentation network

performed best when fine-tuning a synthetic network with real images, indicating the importance
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of having some notion of the target data distribution.

3.4 Refined Synthetic Data

There are several ways synthetic data is generated outside of using existing simulators or renderers

in the generation process, either for synthesizing entirely new images or enhancing the realism

of existing synthetic data. The cost of generating photorealistic images can be computationally

expensive, paving the way for further research that aims to accomplish the goal of transfer without

the costly overhead of traditional rendering. Typically, photorealistic scenes require an expert

understanding of 3D modeling and scene creation, which is usually a manual and time-consuming

process. This process involves designing and placing objects, accurate materials, and lighting in

physically plausible ways, which led to exploring options for enhancing the realism of synthetic

images.

Some of the earlier methods for enhancing realism involved transferring color between

images. For example, a possible use case would be performing color correction on synthetic

images to match colors from a real-world counterpart [156, 166, 229]. While this approach may

not modify the positions of the objects, their geometry, or textures, it can enhance realism by

using colors that visually appear from the real world. The earlier methods typically relied on

statistical analysis to perform image processing on the images, contrary to more modern data-

driven approaches that leverage large datasets.

The introduction of Generative Adversarial Networks (GANs) by Goodfellow et al. [64]

introduced the world to a novel way of estimating generative models in an adversarial manner,

which significantly propelled the field of image synthesis and domain adaptation. The framework

is presented as a minimax game, in which two networks are trained simultaneously, with one

network tasked to produce data (synthetic). In contrast, the other is tasked to predict the probability

a given sample is from the actual dataset (real data) instead of an example from the other network.
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The framework is posed as follows: given a generator G, distribution pg over data x, noise defined

as pz(z), mapping to data space G(z; θg), where θg represents the network’s parameters of G.

Given a discriminator D, a network with parameters θd, the network is defined as D(x; θd). The

goal of the discriminator is to output a scalar denoting the probability x is from the real data and

not a sample from the distribution pg. The objective function as defined by Goodfellow et al. [64]

is as F (G,D):

min
G

max
D
F (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (3.1)

The introduction of GANs leads to several image synthesis techniques based on this ap-

proach, mainly concerned with image-to-image translation, where the goal is to learn a mapping

from an input image to the desired output image [33, 79, 83, 150, 217, 218, 246]. The majority of

these methods use semantic labels to generate photorealistic images using a variation of the GAN

called Conditional GANs (CGAN), where the generator and discriminator are conditioned during

training time by additional information such as class labels. For example, Wang et al. [215] intro-

duced a framework for image-to-image translation using semantic information, allowing to transfer

from semantic descriptions to high-quality images. This approach can involve taking semantic la-

bels from a synthetic dataset and match the real-world’s style while preserving the original input’s

semantics as shown in Figure 3.9.

The general approach is as follows, where I is the guided natural looking image, y is the

image to synthesize using semantic label x and image I : (x, I) 7→ y. As seen in the top of Figure

3.9, I serves the purpose of enforcing a stylistic constraint during the image synthesis process,

where the synthesized images y in the bottom of the figure are stylistically the same. The authors

propose to learn style consistency between pairs of images, either through style consistent or style-

inconsistent pairs. While the works mentioned above use supervised or semi-supervised methods

during the training process, unsupervised image-to-image translation techniques exist while adding

additional cycle consistency constraints [96, 117, 233, 245].
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Figure 3.9: Sample images showing style consistency between real-world images at the top and

semantic label on the left. The generated synthetic scenes at the bottom use the semantic label

on the left and match the style from the real-world images. The generated synthetic images are

style consistent by maintaining similar illumination conditions such as the time of day, the visual

appearance of the roads, and the sky. Image is taken from Wang et al. [215].

Alternative methods for producing synthetic data, as shown by [15, 170, 186] involve cre-

ating datasets that contain synthetic images augmented to resemble the real-world equivalent. The

improved realism of the images would help transfer to the target domain. Shrivastava et al. [186]

designed a method in which annotation information from the refined images are preserved to train

the model for gaze direction prediction. The refined image approach presented by Shrivastava et al.

[186] appears to be robust due to the continuous production of new training data with preserved

annotations, as it would lessen some of the artifacts that we could find in synthetic data. How-

ever, using some of the previous approaches relies heavily on an existing real image training set.

For example, Shrivastava et al. [186] used a large collection of 214,000 real annotated images to

train the network. Similarly, Bousmalis et al. [15] conclude the best results of successful grasps

in a manipulation task on previously unseen objects was a result of an entire dataset comprising

slightly over 9.4 million real-world images, which is extremely expensive and time-consuming to

attain.
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3.5 Procedural Synthetic Data Generation

So far, we have covered techniques for training models purely using synthetic data, combining real

and synthetic data, and refining synthetic scenes using variations of GANs to synthesize photore-

alistic images. However, these methods require some knowledge or understanding regarding the

parameters that need to be tuned to generate the desired output. For example, if we were to gener-

ate synthetic data using a simulator, what would be the best approach for placing cars in the scene?

How would they be positioned in the camera’s perspective? There is still some consideration into

how we may design the scenes before data collection.

Recently, an exciting research direction involves automatically tuning simulator parameters

to a given target data distribution. Take our autonomous vehicle scenario: automatic tuning would

involve learning where to place roads, lane markings, cars, pedestrians, vegetation, and buildings

to create natural-looking scenes resembling the target distribution.

Several methods explore systems of procedurally generating synthetic scenes by directly

optimizing simulator parameters, predominantly using some form of reinforcement learning (RL)

[41, 85, 177, 231]. The techniques involving the procedural generation of synthetic data usually

use a non-differentiable simulator or rendering systems, meaning the gradients must be approx-

imated using alternative methods such as REINFORCE [221]; this is because a given loss with

respect to the simulator parameters θ is non-differentiable.

Ruiz, Schulter, and Chandraker [177] proposed the work “learning to simulate”, which is

an approach that learns to maximize the validation accuracy for a given task based on a set of

simulator parameters. In their work, a policy πω outputs simulator parameters ψ ∼ πω. Based on

parameters ψ, the simulator can be treated as a generative model where G(x, y|ψ), producing data

(x,y) based on parameters ψ. The reward R is determined by the accuracy obtained when training

a task T with the simulated data and evaluated on the validation set. The authors set to maximize

the object below:
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J(ω) = Eψ∼πω[R] (3.2)

The gradients can be obtained for updating ω using REINFORCE:

∇ωJ(ω) = Eψ∼πω [∇ωlog(πω)R(ψ)] (3.3)

The approach adopted by [177] is similar to methods used in several other works that

involve meta-learning [41, 56, 85, 122, 177, 231]. However, using this method can be unstable

due to variance in the learning process, although there are methods to reduce this variance and keep

the bias unchanged [177]. The approaches also treat the entire process as a black-box, including

the data generation portion, and have costly training times due to multiple objective evaluations at

every iteration [11].

Many of these techniques face challenging problems, as the physics simulators and ren-

derers we commonly use are non-differentiable. Behl et al. [11] moves away from REINFORCE

type gradient approximations by proposing a novel differentiable approximation on an objective,

reducing the computational cost of training, and reducing the number of samples needed while

achieving similar accuracies compared to RL-based techniques.

Other alternatives would be to use simulators or renderers that are differentiable such as

Figure 3.10, which highlights the differences between traditional rendering and differentiable ren-

dering. In traditional rendering, the discretization step of rasterization prevents the process from

being differentiable and learned [92, 118]. Using differentiable rendering [91, 114, 118, 143] al-

lows us to learn 3D representations from 2D images and implement the rendering process in a

differentiable way, allowing gradients to be backpropagated through neural networks.
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Figure 3.10: Differentiable rendering overview as presented by Kato et al. [92]. With differen-

tiable rendering, we may compute gradients of some objective function with respect to the scene

parameters and ground-truth in the image on top. Traditional rendering does not allow for the

computation of gradients which is required when using neural networks.
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3.6 Conclusion

This chapter presented an overview of the current state of learning from synthetic data. It intro-

duced the attraction and significant benefits of using synthetic data as part of the training regime,

from pixel-perfect annotations for generally complex and time-consuming annotations to collect,

such as semantic segmentation or depth maps - to the ease, speed, and greater control of parame-

ters to generate the scenes. The added benefit of preserving privacy and increasing fairness while

reducing dataset bias is also an important but overlooked part of using synthetic data in a training

regime.

The chapter covered key concepts within Transfer Learning and Domain Adaptation, high-

lighting key issues to overcome to transfer from synthetic to real. Across a broad range of ap-

plications within computer vision and robotics, we looked at popular approaches for both offline

and online generation of synthetic data, from solely using synthetic data, using a combination of

synthetic and real, refining synthetic data, and procedurally generating them.

While the field is still somewhat nascent, it is quickly developing and adopted across a

wide variety of tasks. Current data-driven approaches will undoubtedly benefit from leveraging

some of these techniques, particularly in scenarios where real-world data collection is daunting.
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Chapter 4

Domain Randomization

In chapter 3 we covered many techniques that attempt to tackle the challenge of bridging the gap

from simulation to real, ranging from solely using synthetic data rendered offline to procedurally

generating the data during the learning process. The thesis is primarily concerned with learn-

ing from simulated data through Domain Randomization (DR). This section will further review a

theoretical framework for DR, how it affects data distributions and the current state of DR.

4.1 Introduction

DR is an exciting approach that has proven to aid in the transfer from synthetic to real in several

tasks, particularly in the field of robotics [15, 127, 147, 180, 195, 201, 202, 205, 219]. Assume

we have a labeled training set of k, where xdr is a DR image, and ydr is the label, {xdri , ydri}ki=1,

and have an objective of solving task T . This task is to be evaluated on a real-world test set of

size n, where xreal is real-world image, and yreal is the label, {xreali , yreali}ni=1. Note from the

definition in section 3.2.2, this resembles a domain shift problem and may treat this discrepancy

between our source and target domain as a domain adaptation problem. Unlike some common
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Figure 4.1: A visual representation of a synthetic and real-world data distribution on top, for ex-

ample, a training dataset of synthetic household tabletop scenes and a test dataset of real-world

household tabletop scenes. When using domain randomization (DR), the synthetic data distribu-

tion is expanded by including some combination of variations in textures, poses, illumination, or

backgrounds. This technique would broaden the data distribution such that a real-world sample

may appear as another variation in the training distribution.

domain adaptation methods, which aim to align the mismatched data distributions closer or define

a mapping function to map one domain to the other, DR is unique.

The main idea behind DR is to generate highly varied datasets by using a simulator g

to randomize a set of parameters θ, to generate labeled DR data {xdri , ydri}ki=1. This process is

repeated k times, resulting in a wide and varied dataset that would be robust to function on the

target data distribution. Figure 4.1 illustrates the differences between several domain adaptation

techniques compared to DR. In this figure, we see that the outcome of applying DR expands the

Ddr domain, such that it may encompass the Dreal domain. DR, therefore, attempts to produce

a large diversity in possible labeled scenes, forcing a given model to be more robust to variation

in settings. In contrast to several domain adaptation methods, DR typically functions purely on

synthetic data and does not require any information from the target domain Dreal.
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4.2 Algorithm

We first see the term DR introduced in the works of Sadeghi and Levine [180] and Tobin et al.

[202] for solving tasks involving object localization and indoor quadrotor collision avoidance us-

ing monocular RGB images. For example, Tobin et al. [202] trained an object detector that maps

a monocular RGB image to Cartesian coordinates for each object trained only on DR data. Al-

gorithm 1 defines the procedure to generating DR data to use for training, assuming access to a

simulator g with simulator parameters θ to generate k samples of labeled data {(xi, yi)}ki=1, where

x is a DR image, and y is the label. The simulator parameters are sampled from a probability

distribution PΘ.

Algorithm 1 DR Algorithm
Input: simulator: g, number of samples: k

Distribution: PΘ

Output: DRdata: {(xi, yi)}ki=1

1: DRdata = {}

2: for {i = 1, ..., k} do

3: sample simulator parameters (eg. textures, backgrounds, objects) θ ∼ PΘ

4: generate labeled DR sample (xi, yi) = g(θ)

5: append sample to DRdata

6: end for

7: DRdata = {(xi, yi)}ki=1

Typically, the simulator parameters θ that we may randomize are some combination of the

following for generating scenes to train task-based networks, resulting in images generated by the

seminal DR work by Tobin et al. [202] in Figure 4.2:

• Textures of all objects

• Background of the scene
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• Number and position of objects of interest

• Number and position of distractor objects (not of interest)

• Number, positions, and intensity of light sources

• Position, orientation, and camera properties for the camera used

• Random noise applied to generated images

Figure 4.2: Samples of DR data from the original DR work by Tobin et al. [202]. Simple geometric

objects are randomized and used as part of the training set for the localization of an object of

interest. Object textures, positions, camera positions, and backgrounds are randomized.

The simulator parameters are typically sampled from a predetermined probability distribu-

tion. However, the existing works that use DR in their training regime usually select a uniform

probability distribution to sample from [202, 237].

4.3 Applications

DR has been widely applied to a variety of tasks as shown in table 4.1, where we see a breakdown

of popular features across the existing literature. This includes the type of task solved, the com-

plexity of objects of interest, defined by simple geometric shapes or more complex shapes used,

and scene complexity - defined by occlusion, distractor objects, multiple classes, or instances.
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Approach Task Object Complexity Scene Complexity

Yan, Tyree, and Kautz [232] Grasping Simple geometric Single object

James, Davison, and Johns [81] Grasping Simple geometric Single object

Sadeghi and Levine [180] Collision avoidance N/A Complex (navigating furniture)

Tobin et al. [201] Grasping Complex Single object

OpenAI et al. [147] Manipulation Simple geometric Single object

Tobin et al. [202] 3D Pose Estimation Simple geometric Single object + distractors

Borrego et al. [14] Object detection Simple geometric Complex - Multiple objects

Tremblay et al. [207] Object detection Complex Complex - Multiple objects

Florence, Manuelli, and Tedrake [52] Grasping Complex Complex - Multiple objects

Bousmalis et al. [15] Grasping Complex Complex - Multiple objects

Pinto et al. [155] Manipulation Simple geometric Single object

Ward, Moghadam, and Hudson [219] Segmentation Complex Single object

Matas, James, and Davison [127] Manipulation Complex Single object

Tremblay et al. [205] 6D Pose Estimation Complex Complex - Multiple objects

Sundermeyer [195] Object detection + pose estimation Complex Complex - Multiple objects

Tremblay et al. [206] Object detection + motion planning Simple geometric Complex - Multiple objects

Zhang et al. [237] Object localization Simple geometric Complex - Multiple objects

Pouyanfar et al. [159] Obstacle avoidance N/A Complex - (urban driving environment)

Table 4.1: Table showing the types of tasks, object complexity, and scene complexity in the current

literature using domain randomization (DR).
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From this table, we see various tasks solved, though a large portion seems to focus on pose

estimation and scene understanding in object detection and segmentation tasks. Earlier works

appear to focus on using more simple geometric shapes, with medium scene complexity, meaning

light occlusion, some usage of distractor objects, and single objects of interest. For example, Tobin

et al. [202] and Tremblay et al. [205] train a model per object of interest to detect, meaning to

solve a complex pose estimation scene with multiple objects, we must instantiate several networks

simultaneously.

The usage of DR quickly expanded to several other tasks [81, 147, 219, 232], including in

works of Borrego et al. [14], where DR was applied to train object detection models, improving

accuracy with limited access to data. Robotic manipulation is commonly being used with DR,

as roboticists typically spend a significant amount of time learning in simulation yet normally

encounter performance issues when transferring to the real-world. We see works ranging from

grasping to in-hand manipulation that uses some form of DR as part of their training set for solving

a task [15, 52, 81, 147, 232].

Moving away from the traditional approach of complete randomization, Prakash et al. [160]

proposed to enforce some structure and context when applying DR, stating the importance of

keeping some semblance of what the target data would be. In their scenario of detecting cars

in the scene, they found it important to position certain objects such as buildings, street signs in

plausible locations, as opposed to complete randomization. This approach of structured domain

randomization appeared to increase performance on their object detection task from 56.8 mAP to

69.6 mAP.

Interestingly, the tasks above were still solvable despite the generated data not resembling

scenarios we would typically encounter in the real world, which may highlight the importance of

sufficient data variation to aid in the transfer from synthetic to real, as we would like the synthetic

source domain to encompass the real-world target domain.
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4.3.1 Variations in Applying DR

When attempting to apply some of these techniques to a new task, how do we ensure that the data

we are creating using DR would help solve our task? Intuitively, we may think that uniformly

sampling all possibilities of textures to apply to meshes of objects in our scene may be wasteful,

resulting in training data that may hinder performance. In the existing literature for solving the

tasks in Table 4.1, there does not appear to be a consistent manner of applying DR techniques, nor

is it clear whether the same technique would work across multiple tasks and generalize in the same

way.

For example, comparing similar tasks from James, Davison, and Johns [81] and Yan, Tyree,

and Kautz [232], the approach to randomization of simulator parameters is quite different. When

solving a grasping task using single, simple geometric objects, the method by Yan, Tyree, and

Kautz [232] randomized only the background using real-world images and the poses of the objects

of interest. Individual textures of the objects and lighting were not randomized. However, the entire

synthetic image is color shifted after replacing the background in the HSV space to accommodate

for the lack of texture and illumination randomization. In contrast, James, Davison, and Johns [81]

used distractor objects, randomized the positions of the camera, lighting, and individual textures of

the objects. Furthermore, individual textures were also generated using random noise by applying

Perlin noise [152]. Table 4.2 highlights differences in approaches to using DR. While there are

common themes such as randomizing textures, camera, and lighting, features such as distractors

or random noise are less prevalent.

This inconsistency is quite apparent when breaking down individual randomization tech-

niques as shown in Table 4.3, where we see commonly applied textures in the literature, one of the

key features to aid in transfer several works highlight the importance of [207]. In this table, we see

a large portion opting to use Flat RGB, simply sampling a value in some color space to apply on

the meshes of objects. Despite the range of possibilities of textures to use, it appears to occur more

frequently than others. However, there is currently no understanding of the most suitable technique
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Approach Textures Background # Objects Object Pose Distractors Camera Random Visual Noise Lighting

Yan, Tyree, and Kautz [232] ✕ ✓ ✕ ✓ ✕ ✕ ✕ ✕

James, Davison, and Johns [81] ✓ (normal distribution) ✓ ✕ ✓ ✓ ✓ ✓ ✓

Sadeghi and Levine [180] ✓ ✓ N/A N/A ✕ ✓ ✕ ✓

Tobin et al. [201] ✓ ✕ ✓ ✓ ✕ ✓ ✕ ✕

OpenAI et al. [147] ✓ ✓ ✕ ✓ ✕ ✓ ✕ ✓

Tobin et al. [202] ✓ ✓ ✓ ✓ ✓ ✓ Gaussian1 ✓

Borrego et al. [14] ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓

Tremblay et al. [207] ✓ ✓ ✓ ✓ ✓ ✓ Gaussian1 ✓

Florence, Manuelli, and Tedrake [52] ✓2 ✓ ✓ ✓ ✕ ✓ ✕ ✓

Bousmalis et al. [15] ✓ ✕ ✓ ✓ ✕ ✓ ✕ ✓

Pinto et al. [155] ✓ ✓ ✕ ✓ ✕ ✓ (restricted) ✕ ✓

Ward, Moghadam, and Hudson [219] ✓ ✓ ✕ ✓ ✕ ✓ (restricted) ✕ ✓ (restricted)

Matas, James, and Davison [127] ✓ ✕ ✕ ✓ ✕ ✓ ✓ ✓

Tremblay et al. [205] ✓ ✓ ✓ ✓ ✓ ✓ ✕ ✓

Sundermeyer [195] ✓2 ✓ ✕ ✓ ✕ ✕ Gaussian1 ✓

Tremblay et al. [206] ✓ ✓ ✕ ✕ ✓ ✓ Gaussian1 ✓

Zhang et al. [237] ✓ ✕ ✓ ✓ ✓ ✓ ✕ ✕

Pouyanfar et al. [159] ✓ ✓ ✓ ✓ ✕ ✓ ✕ ✓

Table 4.2: Table showing the selection of parameters when applying domain randomization (DR)

in the existing literature. The most commonly used techniques are randomizing textures and object

poses.

1 Gaussian noise added as a post-processing step once the images were generated.

2 Applied to the background only.
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for a given task, as the current literature does not provide an extensive comparative analysis on this

issue.

Texture Randomization Techniques [205] [219] [127] [195] [15] [52] [207] [155] [81] [206] [180] [14] [201] [202] [147] [237] [159] [160] [232]

Flat RGB

Gradient RGB

Patterns (Checkerboard)

Patterns (Striped)

Patterns (Other)

Additional Noise (Perlin)

Real Images

Table 4.3: Table showing texture randomization techniques applied in current literature. The heav-

ily favored approach is to use flat RGB textures, in which each texture is a single RGB color

sampled from a predetermined distribution.

4.4 Conclusion

The thesis is motivated by learning purely from synthetic data when applied to real-world scenar-

ios via DR. The appeal of generating vast quantities of annotated data is highly beneficial when

training supervised tasks, particularly in vision tasks, where performance on classification, detec-

tion, and segmentation tasks increases logarithmically based on the size of the datasets used [151,

193]. However, we must still seek ways to overcome the domain shift, as described in Chapter

3.2.2, where we see purely using synthetic data typically underperforms using real-world data.

We have discussed in Chapter 4 how DR can be a quick method for enabling transfer from

synthetic to real, although some open questions remain when using this method. This thesis aims to

address several questions surrounding the use of DR. In this thesis, we focus on the randomization

process around a central theme of using textures within DR. The reasoning for this focus is twofold:

from Table 4.2, we see the top three most commonly applied processes within DR are textures,

followed by object poses, and thirdly illumination.
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Not only is it the most frequently used within DR, but more importantly, recent research

has demonstrated that textures are considered one of the more significant decision criteria when

using convolutional neural networks such as VGG [187], and ResNet50 [71] [1, 16, 58]. Several

works have shown that convolutional neural networks are still capable of classifying texturized

images with a high degree of accuracy, regardless of global object structure [1, 16, 58].

For example, Figure 4.3 shows a figure taken from [16] showing examples of original

images on the left and texturized images on the right. An off-the-shelf VGG-16 model is capable

of achieving high accuracy (90.1% on the unscrambled image compared to 79.4% on the scrambled

image) when solving a classification task, despite a breakdown of global shape in the photos. The

example illustrates that unlike humans, which benefit from global shape information, convolutional

neural networks such as VGG, in this case, focus more on local image features.

Figure 4.3: Sample images taken from Brendel and Bethge [16]. The figure shows original images

to the left and scrambled images to the right. An off-the-shelf VGG-16 [187] model achieves 90%

accuracy on an image classification task evaluated on the original unscrambled images and 79.4%

accuracy on scrambled images. Despite a breakdown in global shape, the model was capable of

yielding good accuracy, indicating that local image features are important.

Another example highlights the poor performance of pre-trained convolutional neural net-

works on ImageNet when classifying object sketches, which preserves shape but removes texture

information [9]. Despite maintaining object shape, the absence of textural information severely

hinders task-based performance.
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The combination of the above studies indicates the importance of textural information when

solving tasks using convolutional neural networks, where local textural information provides suffi-

cient information in the scene and more important than global features such as shape. We envisage

researchers incorporating the key findings from our focus on DR with textures in this thesis into

the broader DR process.

The thesis tackles three main questions around the use of DR for transfer from synthetic to

real:

• What DR techniques would be most suitable for an arbitrary task, and how do we best apply

them?

• Does DR behave similarly across various tasks?

• Are there more suitable approaches to applying DR?

We address each of the questions above in the following chapters, starting with the first

question presented in Chapter 5, which proposes a novel method for selecting more appropriate

DR methods for a given task. Chapter 7 is related to the second question, where we investigate

how DR generalizes across multiple tasks. Finally, an alternative method of producing DR textures

is presented in Chapter 8.
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Chapter 5

QDRNet - Quantifying the use of Domain

Randomization

In this chapter, we present our work 1 [5] titled Quantifying the use of Domain Randomization

(QDRNet). As discussed in Chapter 4, DR provides a method for expanding a synthetic data dis-

tribution to contain a realistic data distribution, as shown in Figure 4.1. The expanded synthetic

data distribution is useful in scenarios where we cannot determine what the realistic data distribu-

tion is, therefore, achieving better performance for a given task when utilizing the synthetic dataset

to train a given task-based model.

However, there is no agreed-upon method for applying various DR techniques for solving a

task. The diversity in ways of applying the different techniques may lead to different performance

depending on how the techniques are applied. We propose a novel approach for ranking DR

1The work presented in this chapter is part of research presented in Ani, Basevi, and Leonardis [5]. Results, figures,

and text from the publication have been reused and adapted for the chapter in this thesis. I designed, programmed,

conducted the experiments, and analyzed the results in the work, along with supervisory support from Dr. Hector

Basevi and Professor Ales Leonardis. I wrote the manuscript presented in [5], with feedback from Dr. Hector Basevi

and Professor Ales Leonardis.
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methods by quantifying the differences in realistic and synthetic data distributions without the cost

of measuring task-based performance.

The chapter opens with the proposed method in Section 5.2, which introduces the problem

formulation and core approach for QDRNet. Section 5.2 also introduces the model architecture

and flow of data through the network. Following this, Section 5.3 presents the algorithm for the

data generation routine used in subsequent experiments. The experimental section comprises of

two sections, the first being experiments conducted in the image space, followed by experiments

conducted in the feature space. The two sections mentioned above are Section 5.4.1 and Section

5.4.2 respectively. The chapter concludes with a discussion of experimental outcomes and key

conclusions from our work.

5.1 Introduction

In Chapter 3, we discussed the immense benefits of using synthetic data to train deep neural net-

works, particularly in supervised deep learning. Scenarios typically time-consuming or challeng-

ing to acquire vast amounts of labeled data can be drastically reduced when using synthetic data.

Take, for example, an urban driving scenario, where we would like a vision system to detect vari-

ous classes such as lanes, pedestrians, buildings, cars, or street signs. While not an exhaustive list,

annotating several millions of frames containing the above information would be extremely costly,

both financially and the amount of time required to acquire dense annotations. Additionally, dataset

diversity is an integral part of the learning process, particularly in urban driving environments [31,

54, 57, 62], requiring us to collect diverse scenes under varying illumination conditions, weather

conditions, or cities. Using synthetic data allows us to gather a diverse labeled dataset faster and

cheaper than collecting images using RGB or RGB-D cameras in the real world.

However, we have previously discussed in Chapter 3 that solely using synthetic data typi-

cally underperforms real-world data due to the domain shift. We also discussed several proposed
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methods for achieving transfer via domain adaptation [75, 115, 154, 186], particularly in the field

of robotics using DR [14, 15, 81, 160, 180, 201, 202, 207, 232]. The key idea behind DR is to

randomize simulator parameters such as the objects, their positions, camera positions, illumina-

tion, and textures. Tobin et al. [202] who were one of the first to coin the term DR, associate this

approach with generating lots of variation during the training process for solving some arbitrary

task, such that during evaluation on real-world images, the samples from the real-world would

encompass some subset of the DR data distribution.

The goal of DR is not to generate data indistinguishable from real-world samples, as would

be the case when applying generative models for synthesizing new data [18, 64, 87, 88, 90, 140].

While the process for randomization of simulator parameters using DR has shown promise [180,

202], it is unclear what particular set of randomizations would be most appropriate for an arbitrary

task. Currently, there is no universal approach for applying the DR routine for solving a task, as

previously shown in Table 4.2 from Chapter 4. For example, some DR methods choose a flat color

such as shades of red, green, or blue as the texture to apply to objects when creating synthetic

scenes, while others use more complex patterns such as checkerboards [14, 52, 155, 195, 219].

The selection of textures plays a crucial role in solving vision tasks using convolutional

neural networks [1, 16, 58], and an unfavorable choice of the texture data distribution to sample

our textures from may lead to worse task-based performance. We address the challenge of selecting

more appropriate DR methods for generating DR synthetic images by introducing an approach for

quantifying the differences between a source and target data distribution. In our scenario, our

source domain would be the DR synthetic data, and the target domain would be realistic datasets.

We achieve this using two statistical distance measures - the Wasserstein and Fréchet In-

ception Distance (FID) - to measure the differences between our source and target data domain in

the image and feature space. Here, we take the image space as a set of RGB images, while the fea-

ture space is defined as the set of extracted features after passing through a feature extractor. In this

work, we propose to measure the difference between the most commonly used texture randomiza-
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tion methods from Table 4.3, and realistic images using real-world equivalent textures. The most

widely applied textures used in this work are non-patterned (Flat RGB, Gradient RGB), patterned

(Checkerboard, Striped, Zig Zag), and additional noise in the form of Perlin noise [152]. Samples

from these textures in the investigation are in Figure 5.1. We investigate currently implemented

textures within the DR literature as shown in Table 4.3. Note from the table that the works that

used additional noise are in the form of Perlin noise [14, 81, 127]. Perlin noise is a noise gener-

ation algorithm commonly used in computer graphics for procedural texture generation [106]. It

is a computationally inexpensive method for generating smooth, intricate patterns such as clouds,

smoke, marble, or water. The bottom row of Figure 5.1 shows the Perlin patterns used in the in-

vestigation, which is based on visually replicating the noise patterns from current works utilizing

this method [14, 81, 127].

Flat RGB

Flat RGB
Perlin

Gradient RGB

Gradient RGB
Perlin

Checkerboard Striped Zig-Zag

Checkerboard
Perlin

Striped
Perlin

Zig-Zag
Perlin

Figure 5.1: Sample textures used to generate domain randomized (DR) data. A combination of

non-complex textures (Flat RGB, Gradient) and complex textures (Checkerboard, Striped, Zig-

Zag, and using Perlin noise [152]) are used to create the data. The textures were selected to cover

the types used in existing DR literature from Table 4.3.

We evaluate each of the commonly used texture DR methods on the same localization task
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and similar architecture to one of the seminal works of DR by Tobin et al. [202]. We show that

patterned textures achieve the highest task-based performance, unlike the most frequently deployed

Flat RGB shown in Table 4.3. We illustrate that the localization task performance, and distance

estimate using Wasserstein and FID in the feature space pre-trained on ImageNet weights, produce

similar rankings in distance estimates and performance.

The main contributions of the chapter are as follows:

• We proposed a novel method to quantify the differences between source DR data and target

realistic data using a small amount of data with neural networks.

• We show that the approach can rank the different DR methods, and the rankings produced

are reflected in final task-based performance. Using the generated rankings for the different

DR methods, we may predict task-based performance without the overhead of task-based

training and find more complex patterned textures are most beneficial when generating DR

synthetic data.

5.2 Method

In this section, we open with the problem formulation for measuring the distance between DR and

non-DR data distributions, and the approach for solving this.

In chapter 4, we looked at how real-world, and synthetic data distributions differ, despite

sharing similar features such as the positions of an object of interest in a scene, object type, or

shared textures. This domain-shift increases the difficulty in ensuring our synthetic dataset per-

forms similarly to an equivalent real-world dataset. DR is an attempt at broadening the synthetic

data distribution such that the real-world may encompass some sub-space within the synthetic data

distribution.
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From Table 4.3, we see that while the approach is quickly being adopted to bridge the

simulation-to-real gap, notably within the robotics community, we see that there does not seem to

be a principled approach for applying this technique. The lack of a clearly established approach

for applying DR motivated an investigation for further understanding and applying DR more effi-

ciently.

Our proposed method measures the statistical distance between commonly used texture DR

and realistic data distributions and ranks the various distances and their performance in a 3D object

localization task. This eliminates the cost of using task-based networks to evaluate the impact of

the texture DR that was applied.

We apply the above method in the image and feature space on various datasets that increase

in complexity. As there are numerous ways to measure the distance between data distributions, we

explore several distance measures in the existing literature. The distance measures investigated are

Jensen-Shannon Divergence (JSD), Wasserstein Distance (WD), and Fréchet Inception Distance

(FID).

5.2.1 Texture Domain Randomization

In this work, we focus on the use of texture randomization, as textures are considered one of the

most important in neural networks, and the most heavily used in robotics DR applications. [14,

15, 52, 58, 81, 127, 147, 155, 159, 180, 195, 201, 202, 206, 207, 219, 237]. We implement all the

methods used in current DR literature in Table 4.3.

For our experiments, we use a custom simulator to perform physics simulation and ren-

dering, which allows us to generate physically plausible scenes, and control rendering parameters

during experimentation. We implemented the texture generation methods shown in Table 4.3 and

can apply the resulting textures, such as those seen in Fig. 5.1, to the objects in scenes. Illumination

is fixed, and object poses are shared across datasets, such that the differentiating factor between
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samples are the textures applied to the objects. Further details about the dataset generation routine

is described in Section 5.3.

5.2.2 Quantifying Distances Between Distributions

Quantifying distances in data distributions is an integral part in several machine learning processes,

particularly in generative models. For example, Variational Auto-Encoders (VAE) [98] and GANs

[6, 64, 68] primary objective is to replicate a given data distribution.

VAEs make use of KL-Divergence in Equation (5.1) to measure the distance between two

continuous probability distributions P and Q.

DKL(P ||Q) =
∫
x

P (x)log

(
P (x)

Q(x)

)
dx (5.1)

We see that DKL = 0 when P (x) = Q(x). As the KL-Divergence is asymmetric, an issue arises

in the instance where Q(x) ≈ 0 and P (x) > 0, as the distance measure may tend to infinity.

The standard GAN [64] makes use of the JSD between Pdata (the original data distribution)

and Pg (the model’s generated distribution), both defined on a compact data space χ.

DJS(Pdata||Pg) =
1

2
DKL

(
Pdata||

Pdata + Pg
2

)
+

1

2
DKL

(
Pg||

Pdata + Pg
2

)
(5.2)

JSD in Equation (5.2) being symmetric and bounded by [0,1] allows for smoother training

for the generative models. However, if the distributions are far apart, the estimate is less mean-

ingful as an indicator for sample quality of a generator G [6]. This is highlighted in the first

implementation of the Wasserstein-GAN (WGAN), in which a correlation between lower error

produced by the Wasserstein metric as a loss function, and better sample quality from a given
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Generator G is seen. [6]. While JSD saturates at ln(2), and continues to improve in the generated

sample quality, it proves to be a less insightful metric on how different such distributions are when

they are sufficiently far apart [6].

The use of WD in Equation (5.3) addresses the issue of JSD being a less meaningful mea-

sure for determining generated sample quality in GANs. Where Π(Pdata, Pg) denote the set of all

joint distributions γ(x, y) with marginals Pdata and Pg

W (Pdata, Pg) = inf
γ∈Π(Pdata,Pg)

E(x,y)∼γ [||x− y||] (5.3)

There are several different ways works have enforced a Lipschitz constraint on the discriminator,

each with varying results. Weight clipping was initially used to enforce the constraint [6], while

others implemented a gradient penalty [68]. How to implement the Lipschitz constraint on the

discriminator still remains an open problem, and in turn, affect how accurate the estimate is. This

prevents direct comparison between the methods that do this differently. Here, we are interested

in ranking the different texture randomization methods.

As we are dealing with unknown distributions when using images and in the feature space,

we estimate JSD, WD, and FID using neural networks from distribution samples. In our experi-

ments, JSD estimation is implemented identically as the standard GAN [64]. We use the same loss

function and discriminator portion, while replacing the generated data fromGwith the randomized

simulated data. In turn, we train the discriminator until optimal to compute the JSD between two

data distributions. The estimate is computed in equation 5.2.

For WD, we use WGAN-GP instead of the original WGAN due to a more robust method of

enforcing Lipschitz-Continuity [6, 68]. Due to the gradient penalty term in WGAN-GP restricting

the norm of the gradient of the discriminator, we expect the implementation to affect the estimate

of the Wasserstein distance, but not affect the ranking (ordering of the different texture randomiza-

tion methods). We use a modified version to replace the generated samples with the randomized
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simulated data [26].

Algorithm 2 Modified WGAN with gradient penalty. We use default values of λ = 10, α =

0.0001, β1 = 0, β2 = 0.9

Require: Gradient penalty coefficient λ, batch size m, Adam optimizer hyperparameters α, β1 =

0, β2 = 0.9, number of iterations n

Require: WGAN-GP critic D and initial parameters ω0, two data distributions Pr as the real-

texture data distribution and Paug as the DR data distribution. Dω(x) is the WGAN-GP critic

with parameters ω and realistic samples x, andDω(x̃) is the WGAN-GP critic with parameters

ω and DR samples x̃

1: for i = 1, ..., n do

2: Sample a batch from realistic data {x}mi=1 ∼ Pr

3: Sample a batch from DR data {x̃}mi=1 ∼ Paug

4: Sample a random number ϵ ∼ U [0, 1]

5: x̂← ϵx+ (1− ϵ)x̃

6: {L}mi=1← Dω(x̃)−Dω(x) + λ(||∇x̃Dω(x̂)||2 − 1)2

7: ω← Adam(∇ω
1
m

∑m
i=1 L(i), ω, α, β1, β2)

8: end for

5.2.3 Image Space

With WD, we use a modified implementation of WGAN-GP [68] and replace the generated sam-

ples with DR samples to the WGAN-GP critic. We use the computed WD to rank the various

texture randomization methods from the lowest to highest distances.

We evaluate this ranking on an object localization task, where the goal is to predict 3D

position of an object of interest using VGG-16 [187]. In the image space, we use the same VGG-

16 architecture implementation found in one of the seminal DR works by Tobin et al. [202].
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5.2.4 Feature Space

Pre-trained backbones are widely available to bootstrap learning for new tasks. The availability of

pre-trained backbones makes it possible to measure the distance between distributions in feature

space from existing networks already trained on a large amount of data. Additionally, FID is reg-

ularly used in generative models to measure the quality of the generated samples compared to the

original distribution. Equation (5.4) shows the computation, where Pr is the real-textured equiv-

alent dataset, with mean and covariance (mr, Cr) and Paug is the augmented domain randomized

synthetic dataset with mean and covariance (maug, Caug). The real-texture or real-textured equiv-

alents are defined as the original textures for the object of interest, for example, using the original

texture of the Cheez-it box as shown in the object of interest at the top of Figure 5.3.

d2((maug, Caug), (mr, Cr)) = ||maug −mr||22 + Tr(Caug + Cr − 2(CaugCr)
1
2 ) (5.4)

We subsequently modify the WGAN-GP’s discriminator to take the input shape of each of

the feature vectors tested. Using FID means we no longer need to train a discriminator to estimate

the distance between distributions. However, FID assumes that the distributions are Gaussian and

must process the entire dataset to estimate the covariance matrices, which can be computationally

expensive for large feature vectors.

In the feature space, we estimate the WD and FID based on features extracted from the

Conv5 block in a ResNet-50 [71] model. Fig. 5.2 shows the ResNet-50 backbone with the Conv5

block, and Fig. 5.3 shows the proposed approach for quantifying the distances between distribu-

tions. When exploring the feature space, we use ResNet-50 as the feature extractor as it is a widely

accepted and robust model for this use case [71].
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Figure 5.2: The localization network using a ResNet-50 backbone to predict the position x, y, z of

the object of interest [71].
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Figure 5.3: The flow of data for QDRNet. Using two data distributions, real-equivalent images

and domain randomized synthetic images, we extract the features using a ResNet-50 network [71].

The extracted feature vectors are passed through a WGAN-GP critic to compute the Wasserstein

distance using the standard loss function. An additional step of dimensionality reduction is used

to reduce computational cost before computing FID.
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5.2.5 Localization Task

To validate the ranking generated by the Wasserstein distance and FID, we train an object detector

to localize an object in a scene in its 3D spatial position, (x, y, z). In the image space, we replicate

the VGG-16 architecture from Tobin et. al. [187, 202] and in the feature space, we use a modified

version of the ResNet-50 [71] architecture, as shown in Fig. 5.2. The standard convolutional layers

are used, with the addition of three fully connected layers. We use the mean squared error (MSE)

loss between the predicted object positions and ground truth using the Adam optimizer [97] with

a learning rate of 1e− 4.

5.3 Data Generation

The data used for the experiments were generated using a custom physics-based rendering engine,

allowing greater control of parameters during experimentation. The following section describes

the data generation routine for the multiple datasets that were used during this work.

First, we generate toy datasets of images of shades of blue, representing our two data dis-

tributions. Subsequently, we develop more complex scenes using objects from the YCB dataset

[23] – a robotics benchmarking dataset that contains real-world household objects and their equiv-

alent mesh models and high-resolution scans. Real-world objects from the YCB dataset is shown

in Figure 5.4 The inclusion of meshes and their real-world texture allows for greater flexibility

of experimental design, as we can directly compare the effects of modifying the original object’s

texture. Below, details the methodology for producing these datasets.
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Figure 5.4: Real-world objects from the YCB dataset taken from [23]. Each of the real-world

objects has a corresponding mesh and high resolution texture associated with it.

First Distribution

Second Distribution

Figure 5.5: Toy dataset sample distributions. The toy dataset is generated by uniformly sampling

Flat RGB colors from two known Gaussian distributions in the HSV color space. The shades of

blue have a fixed hue of 220 and a value of 1, while uniformly sampling for saturation. In this

dataset sample, the saturation for our first distribution P has a mean of 0.3 and std of 0.05, while

our second distribution Q has a mean of 0.65 and std of 0.05. The difference between means in the

two distributions is 0.35.
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5.3.1 Toy Dataset

The toy dataset was created as one of the most simplistic scenarios for applying our method. The

dataset is generated by sampling Flat RGB colors from two known Gaussian distributions, P and Q,

in the HSV color space. The hue is fixed at 220, and a value of 1 while sampling for the saturation.

Our first two datasets set both Gaussian distributions to a mean 0.3 and a standard deviation of

0.05. Following this, we generate additional datasets where we increase the difference in means

by an additional 0.05. For example, if P has a mean of 0.3, Q would have a mean of 0.35 for the

next dataset, then a mean of 0.4 following that, and so on. A sample of the toy dataset is shown in

Figure 5.5. A total of 9,600 images per dataset of size 32x32x3 were generated.

5.3.2 DR Datasets

For the DR datasets, we use a custom Matlab based simulator to render our synthetic scenes.

Camera

Each scene configuration comprises a fixed, stationary camera position at roughly 0.9m from the

center of the table of size 0.6m x 0.6m. The camera intrinsics are modeled after a RealSense d435,

as this would enable us to conduct further experiments in the real-world. The resolution was set to

640x480 and further downsampled to 320x240.

Object and Poses

The experiments use the Cheez-It box as the object of interest, primarily due to the size, shape,

and texture complexity. The shape of the object allows us to create scenes flexibly, ensuring our

dataset consists of a wide range of poses present in a practical robotics-based application. The
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Cheez-it box poses are generated by first Uniformly sampling 6 primary orientations for the box.

These 6 primary orientations are shown in Figure 5.6.

Figure 5.6: Sample Images from the dataset generation routine. Synthetic images of the object of

interest are positioned around the center of the table.

We sample both rotational and translational components from a Gaussian distribution with

µ = 0 and σ = 0.05 m from the center of the table. A histogram of the subset of 5000 images is

in Figure 5.7. These poses are re-used across all experiments to ensure a fair comparison between

datasets and their relevant textures applied.

Illumination

The lighting remains fixed across all scenes and is based on the Phong [153] shading model and is

a combination of ambient, diffuse, and specular illumination. Illumination is from two point lights

sources, one directly above the table and another from the camera’s perspective.
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Figure 5.7: 2D-Histogram showing the x, y positions of the object of interest around the center of

the table. The histogram corresponding to the dataset consists of 5000 samples.

5.3.3 Texture Randomization Routine

The textures applied are derived from commonly used textures in literature. Table 4.3 highlights

the wide range of potential texture randomizations being utilized in this domain. We replicate

all of the texture randomization methods from Table 4.3, and generate a dataset using the above

scene configuration while modifying the textures using their texture coordinates. Figure 5.1 shows

samples from the textures that are applied, and the complete data generation pipeline is outlined in

algorithm 3.
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Algorithm 3 Texture generation routine
Require: Texture to generate t ∈ {Flat, Gradient, Checkerboard, Striped Zig-Zag, Perlin}, size of the texture to gen-

erate (s1, s2), uniform distribution to sample colors U(0, 1), number of textures to generate n

for i = 1, ..., n do

if t = Perlin then

Pnoise = {sin, cos, arcsin, clouds}

pappliedNoise ∼ U(Pnoise)

Apply pappliedNoise to a previously generated texture t

else

Generate blank texture colour1 of size (s1, s2, 3)

Sample (hue, saturation, value) ∼ U(0, 1)

if t = Flat RGB then

Fill blank texture with sampled (hue, saturation, value)

else if t = Gradient RGB, Checkerboard, Zig-Zag, Striped then

Sample (hue2, saturation2, value2) ∼ U(0, 1)

Fill blank texture colour1 with (hue, saturation, value)

Generate blank texture colour2 of size (s1, s2, 3)

Fill blank texture colour2 with (hue2, saturation2, value2)

else if t = Gradient RGB then

Generated texture is interpolation between colour1 and colour2

else if t = Checkerboard RGB then

Sample size of squares sq ∼ U(4, 8)

Generated texture with sq squares with colours colour1 and colour2

else if t = Striped RGB then

Sample number of lines sq ∼ U(3, 8)

Generated texture with ln lines with colours colour1 and colour2

else if t = Zig-Zag RGB then

Sample size of zig-zags zg ∼ U(3, 8)

Generated texture with zg lines with colours colour1 and colour2

end if

end if

end for
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5.3.4 Static Background

The static background dataset consists of a Cheez-It box in various positions around the centre of

the table, with a fixed black background. This is the most simplistic case as the only variation

across scenes are the positions of the box on the table. We generated a total of 20,000 images split

across training/test sets for the two distributions to be measured. Samples of this dataset can be

seen in Figure 5.8

(a) Real texture applied to the meshes on a

static black background

(b) Checkerboard texture applied to the

meshes on a static black background

Figure 5.8: Sample data from the black background dataset. The dataset consists of the real texture

applied to the object of interest on the left and the domain randomized (DR) version on the right.

The black background, table, and illumination are fixed. Object poses and textures are randomized.

5.3.5 Real-world Backgrounds

The realistic backgrounds dataset consists of the same 20,000 images previously generated in

the black background dataset, with the exception of replacing the static backgrounds with each

scene containing a unique real-world image from the NYU Depth V2 dataset [142]. The NYU

Depth V2 dataset is a large-scale dataset of indoor real-world RGB images at a resolution of

640x480. These images were used as a background for this dataset to investigate the influence of
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unique backgrounds per scene. We expect the change in background to force the network to learn

information about the foreground rather than the background. Sample images from this dataset

can be seen in Figure 5.9

(a) Real texture applied to the meshes on

unique real-world backgrounds

(b) Flat RGB texture applied to the meshes

on unique real-world backgrounds

Figure 5.9: Sample data from the real-world backgrounds dataset. The previous black backgrounds

were replaced with real-world images from the NYU Depth V2 dataset [142]. The real texture

versions appear on the left, and the domain randomized (DR) versions are on the right.

5.4 Experiments

This section describes the experiments conducted in the image and feature space. The section

opens with experiments conducted on the toy dataset described in section 5.3.1, where an inves-

tigation on the potential for using statistical distance estimates in the most simplistic case is con-

ducted. Following this, further experiments in the image space using statistical distance estimates

and task on the static background dataset and real-world backgrounds described in sections 5.3.4

and 5.3.5. The section concludes with experiments in the feature space, investigating the influence
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on the features used and quantifying the differences in distributions.

5.4.1 Image Space

Toy Dataset

To evaluate the potential for using statistical measures to rank different textures currently being

used within DR literature, both JSD and WD estimate are explored in a simple scenario. The

dataset used is described in further detail in section 5.3.1. Starting with two known Gaussian

distributions P and Q, where µ = 0.3 and σ = 0.05 for both P and Q such that P = Q. The next

trial fixes distribution P to remain at µ = 0.3 and σ = 0.05, while Q now is defined with µ = 0.35

and σ = 0.05. This separation between P and Q continues 10 additional times, with each trial

increasing the µ of Q by 0.05.

The two statistical distance measures evaluated are JSD and WD. In the case of JSD, the

vanilla GAN is used with the only modification being replacing the generated samples from a

Generator G with image samples from distribution Q from the toy dataset [64]. The same intuition

follows for WD, where WGAN-GP is used to estimate the distance between P andQ, and a similar

modification is made to replace generated samples with image samples from distribution Q [68].

Static Backgrounds

Building from the previous experiment, a more representative dataset of a robotics scenario is

explored, where objects of interest are placed roughly around the center of the table. In this

case, the static backgrounds dataset is used as outlined in section 5.3.4. A similar experiment is

conducted on the images from the static background dataset in the image space. Here, the same

modification for WGAN-GP is used. The critic’s inputs are the real-texture (unmodified) synthetic

images and images from a dataset consisting of one of the aforementioned texture randomization
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methods. The WD estimate is used to measure the difference between the two distributions. The

experiment is repeated for each of the texture randomization methods explored to analyze the

impact of varying the object of interest’s textures.

To evaluate how the above WD estimate for each texture randomization method affects task

performance, an object localization task to predict the object’s 3D position on the table is applied.

After replicating the VGG-16 network architecture from one of the original implementations of

DR [202], the model is trained using the static backgrounds datasets.

Real-world Backgrounds

In some instances, deep learning models are biased towards background appearance rather than the

object of interest [199], particularly when the image is treated holistically, such as in the current

scenario outlined in previous experiments in the image space. To address this concern, the previous

experimental setup using static backgrounds is repeated using real-world backgrounds from the

NYU Depth V2 dataset described in section 5.3.5. The introduction of a unique background per

image in the dataset, would reduce the influence of the background-bias problem.

5.4.2 Feature Space

Deep learning models are commonly bootstrapped using pre-trained weights that are available for a

variety of networks. These pre-trained networks make it possible to quantify the distance between

distributions in the feature space using existing networks that have already been trained on large

amounts of data. We conduct the subsequent experiments in the feature space described in the

following subsection.
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Real-world Backgrounds

Using the feature extractor network’s appropriate features, the previous experiment conducted on

real-world backgrounds in the image space is repeated. This gives a comparison between previous

image space approaches and those in the feature space.

Additionally, FID is computed between the selected features using the method detailed in

section 5.2.4. Given the size of the representation and dataset, directly computing FID on the fea-

tures is computationally expensive. For that reason, an additional step of dimensionality reduction

is performed to reduce computational expense. The dimensionality for the 3, 000 samples is re-

duced using 10 random projections to get the FIDs’ variance, note that this may cause some loss

of information. Each of the datasets used for this method uses the same 10 projection matrices,

ensuring a fair comparison between the different texture randomization methods.

5.5 Results and Discussion

5.5.1 Image Space

Toy Dataset

Starting with the JSD estimate in Figure 5.10a, the plot shows the JSD estimate against the hand-

calculated ground truth estimate computed using Equation 5.2. The JSD estimate using the neural

network appears to follow the ground truth generally. While this is promising and useful for

estimating distances between different distributions in certain scenarios, such as their widespread

usage in GANs, using JSD appears to saturate at ln2 when the two distributions are sufficiently far

apart. In Figure 5.10a, this happens when the difference in the means of the Gaussian distributions

is 0.3 and above. I.e, if the first distribution P = N (µ = 0.3, σ2 = 0.0025) and the second

83



QDRNet - Quantifying the use of Domain Randomization

distribution is Q = N (µ = 0.6, σ2 = 0.0025), using JSD would produce an estimate of ln2 when

the difference in µ for P and Q is µ ≥ 0.3. In scenarios where the two distributions are known

and not fat apart, JSD would be a useful measure for quantifying the differences in distributions.

However, the cases most applicable in this work involves unknown distributions, where it would

not be possible to guarantee a small difference in distances between distributions beforehand.

A possible alternative solution would be using WD to estimate instead. As seen in Figure

5.10b, the plot shows the WD estimate monotonically increasing as the difference in µ between

P and Q continues to increase. This outcome is desirable as the scenarios encountered will pre-

dominantly be unknown distributions, where there are no guarantees the distance between the two

distributions are small. Based on this experiment’s results, it would be clear to rank the distance

between P and Q using the WD estimate. An additional observation is the estimate’s smoothness

across varying the dataset’s size for P and Q. There appears to be less variance in the estimate

when using a toy dataset with at least 1, 000 images for P and Q, respectively. It is worth noting

that despite the higher variance on smaller dataset sizes, the WD estimate is still monotonically

increasing as the distance between P and Q is increased.

Given the nature of the current work, JSD would not be a suitable choice for estimating and

ranking the difference between different distributions. Future utilization would be more complex

than the current toy dataset in use. There may be situations where the JSD estimate would be equal

despite the two distributions being farther apart. A more appropriate approach would be to use the

WD estimate, which monotonically increases as the distance between two distributions increases.

Estimating Distance - Static Backgrounds

The results from increasing the dataset complexity by using the static black backgrounds dataset

to evaluate the use of the WD estimate is seen in Figure 5.11. Here, it is evident that there are three

distinct groupings between the various texture randomizations currently used within the existing

literature. These groupings can be classified as patterned, non-patterned, and significant noise.
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(a) JSD estimates when evaluated on a toy dataset saturates when the distance between distribu-

tions P and Q are sufficiently far apart using the full 9, 600 images sampled from distribution P

and 9, 600 images sampled from distribution Q.

(b) Contrary to JSD, WD estimate monotonically increases as the means used for distribution Q

increases after each trial. The size of the dataset is also examined, and this method of computation

appears to stabilize when using a toy dataset with at least 1, 000 images from each distribution.

Figure 5.10: Comparison of JSD and WD estimates using a toy dataset shows that WD estimate

provides a more practical way of quantifying separations between distributions when they are far

apart.
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Figure 5.11: Figure showing the WD estimate using commonly used texture randomization tech-

niques. We compute the estimate between real-equivalent synthetic and DR synthetic RGB images

with black backgrounds. There are three distinct groupings between patterned (Checkerboard,

Striped, Zig-Zag), non-patterned (Flat RGB and Gradient RGB) and dominant noise (Perlin).

In the case of patterned: checkerboard, striped, and zig-zag appear to result in the lowest

WD estimate when measuring the distance between a randomized texture and the real-equivalent

texture. This alludes to patterned textures being closer to the real-equivalents underlying distribu-

tion. The second grouping involving non-patterned: flat RGB, and gradient RGB, resulted in the

second-highest estimates, while significant noise (all previous patterns with Perlin noise added)

yielded the highest estimates. This means that the non-patterned and significant noise textures are

farther away from the real-equivalent texture.

While the results indicate clear separations in distances between patterned, non-patterned,

and significant noise relative to the real-equivalent distribution, at this stage, it is unclear whether

the various estimates would correlate to higher task-based performance.
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Localization Task - Static Backgrounds

Figure 5.12 presents the results to verify the rankings of patterned, non-patterned, and significant

noise produced by the WD estimate is preserved when solving a localization task using the static

black background dataset.
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Figure 5.12: Figure showing results from a localization task where the model was trained on DR

synthetic images, and evaluated on real-equivalent synthetic images with black backgrounds. The

MSE is between the predicted and ground truth positions of the object on the table.

Despite there being differences in the mean error across the different texture randomiza-

tion methods, the variance of each result is too high to conclude that ranking WD estimates reflect

actual task performance. Based on this, actual task performance in the static black background

behaves similarly regardless of the texture randomization technique applied. One possible expla-

nation for this is there may not be challenging samples existing in the static black background

dataset. Apart from the textures applied to the object of interest, all other variables remain the

same. One possible solution to increase the complexity would be introducing real-world back-

grounds per sample in the dataset. This would ensure that limited background information is used

to identify objects across samples.
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Wasserstein Estimate - Real-world Backgrounds

The same WD estimate experiment is repeated with the distinction of using real-world back-

grounds in the dataset. Figure 5.13 highlights the results from the experiment. Note, the only

difference between the static black background dataset and the real-world dataset is that a unique

real-world image is used for the background.
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Figure 5.13: Figure showing WD estimate for various texture randomization techniques when

operating in the image space. There are no clear separations in randomization techniques in the

image space using real-world backgrounds. We are only able to differentiate between methods

involving non-Perlin and Perlin noise.

Here, there seems to be a less obvious ranking for the texture randomization methods.

There is a distinction between textures with and without noise, though there is a significantly

higher variance for each of the results. The introduction of varying real-world backgrounds, which

would be more representative of challenging scenes in the wild, increased the difficulty in attaining

a clear ranking between the different texture randomization techniques.

The holistic nature of using raw RGB images in this approach may be too complex for

solving this particular problem. Operating on raw RGB images appears to be too high level for

this particular approach, and fine-grained or low-level features extracted via a feature extractor

would be an option.
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5.5.2 Feature Space

Wasserstein Estimate

Using the same real-world background dataset and operating in the feature space using features

extracted from a ResNet-50 using pre-trained ImageNet weights, clearer separations are seen in

Figure 5.14. Unlike the WD estimates seen in Figure 5.13 using the same dataset but operating

in the image space, there is now a clear ranking between the different texture randomization tech-

niques applied to the object of interest. Note that the values between the image space and feature

space experiments are not directly comparable, as the measurement is on different underlying dis-

tributions. It is more important to compare how the two computations in the image and feature

space differ based on the presented rankings.

The clearer rankings indicate the highest estimates are produced by non-patterned textures

(flat RGB, gradient RGB), while the lower estimates result from patterned textures (striped, zig-

zag, checkerboard). In the case of the addition of Perlin noise, it generally appears to lower the WD

estimate of the corresponding texture. For example, both flat RGB and gradient RGB appear to

exceedingly reduce the WD estimate. This appears to suggest that more complex patterns reduces

the distance between the textured and real-equivalent distributions.

However, there are some instances where the addition of Perlin noise increases the esti-

mate. For example, checkerboard Perlin results in a slightly higher estimate than it’s checkerboard

counterpart. Similarly, zig-zag Perlin also follows, resulting in a higher WD estimate than zig-

zag. One possibility is that the addition of significant Perlin noise to existing patterned textures

increases the difficulty in discerning the original texture applied.
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Figure 5.14: WD between real-equivalent and DR synthetic data with backgrounds from NYU V2

dataset [142] when operating in the feature space. The distance is measured using feature vectors

extracted from a ResNet-50 backbone [71]. When working in the feature space, we can more

clearly distinguish between the various texture randomization techniques.
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FID Estimate

In the case of FID, there appears to be a significantly lower variance in the results than the WD

estimate, as seen in Figure 5.15. A similar ranking holds, where patterned textures resulted in

much lower estimates compared to non-patterned.
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Figure 5.15: FID estimates using the real-world background dataset.

The addition of Perlin noise generally lowers the FID estimates in all cases apart from

zig-zag Perlin. The increase in the distance between zig-zag Perlin and the real-equivalent texture

compared to zig-zag is similar to the ranking produced by the WD estimate.

It is worth noting that using FID on the extracted features can be computationally expensive

depending on the feature vector distributions used. In this scenario, an additional step of dimen-

sionality reduction was required to allow the current hardware to compute the FID. This can be

mitigated with a larger RAM capacity to perform the computation more accurately.
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Localization Task

Supporting the previously produced WD and FID estimates ranking via a localization task, Figure

5.16 shows a combined plot of the localization task error, WD, and FID estimates, sorted by the

mean localization task error.
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Figure 5.16: Figure illustrating the comparison of localization task, WD, and FID estimate in

feature space. The values are normalized and sorted by the lowest mean error in the localization

task. The effects of additional noise (Perlin) increase the difficulty in obtaining a clear ranking.

In general, the addition of dominant Perlin noise appears to aid performance, in addition to using

patterned textures.

Based on WD and FID’s produced ranking, there is more apparent evidence of a correlation

between estimating the distance between the texture randomization methods and task-based per-

formance. Generally, as the distance between the real-equivalent texture and applied texture ran-

domization method increases, the localization task error increases. This indicates the importance

of selecting a more favorable texture randomization method closer to the original distribution.
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For example, patterned textures such as zig-zag, striped, and checkerboard yield higher per-

formance than non-patterned counterparts (flat RGB and gradient RGB). Interestingly, flat RGB

results in one of the worst performers, despite being the most commonly used texture random-

ization, as shown in Table 4.3. The selection of flat RGB in the literature may be due to ease of

generation, as these textures can be created relatively quickly programmatically.

There are some instances where the distance measures do not clearly predict task-based

performance, such as Striped or Checkerboard. While we can see a trend that more complex

patterned textures outperform non-complex textures such as Flat RGB or Gradient RGB, we would

have to investigate further the approach on different datasets with other objects of interest. The

additional data to evaluate the method may lead to further insight into how the distance estimates

are related to task-based performance.

Significant Perlin noise is also an interesting scenario, where it appears to aid task-based

performance in all textures, apart from zig-zag Perlin. The addition of Perlin noise is particularly

useful for non-patterned textures when solving the localization task.

For both WD and FID estimates, there is a clear distinction between patterned and non-

patterned textures reflected in task-based performance. A statistical z-test was performed to eval-

uate the statistical significance of the results. A null hypothesis that the mean is equal between

two texture randomization methods at α = 0.05. The z-test results in a p-value < 0.05 for striped

Perlin and zig-zag, and a p-value < 0.001 for the remaining texture randomization pairs.

5.6 Conclusion

This chapter presents a novel method for measuring the differences in data distributions between

a small amount of synthetic and real-equivalent data. Across all commonly selected DR texture

methods, we quantified the differences in the data distributions in the feature space. We found
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clear rankings between patterned and non-patterned textures when ranking methods using both

the Wasserstein and FID estimates against localization-task error. Our findings suggest that a low

estimate using Wasserstein or FID is associated with a lower task-based error.

We demonstrate that by using a more complex patterned texture with a lower Wasserstein

of FID estimate such as Zig Zag, we achieve lower task-based error on a localization task. Gener-

ally, more complex patterns such as textures are more desirable and aid task-based performance.

However, the use of Perlin noise makes it more challenging to obtain a clear ranking, especially

when using FID. The rankings for FID estimates in patterned and non-patterned are comparable,

which could be due to Perlin noise covering the original texture pattern we applied to it.

Our approach is an effective means of predicting final task-based performance with good

agreement using Wasserstein and FID estimates, without the need for the expensive cost of task-

based training and evaluation using a small amount of data. Future work could investigate mixing

different textures with different ratios, for example, using a mix of complex textures or a mix of

complex and non-complex textures. Texture diversity may increase when using such combinations.

In scenarios where comparable complex textures are used, we suspect a similar behavior would

arise to the complex textures that have been explored. However, it would be interesting to see

if a mix of complex and non-complex textures would follow a similar trend when quantifying the

differences between the distributions and the ranking compared to task-based performance. Further

analysis can also be explored in correlating distances between augmentations, which would require

additional datasets of varying scenes and objects of interest.

Our work has so far focused on scenes similar in complexity to several DR works, which

use simple geometric shapes or single objects [81, 127, 147, 155, 201, 202, 219, 232] for solving

a given task. However, in Chapter 4, we have seen that DR is used for solving other vision and

robotics tasks and is unclear as to how the concept translates to different scenarios. For example,

would DR behave similarly when solving pixel-level tasks such as semantic segmentation? Or

how would DR behave in more complex scenes involving multiple object classes, varying levels
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of occlusion, and clutter?

In the following Chapter 6, we present a new DR dataset focused on complex scenes for

solving vision tasks such as pose estimation, object detection, object segmentation, and depth

estimation. The dataset replicates real-world scenes to enable investigations into cross-domain

settings, which allows us to address our second question in the thesis - how DR behaves across

various tasks? Making use of the dataset in Chapter 6, we present our work in the generalizability

of DR across object detection and semantic segmentation tasks in complex scenes in Chapter 7.
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Chapter 6

SRDR Dataset: Sim-to-Real Domain

Randomized dataset for Benchmarking

Tasks in Visual Sim-To-Real Transfer

This chapter presents a new matched synthetic, real, and DR dataset for visual scene understanding

such as object detection, semantic segmentation, or 6D pose estimation called the SRDR dataset.

The SRDR dataset replicates real-world scenes from the YCB-M dataset [67], which contains 20

household objects from the YCB dataset [23]. We replicate all real-world scenes from an Intel

RealSense R200 camera from the YCB-M dataset using the most commonly applied texture DR

methods and combine the replicated scenes with backgrounds with varying visual and composi-

tional complexity levels. Due to the replicated scenes across synthetic, real-world, and DR data,

researchers can use the unique dataset to facilitate cross-domain, training, evaluation, and compar-

ison studies. 6D poses, per-pixel segmentation, 2D and 3D bounding boxes, and depth maps are

provided for each RGB image in the dataset. We use the SRDR dataset for evaluations on detection

and segmentation tasks in Chapters 7 and 8.
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6.1 Introduction

Visual scene understanding in computer vision and robotics typically relies on approaches requir-

ing vast annotated data across multiple object classes. This data can sometimes be laborious to

gather and annotate under different conditions. Synthetic data and DR have been rising in popular-

ity due to the ease and control of generation and freely available annotations. The use is beneficial

in scenarios where acquiring the annotations is more tedious, such as semantic segmentation [22,

54], optical flow [128], or stereo vision [241]. In semantic segmentation, pixel-level labels are

required per object class, which can be time-consuming to annotate, particularly in cluttered and

occluded scenes where it is more challenging to label manually.

Several researchers have been using synthetic data in various ways, where some choose

to use synthetic data solely [171, 211], others using a combination of synthetic and real-world

data [192, 208, 238] or using DR data [81, 147, 180, 202, 232] to train models for solving the

above tasks, and function on real-world data. However, few datasets accommodate the broad use

of synthetic data for a particular problem, such as combining synthetic, real-world, or DR data.

For example, of the most commonly used object-centric synthetic datasets from Table 6.1, none

provide matched real-world scenes and DR versions. In contrast, we have seen urban driving

datasets such as VKITTI by Gaidon et al. [54] which contains matched real-world data from the

KITTI dataset [57], enabling researchers to perform comparative evaluation and training of models

in the autonomous driving settings under different domains.

This chapter introduces the Sim-to-Real Domain Randomized dataset (SRDR) dataset,

a large matched synthetic, real-world, and DR dataset containing 291K frames using realistic

household objects for training and evaluating models for visual scene understanding in vision

and robotics. As shown in Figure 6.1, for each real-world image from the Intel RealSense R200

camera from YCB-M dataset [67], we generate synthetic and DR versions for each texture type

in the current literature and five unique environments. Annotations contain segmentation masks,

depth maps, 6D object pose, and 2D/3D bounding boxes for each object in the scene. Furthermore,
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we expand on the tools provided by To et al. [200] to allow researchers to generate their own DR

datasets using each texture type in the current literature from their existing annotated real-world

datasets. We envisage the dataset as a natural fit for researchers involved in using synthetic data

who are interested in combining data from different domains, using all commonly applied texture

DR methods, and in unique environments. Further examples from the dataset are shown in Figure

6.2.

Alongside the SRDR dataset, we also introduce the SRDR plugin. The SRDR plugin is

a program that extends the software by To et al. [200], which enables the generation of synthetic

scenes using Unreal Engine [49]. The SRDR plugin allows practitioners to finely control the

creation of DR scenes by allowing users to re-create scenes as standard by providing scene de-

scription files to reproduce DR datasets. This plugin would allow users to create scenes such as

those presented in Figure 6.2, which is not a standard feature available in the existing tools.

We outline the main contributions of our dataset below:

• We create a large DR dataset containing 291K frames using realistic household objects that

are widely used in robotics and vision benchmarking [23]. We expand upon the dataset by

Grenzdörffer, Günther, and Hertzberg [67] by taking images from the dataset and generating

DR versions for each texture type in current literature and five unique environments with

varying scene complexity

• To our knowledge, this is the first dataset to contain DR data using the most commonly ap-

plied texture randomization techniques, and matched real-world and real-textured synthetic

data, allowing researchers to perform exhaustive comparisons, evaluation, and training using

DR techniques in current literature, particularly in cross-domain synthetic-to-real settings.

• We built upon the tools from To et al. [200] to enable DR for existing labeled real-world

datasets and provide new tools for researchers to create DR versions of their own real-world

datasets.
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Real-World Synthetic DR Synthetic

Segmentation Masks 3D Bounding Box Depth

Figure 6.1: We created the Sim-to-Real Domain Randomized (SRDR) dataset by taking real-world

images from the YCB-M dataset [67] (top left) and matching 3D household models [23] (e.g.,

gelatin box, cracker box, meat can, and tuna can) to their positions in the real-world. We generated

matched synthetic (top middle) and DR synthetic (top right) versions of the real-world, against

five unique environments. Each scene (real-world, synthetic, or DR synthetic) contains pixel-

wise segmentation of objects of interest (bottom left), 2D/3D bounding box coordinates (bottom

middle), and depth images (bottom right). The camera positions and 3D positions of each object

of interest are also provided.
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(a) Synthetic images (b) DR Synthetic images (c) Real-world images

Figure 6.2: We show sample images from the SRDR dataset displaying synthetic (left column),

DR synthetic (middle column), and real-world images (right column). The DR images use all the

most commonly applied texture randomization techniques in the existing literature and were using

real-world backgrounds from the Active Vision dataset [4].
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6.2 Related Work

This section comprises two parts: the first investigates current synthetic datasets in computer vision

and robotics, the second explores the existing tools used to generate the data.

6.2.1 Datasets

The use of synthetic datasets has grown tremendously since 2016. Table 6.1 summarizes the key

synthetic datasets in use for a wide variety of applications. Yet, despite the increase in popularity of

DR, very few publicly available datasets incorporate this or are limited in scope. For example, the

SIDOD dataset [80] only selects textures from a collection of 7 textures, while the SRDR dataset

contains 10,000 textures per randomization technique. Furthermore, the texture randomizations

are performed only on the distractor objects in the SIDOD dataset. In contrast, the SRDR dataset

provides various combinations of textures ranging from commonly applied DR methods to the

real-textured equivalents depending on the use case.

The FlyingThings3D dataset [128] does provide full texture randomizations for the various

objects from a more extensive collection of procedurally generated images, landscapes, texture-

style photographs from ImageAfter, and photographs from Flickr. However, it is unsuitable for

pose estimation or scene understanding, as the dataset does not have any notion of semantics, as

they are using random labels across objects and scenes. Additionally, the dataset re-uses 200 static

backgrounds, decreasing the background diversity available for solving desired tasks.

During the creation of scenes using SUNCG using the Planner 5D platform [53, 191], users

could select positions of objects and textures to create realistic indoor scenes. However, it does

not employ typical DR textures, nor does it replicate real-world settings, which the SRDR dataset

provides. While there are synthetic datasets that do reproduce real-world scenes that are useful for

solving scene understanding, such as the VKITTI or VKITTI 2 dataset [54, 57], the dataset does
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SIDOD [80]
Pose Estimation

Scene Understanding
YCB Household 21 122k 3 ✕ ✓ 1 ✓ ✓ ✓ ✓ ✓ ✓

Falling Things (FAT) [204]
Pose Estimation

Scene Understanding
YCB Household 21 60k 3 ✕ ✕ ✓ ✓ ✓ ✓ ✓ ✓

ObjectSynth [74]
Pose Estimation

Scene Understanding

RU-APC

LineMod
Household 15 & 14 2 400k 6 ✕ ✕ ✕ ✓ ✓ ✓ ✓ ✓

FlyingThings3D [128] Optical Flow ShapeNet Various 20 39K 200 ✕ ✓ ✕ ✕ ✕ ✕ ✕ ✕

SceneNet RGB-D [132] Scene Understanding ShapeNet Indoor Scenes Varies 5M 57 ✕ ✕ ✕ ✕ ✕ ✓ ✓ ✓

SUNCG [191]
Scene Understanding

Indoor Navigation
SUNCG Indoor Scenes Varies (10 classes) 40k Varies ✕ ✓ ✕ ✓ ✓ ✓ ✓ ✓

SRDR Dataset
Pose Estimation

Scene Understanding
YCB Household 20 291k 5 ✓ 4 ✓ ✓ 3 ✓ ✓ ✓ ✓ ✓

Table 6.1: Table showing related object-centric synthetic datasets. The SRDR dataset is high-

lighted in bold.

1 Only distractor objects are texture randomized from a selection of 7 textures.

2 15 objects are from LineMod dataset, and 14 from Rutgers APC (RU-APC) [169].

3 Distractors are in the form of background objects from different categories.

4 SRDR dataset replicates scenes from the YCB-M [67] dataset using RealSense camera.
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not use DR on object instances and instead replicates data from the KITTI dataset under various

conditions such as varying the weather. A primary motive for the SRDR dataset and plugin is to

consolidate a collection of commonly applied DR methods, unique backgrounds, and incorporate

real-world scenes to answer research questions.

6.2.2 Simulators

Many different software packages enable researchers to generate high-quality data for various pur-

poses, as shown in Table 6.2. More recently, game engines such as Unreal Engine [49] or Unity

Game Engine [197] are used as a starting point for further developing tools to generate desired

data [22, 44, 204]. Modern game engines reduce the complexity towards the creation of photoreal-

istic scenes, more recently with the use of ray-traced illumination and physically based rendering.

Comparable to robotics and vision simulators such as PyBullet [36] or Gazebo [100], game engines

also incorporate physics engines to enable physically plausible scenes, with a bonus of increased

visual realism compared to traditional robotics simulators. This added bonus means the quality of

the synthetic data has dramatically improved in recent years, as evident by the photorealism im-

provement between VKITTI [54] and VKITTI 2 [22]. While realism plays a part in transfer from

synthetic to real, DR has demonstrated that highly photorealistic scenes are not the only solution

to bridge the domain gap.

There is an increase in available tools for generating DR data [82, 125, 144, 204], allowing

researchers to develop highly randomized scenes for use as training data. Typically, these tools

provide a multitude of features such as high-quality annotations, randomization of parameters

such as camera, textures, illumination, or object poses. However, some are limited in the scope

of their usage. For example, Maciek Chociej [125] provides a flexible randomization routine to

generate high-quality data that is based on the Unity Game Engine, although it is strictly used

for in-hand manipulation with a single cube. Other simulators provide the ability to create more

tailored scenes, such as Isaac Sim [144], which also includes real-time ray tracing and path tracing
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to generate highly realistic scenes, as well as a domain randomization routine. A typical sample

scene using DR is in Figure 6.3.

Figure 6.3: Sample Image taken from NVIDIA Isaac Sim [144]. Parameters to render the scene

are randomized and non-reproducible.

While the existing tools do provide a way for creating highly randomized DR scenes [82,

125, 144, 204], one drawback is the ability to create reproducible DR scenes out-of-box. All

existing tools require additional modifications to enable to re-create DR scenes, making it more

difficult to disentangle various features when analyzing the effects of DR. The SRDR plugin helps

in the ability to re-create scenes as standard by providing scene description files to reproduce DR

datasets. This feature allows the generation of scenes such as Figure 6.2, which would not be

readily available without extending the existing tools.

6.3 The SRDR Dataset

As previously introduced, the SRDR dataset replicates 31 real-world scenes from the YCB-M

dataset, replicating images captured by the Intel RealSense R-200 camera. For each of the 31

scenes, ten different DR texture randomizations are applied from commonly used textures in lit-

erature. Examples of these textures are in Figure 5.1 from Chapter 5. Furthermore, five different
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background environments are applied for each of the ten different texture randomizations used,

ranging from synthetic, real-world scenes. The SRDR dataset includes 291k synthetic frames,

making it one of the larger DR object-centric dataset available, with annotations such as 2D, 3D

bounding boxes, segmentation masks, 6D pose, and object visibility. Since the dataset specifically

replicates scenes from the RealSense R-200 camera from the YCB-M dataset [67], researchers can

also use the real-world images from the YCB-M dataset in conjunction with the SRDR dataset for

cross-domain investigations.

The plugin intends to eliminate the additional programming required to replicate scenes

using existing simulators. The plugin easily allows reproducing real-world settings by providing

a scene description file to generate the data. Unlike the existing software to create synthetic data,

no additional programming is required beyond the initial scene description files; meaning scene

replication is functional out of the box. While the current SRDR dataset uses mesh models from

the YCB dataset, researchers can use different meshes to replicate their scenes.

As the SRDR plugin extends software by To et al. [200], the annotation files generated by

the original program allows cross-compatibility between other datasets such as the FAT, SIDOD,

and all real-world scenes from the YCB-M dataset, meaning the same data processing steps can be

used when combining various synthetic and real-world sources.

Unlike the original software by To et al. [200], the SRDR plugin can place actors into a

scene based on a scene description file. These scene actors can include the object models, camera,

or illumination positions, all with the desired randomization techniques. Of the commonly applied

texture DR methods, only RGB and Gradient RGB is supported by the original software by To

et al. [200], limiting researchers on the types of textures researchers may use out of the box.
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6.3.1 Data Generation

This section discusses the data generation routine for replicating scenes from the YCB-M dataset,

how we generated the textures, the selection of backgrounds for the synthetic scenes, and how we

approximated illumination.

Texture Generation

The textures applied to the object meshes from the YCB dataset are based on existing works from

Table 4.3. In Chapter 5, we saw measurable differences in task-based performance when using

various DR techniques. For this reason, all ten different DR texture randomization techniques are

incorporated in the SRDR dataset and include the original real-world equivalent synthetic textures.

Samples from the different textures used for the various objects are seen in Figure 5.1 from Chapter

5.

Backgrounds used

There are several reasons for using various environments in the SRDR dataset. First and foremost,

using distinct backgrounds increases the variety in the dataset, which is generally helpful when

training DNNs. A second reason is that diverse environments can help answer different research

questions. For example, how useful is using real-world backgrounds compared to synthetic back-

grounds? Or do highly cluttered environments significantly reduce task-based performance? Or

would varying degrees of synthetic realism influence task-based performance?

For this reason, five different environments are used in the SRDR dataset. The datasets

used are real-world backgrounds from indoor scenes from the Active-Vision dataset [4], real-world

backgrounds of a table surface from the IRLab, a photorealistic indoor scenes dataset [244], a

highly cluttered photorealistic indoor scenes dataset [74], and a non-photorealistic synthetic dataset
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[132]. Samples from these datasets using the same scene configurations and real-world equivalent

textures are in Figures 6.4 through 6.8.

Due to the inclusion of several different backgrounds, including real-world scenes, it is

unsuitable for rendering the desired variations in-engine. The properties that are important such

as real-world images, would be lost if we created and designed environments in the game engine.

For this reason, the backgrounds are replaced by using the object masks to replace the background

category with pixels from the selected background dataset. It is worth noting that this introduces

some limitations, such as shadows not being cast on the backgrounds themselves. However, re-

placing image backgrounds does still achieve transfer from synthetic to real as demonstrated by

existing literature [45, 192].

Figure 6.4: Sample training images using backgrounds from the Active-Vision dataset [4].
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Figure 6.5: Sample training images using backgrounds from the Structured3D dataset [244].
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Figure 6.6: Sample training images using backgrounds from the IRLab.
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Figure 6.7: Sample training images using backgrounds from the Photorealistic dataset [74].
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Figure 6.8: Sample training images using backgrounds from the Scenenet dataset [132].
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Illumination

The illumination used in the SRDR dataset is manually placed by visually inspecting and tweaking

one to five point light sources for each of the 31 scenes, as the YCB-M dataset does not provide

illumination information. Intensity, light color, and radius of the point sources are manually ad-

justed for each scene configuration, attempting to match the real-world settings. Approximating

the location of the light sources from real-world scenes is challenging. Alternatives can further

improve this manual approach by trying to optimize the lighting positions for each scene using dif-

ferentiable rendering. However, there would be trade-offs, particularly in creating more complex

scenes with multiple objects, which would require additional computational power and introduces

an auxiliary optimization problem when attempting to generate scenes.

Ground Truth Annotations

As the SRDR dataset replicates the YCB-M scenes, the original annotations from that dataset

were used as the basis for placing the objects and cameras in the desired positions. Grenzdörffer,

Günther, and Hertzberg [67] used a semi-automatic approach to gather the real-world image an-

notations, which involved labeling 6DoF poses of all objects in relation to a fixed reference frame

defined by a border of fiducial markers, specifically ArUco markers. Grenzdörffer, Günther, and

Hertzberg [67] generated initial guesses of object poses by using PoseCNN [228], then manually

refining the guesses to remove false positives and missing objects. Due to this approach, there may

still be some flaws in the original annotations produced by Grenzdörffer, Günther, and Hertzberg

[67], which would subsequently be reproduced in the SRDR dataset. Some examples of imperfect

annotations are in Figure 6.9.
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(a) Cracker Box and Scissors (b) Large Clamp

(c) Banana (d) Mustard Bottle

Figure 6.9: Sample annotations from the YCB-M dataset highlighting misaligned segmentation

masks and bounding boxes. Grenzdörffer, Günther, and Hertzberg [67] use ArUco markers and

generated initial guesses of object poses by using PoseCNN [228], then manually refining the

guesses to remove false positives and missing objects. Despite the manual cleanup, there are still

some imperfections such as Figure 6.9c, which has the segmentation mask slightly rotated relative

to the original position of the object. Similarly, Figure 6.9b shows the large clamp bounding box

and segmentation mask shifted to the left.
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6.3.2 Testing

There are several ways researchers may use the SRDR dataset as part of their training regime to

answer different research questions. Because of how the dataset is generated, one possible way of

splitting the training and test set would be to hold out specific scenes from the available 31 as part

of the test set, still allowing for each object instance to roughly be uniformly represented in the

training and test sets. Another possible way would be to hold out environments from the training

and test sets, for example, holding a single environment for testing and training on the remaining

datasets. Due to the various DR techniques applied, researchers may choose to train on specific

DR methods while testing real-textured equivalents. Finally, a combination of synthetic and real

training images may comprise the training set while evaluating on a held-out real-world test set.

The SRDR dataset is flexible in answering questions regarding domain adaptation. It is beneficial

in assessing cross-domain investigations due to scene replication in a real-world object-centric

setting.

6.3.3 Dataset Statistics

This section shows the statistics of the SRDR dataset, including distributions of object instances

across all frames in the dataset, as well as samples from individual object statistics showing visi-

bility and its centroid within the RGB images.

The number of visible objects for any given frame, where 0% is defined as fully occluded,

and 100% as full visible, is shown in Figure 6.10. We generally see between four to six objects

for any given frame in the SRDR dataset, with a few highly cluttered scenes containing seven or

eight objects, and similarly with three objects. The dataset would mostly be useful in scenarios

investigating low to medium cluttered scenes, as these are the most common number of objects in

the frames in the dataset.
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Figure 6.10: Figure showing the distribution of the number of objects per frame across the SRDR

dataset. SRDR most commonly contains scenes with four to six objects.

In Figure 6.11, we see the total number of object instances across the entire SRDR dataset

for all 20 classes. The most transparent bars highlights the number of objects that are greater than

25% visible across the entire dataset, while the second most transparent bar shows objects that are

greater than 75% visible. The number of highly occluded instances are shown as solid bars, with

less than 25% of those instances visible in a given frame. As shown, the objects are generally

uniformly represented in the dataset, with a number of objects such as the power drill, mustard

bottle, and foam brick occurring more frequently. Some smaller objects such as the scissors,

In Figure 6.12, we show the distributions for visibility for a subset of four objects of varying

sizes, the smallest of the subset being the scissors, and increasing in size, to the banana, cracker

box, and the pitcher. Here, we see that a majority of the frames for some of the smaller to medium

sized objects such as the scissors, banana, and cracker box, have a majority of their frames being

moderately visible (greater than 75% visibility). Although some of the smaller objects such as the

scissors and banana, are more likely to be occluded due to their size. Similarly, the pitcher being
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Figure 6.11: Figure showing the total number of object instances across the SRDR dataset. The

most transparent bars highlight the number of objects greater than 25% visible, while the second

most transparent bar shows objects that are more than 75% visible. Objects that are highly occluded

(less than 25% visible) are solid bars.
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the largest of the objects is more often to not be fully visible in the entire frame, also due to it’s

size.

In Figure 6.13, the same subset as in Figure 6.12 is shown, with each object’s position in

the exported RGB frame is presented. Generally, the objects are placed around the centre of the

frame, forming a rough Gaussian centred around the middle of the image. Although some objects

such as the scissors or cracker box appear more often on either sides of the frame. This is similar

to the other classes in the dataset.

6.4 Conclusion

In this chapter, we introduced a new DR focused dataset called the SRDR dataset, one of the larger

DR datasets currently available. The dataset is in a unique position to probe questions surrounding

using DR in both robotics and computer vision, as it provides rich annotations for solving tasks

in pose estimation depth estimation, and scene understanding using a wide variety of commonly

applied DR techniques. The dataset replicates real-world scenarios from 31 scenes of various

complexities, allowing researchers to incorporate synthetic, DR synthetic, and real-world images

for cross-domain applications. The scenes range from various complexities including a range of

visible objects, occlussion, and cluttered scenes. Additionally, the SRDR plugin can be used as

an out-of-the-box software for replicating real-world scenes using scene description files, allowing

greater flexibility outside of the YCB objects currently in use.
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Figure 6.12: Visibility across all frames for a subset of four objects varying in shape and size.
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(c) Cracker Box
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Figure 6.13: Position of object centroids across all frames for a subset of four objects varying in

shape and size.
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Chapter 7

Generalizability of DR for Multi-Tasks

This chapter explores DR’s generalizability across multiple tasks for transfer from synthetic to

complex real-world scenes. Currently, DR is used in several computer vision and robotics tasks

[14, 52, 81, 147, 159, 180, 201, 202, 206, 207, 232]. However, current literature does not appear

to agree on a preferred method for performing DR when solving a particular task. For example,

would using a particular type of texture result in higher task-based accuracy when solving object

localization than object detection? Additionally, a large portion of DR’s use cases is with geometric

primitive object shapes, which are simple geometric shapes such as a sphere, cylinder, cube, cone,

or pyramid [14, 81, 147, 155, 201, 206, 232, 237]. The use of simple geometric shapes simplifies

the problem. These shapes are typically rotationally invariant, meaning their visual appearance

would not differ drastically from various viewpoints and may require fewer data to solve.

Furthermore, some researchers solve tasks involving a single object of interest [81, 147,

155, 201, 232], which removes another critical challenge in computer vision - addressing intra-

class variability. For example, boxes can come in various shapes and sizes, such as a cereal box

being larger than a pudding box. It is unclear how DR would perform in scenes of increased

complexity arising from multiple objects of interest, increased object geometry complexity, and

increased clutter. Recent work has attempted to benchmark DR for sim-to-real transfer for pose

121



Generalizability of DR for Multi-Tasks

estimation and found that increased photorealism in the synthetic training data, distractor objects,

and randomization of textures played a crucial role in aiding transfer from sim-to-real [3]. It is

important to note that the investigation used simple geometric shapes (cube, prism, hexagon, and

triangular prism), a single object of interest, and no occlusion (object of interest is always visible).

As examined in Chapter 5, and echoed by the results by Alghonaim and Johns [3], the

selection of texture randomization influences final task-based performance in an object localiza-

tion task [5]. Here, we find that the use of more complex patterned textures generally increases

task-based performance. For example, using a checkerboard pattern instead of the most widely

applied texture randomization technique using flat shades of colors resulted in higher task-based

performance.

Two open questions remain regarding the use of DR for transfer from sim-to-real in com-

plex scenes involving multiple objects of interest, increased object geometric complexity, and

occluded/ cluttered scenes. What are the design choices when attempting to solve some arbitrary

task in complex scenes, and are the design choices influenced by the task at hand? For example,

would the same DR approach for objection detection perform similarly to semantic segmentation?

Would we have to alter the DR design choices when solving tasks involving multiple objects and

increased occlusion/ clutter?

This work investigates the influence of commonly selected DR choices across multiple

tasks. We study poses, backgrounds, and object textures in complex sim-to-real settings. The

tasks investigated are object detection and semantic segmentation, as these remain complex tasks

in real-world robotics and computer vision applications. The work involves analyzing the selection

of pre-trained weights, the influence of object poses, the selection and type of backgrounds, and

the texture randomization technique for objects of interest in complex scenes.

The chapter opens with the problem formulation and the proposed approach for investigat-

ing this using the appropriate networks. Next, the real-world dataset and synthetic dataset gen-

eration routines are defined, wherein a similar fashion to chapter 4, several synthetic datasets are
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created to evaluate the impact of a current choice of a parameter such as the poses, backgrounds,

or textures used. The experimental section details the setup for the choice of the parameter being

investigated, outcomes for each. The chapter concludes with a discussion summarizing the key

findings and suggestions for using DR for multiple tasks.

We outline our contributions below:

• In this work, we perform a comprehensive study to evaluate DR’s generalizability and ro-

bustness in sim-to-real settings by randomizing poses, textures, and backgrounds in cluttered

and occluded scenes using realistic household objects [23] for object detection and semantic

segmentation.

• We find that the performance ranking is largely similar across the two tasks when evaluat-

ing models trained on DR synthetic data and evaluating on real-world data, indicating DR

performs similarly across multiple tasks.

• Our findings indicate that training a single Mask-RCNN network to solve detection and

segmentation tasks in complex scene configurations using DR data with 20 object classes

does not work well when evaluating the model on real-world images.

• Based on our findings, we advise the following design choices when utilizing DR for com-

plex scenes:

– We propose researchers developing new DR data to focus on the diversity of poses for

an object of interest that would more likely appear in the target setting (e.g., using a

normal distribution centered around the middle of a table for countertop scenes).

– Using textures containing complex patterns such as Checkerboard or Zig Zag.

– Using a robust set of backgrounds from the real-world, or photorealistic synthetic back-

grounds.
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7.1 Method

This work is primarily concerned with investigating the generalizability of DR across multiple

tasks. In this section, the problem definition that is shared across numerous experiments and

evaluation metrics are defined.

7.1.1 Problem Definition

The goal of the experiments in this chapter is to learn how DR generalizes when we train a model

for solving multiple tasks: object detection and semantic segmentation. This goal would guide

researchers towards fundamental design choices for future DR work in complex scenes. Object

detection aims to classify individual objects in an RGB image and localize them using tight 2D

bounding boxes. With semantic segmentation, the task is to classify individual pixels of an RGB

image to a fixed set of available classes without considering separate instances of a particular

object.

Note in Table 4.1 that DR researchers use DR in a wide variety of tasks within computer

vision and robotics. From this table, we select two challenging tasks to investigate the gener-

alizability of DR across multiple tasks, specifically object detection and semantic segmentation.

From Table 4.1 we see a large portion of the tasks solved involve grasping and object manipulation.

However, detection and segmentation tasks typically serve as a backbone for solving a downstream

task, such as in work by Sundermeyer [195], where they first detected an object with a 2D object

detector, cropped the region of interest, then performed 6D pose estimation on the resulting image.

Similarly, this occurs in 6D pose estimation tasks without using depth information, where we may

want first to use detection or segmentation to locate an object of interest in 2D before solving the

task at hand [94, 162, 198, 228]. The tasks are inherently challenging as they must solve several

subtasks before reaching the goal. For example, we must first classify and localize an object of

interest in an image with object detection.
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7.1.2 Network Architecture

Several different networks and algorithms are commonly used for solving object detection [60, 72,

165, 168] and segmentation tasks [32, 71, 72, 137, 243]. For this Chapter, we use Mask-RCNN

due to its robustness, high accuracy, and it has proven to be effective in the current literature

[72]. Mask-RCNN combines losses for the predicted class, bounding box coordinates, and the

segmentation mask, meaning a single network trains all of them jointly, reducing the possibility

of performance discrepancies that may arise from hyperparameter selection or architecture when

training across multiple networks. The model architecture used and training scripts were adapted

from Wu et al. [222] using Mask-RCNN with ResNet-50-C4 backbone as the feature extractor,

where the features are extracted at the conv4 block using a conv5 head.

To ensure a fair comparison, we fix the same hyperparameters across all experiments, using

images of size 640x480, and a batch size of 4. The models were trained using Stochastic Gradient

Descent (SGD), with a base learning rate of 0.00025, using a linear warmup factor of 0.001 for

10000 iterations, weight decay of 0.0001, and momentum 0.9. Unless stated otherwise, each of

the models was initialized using pre-trained COCO weights [116, 222], and we trained the trained

models until convergence.

7.1.3 Evaluation Metrics

Evaluating the performance of the tasks in object detection and segmentation is based on standard

COCO metrics, reporting average precision (AP) over Intersection-over-Union. Specifically, using

the primary challenge COCO metric where AP are averaged over 10 IoU thresholds between [0.5 :

0.95] in increments of 0.05 [116]. We also report the conventional requirement for AP at IoU

0.5 (AP50), based on the PASCAL Visual Object Classes (VOC) challenge [51], which defines a

correct prediction when the IoU between a prediction and ground truth exceeds 0.5 (50%). We

also report IoU at 0.75 (AP75), which is considered a strict threshold [116].
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Using equation 7.1, for a given predicted bounding box or segmentation detection Dpred

and ground truth Dgt, the overlap between the two must meet the above thresholds. Dpred ∩ Dgt

is the intersection of the predicted and ground truth detection or segmentation, and Dpred ∪Dgt is

their union. Figure 7.1 shows an illustration to compute IoU for bounding box detection for the

sugar box.

IoU =
|Dpred ∩Dgt|
|Dpred ∪Dgt|

(7.1)

Ground Truth

Predicted

Ground
Truth

Predicted

Ground
Truth

Predicted

IoU =

Intersection

Union

Figure 7.1: Figure showing how IoU is computed using bounding boxes. The RGB image [67]

on the left with a green bounding box represents the ground truth, and the red boxes represent a

model’s prediction. To compute the model’s accuracy, IoU is used by using the ratio between the

overlapping area of the ground truth bounding box and the predicted bounding box and the total

area from the ground truth and model predictions as shown on the right.

In addition to the above metrics, we report AP at different scales APS , APM , APL. These

scales are for small objects (area < 322), medium objects (322 < area < 962), and large objects

(area > 962). We compute the area as the number of pixels in the segmentation mask to define the

size of each object.

Similar to the COCO metrics, the evaluation for detection using bounding boxes and seg-
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mentation using masks are the same, with the distinction being the use of boxes or masks for the

IoU computation in Equation 7.1 [116]. In the case of reporting AP at different scales, APS , APM ,

APL, the areas are computed using the bounding box area for the detection task and the mask area

for the segmentation task.

7.1.4 Dataset Generation

As we are interested in testing several factors that may influence using DR across multiple tasks,

several different synthetic datasets were generated using NDDS [200] and the SRDR framework

presented in Chapter 6, where further details surrounding the generation routine is presented. To

address the research questions regarding the transfer from synthetic to real across multiple tasks,

we used a complex real-world dataset that uses the realistic household objects from a commonly

used computer vision and robotics dataset [23, 67]. The real-world scenes are from the YCB-M

dataset, which features complex scenes involving varying degrees of clutter, occlusion, and non-

primitive shapes that would more accurately represent functionality in real-world settings. Further

details for each of the datasets used in the following experiments are presented in the proceeding

subsections.

Synthetic Dataset

Two primary datasets are used in the subsequent experiments: the first being non-replicated scenes,

wherein the poses of the objects used to generate the data do not match a real-world target dataset.

The second is synthetic data of replicated scenes, where the objects and associated poses replicate

the real-world target dataset.
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Non-Replicated Scenes

The non-replicated synthetic dataset comprises four non-primitive objects (simple geometric shapes

such as a cube, cylinder, sphere, pyramid, or cone) from the YCB dataset [23]. The four objects

used are a power drill, bleach cleaner bottle, banana, and mustard bottle. To generate the scenes,

a set of parameters, including the camera information, poses of objects, light source, textures, and

choice of backgrounds, are provided to the data generation routine [200]. Camera parameters re-

main fixed, as is the illumination, which is a static single point-source centered roughly above the

camera and positioned towards the objects of interest. The choice of the point source and camera

position is such that the scene is sufficiently lit and all objects are visible in the frame. The poses of

the objects are randomized for each frame, for the position and orientation. This dataset includes

real-world equivalent textures applied to the object meshes and ten different texture DR techniques

that are commonly used in the existing literature [5]. Depending on the experiment conducted, the

background used is one of the following: IRLab, Photorealistic, SceneNet, Active Vision [4, 74,

132] as shown in samples from the non-replicated dataset using the real-textured equivalents are

in Figure 7.2.

Replicated Scenes

The replicated synthetic dataset matches the 31 scenes containing a total of 20 objects from the

YCB-M dataset [67]. The 20 objects used in the replicated scenes datasets are in Figure 7.3. The

YCB-M dataset comprises scenes from multiple cameras. For all replicated scenes, we chose to

replicate the images from the viewpoint of the Intel RealSense R-200 camera. We match object

poses, camera poses, camera intrinsics, and manually match illumination from the YCB-M dataset

[67]. Further information regarding the generation of this dataset is detailed in Chapter 6.
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Figure 7.2: Sample images from each of the non-replicated scene datasets using realistic household

objects from the YCB dataset [23]. The positions and orientation for each of the object is sampled

from a uniform distribution for each frame in each dataset. Illumination and camera position

remain fixed, and a different background is applied to each image in the datasets. The backgrounds

show varying degrees of realism and background clutter, which acts as distractor objects.
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Figure 7.3: Figure showing object models and real-equivalent textures from the YCB dataset [23].

The 20 objects shown are used in all experiments involving replicated scenes from the YCB-M

dataset [67].

Real-world Dataset

The real-world dataset used to answer the research questions is from the YCB-M dataset [67], in

particular the RGB images from the Intel RealSense R-200. The dataset consists of 20 YCB objects

[23] across 31 unique scenarios, with varying degrees of scene complexity. The challenging dataset

includes varying degrees of occlusion, object complexity, and clutter, which is more indicative of

complex environments that may be challenging when using DR. We investigate poses, textures,

and types of backgrounds used. Samples of the real-world dataset and the photorealistic synthetic

replicated scenes are shown in Chapter 6.3.1.

7.2 Sensitivity to Weight Initialization

This experiment serves as the basis for all proceeding experiments to use the pre-trained weights, as

performance can significantly vary depending on the pre-trained weights used before fine-tuning

[185]. Two commonly used pre-trained weights are ImageNet and COCO weights for solving

image-based tasks. This experiment investigates the usability of pre-trained ImageNet and COCO

weights in Mask-RCNN for solving object detection and semantic segmentation. Here, the ex-

periment investigates the sensitivity for weight initialization for solving complex object-centered
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tasks, addressing the effects of pre-training with ImageNet over COCO, and ensuring that proceed-

ing investigations are not hindered by poor initialization.

7.2.1 Experimental Setup

Mask-RCNN with ResNet-50 backbone networks are trained with two initialization settings, the

first using the original ImageNet weights provided by MSRA in the deep residual networks paper

by He et al. [71], the other is using MSCOCO weights provided by Wu et al. [222], which is trained

on all images in the “train2017” dataset from COCO [116].

The dataset used for this investigation is from a subset of the real-world YCB-M dataset

described in Chapter 6. The subset is a selection of four objects of varying complexity: a power

drill, bleach cleanser bottle, banana, and mustard bottle. The four objects selected have unique

shapes and sizes and are more visible in the available frames from the YCB-M dataset, as shown

in Table 6.11, from Chapter 6, which uses the poses and visibility annotations from the YCB-M

dataset. The breakdown of instances for the training and test set is in Table 7.1, with samples of

images from the dataset in Figure 7.4, which shows RGB images overlaid with the detection and

segmentation masks. In the case of the test set, entire scenes are held out from the training set,

such that no frames in the test set are visible in the training set.

Class Train Test

Power Drill 1456 647

Bleach Cleanser Bottle 1180 275

Banana 1429 587

Mustard Bottle 1664 647

Table 7.1: Instances per class for a training set of size 2320 and a test set of 647 real-world images

at a resolution of 640x480 from the YCB-M dataset [67]. This dataset is used for determining a

set of pre-trained weights for Mask-RCNN for object detection and segmentation tasks.
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Figure 7.4: Sample images from several object-centric real-world scenes from the YCB-M dataset

[67] containing the power drill, banana, mustard bottle, bleach cleanser. Ground truth annotations

are overlaid with the RGB images.
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7.2.2 Results

The results for the object detection tasks are in Table 7.2 for all evaluation metrics, and Table 7.3

for the per-category results for the power drill, bleach cleaner bottle, banana, and mustard bottle.

The segmentation task results are presented in table 7.4 and 7.5 for the per-category results.

Object Detection

From Table 7.2 and 7.3, we see the selection of COCO weights greatly improves the performance

in all cases, where the AP score using ImageNet weights is 29.572 AP and COCO weights is

47.191 AP. This conclusion is also reflected in the per-category results, where relative performance

between each category is consistently higher when using COCO weights. This result may stem

from the data available in ImageNet compared to the COCO datasets. ImageNet contains single

objects with tight crops around the object of interest for classification tasks. In contrast, images in

the COCO dataset contain complex scenes with multiple objects for detection and segmentation

tasks.

In some cases, initializing model backbones for detection and segmentation tasks using

ImageNet classification task are practiced [32, 43, 61]. However, studies have shown that pre-

training on ImageNet does not improve accuracy in solving a detection task on the COCO dataset

[59, 70, 184]. For our experiments, we select the COCO weights due to the higher performance

when solving our task.

Semantic Segmentation

Tables 7.4 and 7.5 show a similar result, where the AP score for using COCO weights improves

from 28.446 AP when using ImageNet weights to 38.148 AP when using COCO weights. Gener-

ally, this trend follows in the per-category results, where performance is higher when using COCO
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Weights AP AP50 AP75 APS APM APL

COCO 47.191 81.733 42.184 10.674 45.995 66.648

ImageNet (MSRA) 29.572 74.447 11.538 0.000 32.303 44.460

Table 7.2: Bounding box AP using both pre-trained COCO [116] and pre-trained ImageNet

(MSRA) weights [71] with a Mask-RCNN network [72] and a ResNet-50 backbone. Pre-trained

COCO outperforms pre-trained ImageNet across the board.

Weights AP Power Drill Bleach Cleanser Banana Mustard Bottle

COCO 47.191 38.376 84.438 14.973 50.978

ImageNet (MSRA) 29.572 28.998 41.027 4.266 43.999

Table 7.3: Per-Category bounding box AP using both pre-trained COCO [116] and pre-trained

ImageNet (MSRA) weights [71] with a Mask-RCNN network [72] and a ResNet-50 backbone.

Pre-trained COCO outperforms pre-trained ImageNet for all classes.
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weights over ImageNet, apart from the power drill, where performance is 15.218 AP when using

COCO weights and 16.812 AP using ImageNet weights.

Weights AP AP50 AP75 APS APM APL

COCO 38.148 61.737 35.673 1.089 36.064 62.131

ImageNet (MSRA) 28.446 61.049 17.966 0.000 26.963 51.542

Table 7.4: Semantic segmentation mask AP using both pre-trained COCO [116] and pre-trained

ImageNet (MSRA) weights [71] with a Mask-RCNN network [72] and a ResNet-50 backbone.

Pre-trained COCO outperforms pre-trained ImageNet across the board.

Weights AP Power Drill Bleach Cleanser Banana Mustard Bottle

COCO 38.148 15.218 78.871 9.209 49.291

ImageNet (MSRA) 28.446 16.812 48.474 3.191 45.306

Table 7.5: Per-Category semantic segmentation mask AP using both pre-trained COCO [116] and

pre-trained ImageNet (MSRA) weights [71] with a Mask-RCNN network [72] and a ResNet-50

backbone. Pre-trained COCO outperforms pre-trained ImageNet for all classes apart from Power

Drill.

Based on the results above, it seems evident that using COCO weights would generally

yield higher performance for this particular object-centric dataset to solve for the following ex-

periments. The selection of the weights is susceptible to the specific tasks and dataset at hand,

highlighting the importance of pre-trained weights to use when attempting to solve detection and

segmentation. Mask-RCNN with ResNet-50 backbone pre-trained on COCO weights is used for

all subsequent experiments, reducing the possible performance degradation with poor weight ini-

tialization. While it is possible to achieve comparable performance to pre-training on ImageNet

weights when using random weight initialization [70], finding an optimal set of hyperparameters

is required, and the use of pre-trained weights yields adequate performance.

Furthermore, in our experiments, we investigated weight initialization using one architec-
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ture utilizing Mask R-CNN. While Mask R-CNN is commonly used for solving detection and seg-

mentation tasks yielding state-of-the-art results, other architectures such as AlexNet [103], VGG

[187], or GoogLeNet [196] have varying capacities. It would be interesting to compare the previ-

ous findings to alternative architectures.

7.3 Object Poses

Attempting to bridge the gap from synthetic to real using domain randomization also involves some

form of randomization of poses as seen in Table 4.2. Pose randomization introduces a greater vari-

ety of orientations and positions for objects of interest, which increases the number of viewpoints

for a particular object and aid in generalizing to unseen object poses. This variation in poses can be

in the form of modifying the camera positions and angles to get different viewpoints of objects of

interest, modifying object locations and orientations, or a combination of both. In the following set

of experiments, the positions and rotations of objects of interest are randomized. The experiment

aims to analyze how poses can influence the accuracy of object detection and segmentation tasks.

In cases where the training and test sets sample poses from a similar distribution, for example,

sampling positions and orientations from a uniform distribution, we expect high performance due

to similar sampling strategies and visual appearance.

7.3.1 Experimental Setup

Synthetic datasets are generated to answer this question containing four objects of interest: power

drill, bleach cleanser bottle, banana, and mustard bottle with 5400 images for each synthetic train-

ing set. The positions and orientations of each of the objects are sampled from a uniform distribu-

tion. The initial starting locations for each of the four objects are centered approximately around

positions of the four objects in the real-world test set shown in Figure 7.5 from a single scene in the
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YCB-M dataset [67]. The initial starting positions for the four objects are to ensure the synthetic

dataset does not contain the four objects in positions that are drastically dissimilar from the real-

world test set, such as extreme corners of the image frame. While it is possible to freely sample

positions from a uniform distribution across the entire frame, the size of the training set will also

be significantly larger to ensure similar poses in the training set would appear in the test set.

The objects can be generated±5 cm from the starting location and can freely rotate. A total

of 11 training sets are evaluated, one for each of the texture randomization techniques commonly

applied as previously shown in Figure 5.1, and one using the real-world equivalent textures. The

real-world equivalent textures are the original textures for each of the objects of interest, as shown

in Figure 7.2.

Two test sets are used to evaluate the performance of the detection and segmentation tasks

using the above training sets. The first test dataset is a synthetic dataset containing 2700 images,

which uses the equivalent real-world textures and the same strategy to generate random poses as

the synthetic training set. Evaluation of performance on the tasks on the synthetic test set gives us

an understanding of performance in a similar domain.

The real-world test set is a real-world scene from the YCB-M dataset containing the same

four objects with no occlusion or clutter. The removal of occlusion and clutter in the test set allows

us to focus on the effects of randomizing the pose and on the textures used in the training sets.

Samples from the real-world test set are in Figure 7.5, with the visible instances in each frame of

the dataset shown in Table 7.6.

7.3.2 Evaluation on Synthetic Images

The results for the object detection and segmentation tasks are in Tables 7.7 and 7.8, showing the

AP scores and the per-category scores for each of the objects of interest. This set of results are

evaluating trained synthetic models on a synthetic test set.
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Figure 7.5: Sample images from the real-world test dataset consisting of 169 images from the

YCB-M dataset [67]. The scene contains four objects found in the synthetic training set, with no

clutter or occlusion.
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Class Train (real-world) Test (real-world)

Power Drill 1456 169

Bleach Cleanser Bottle 1180 169

Banana 1429 154

Mustard Bottle 1664 169

Table 7.6: Instances per class for the real-world training set of size 2320 and an unoccluded test

set of size 169 real-world images at a resolution of 640x480 from the YCB-M dataset [67]. The

test set is a single scene shown in Figure 7.5 containing the four objects and is not visible in the

real-world training set.

Object Detection

From Table 7.7, when we evaluate the model using images from the synthetic test set, we find

that texture type strongly affected task performance. Similar to the findings in Chapter 5, more

complex patterned textures appear to perform better than non-patterned textures. For example, in

the object detection task, the highest performing DR model used striped textures, achieving an

AP of 67.483, compared to the lowest-performing DR model using Gradient RGB, achieving an

AP score of 63.483. A possible explanation for better performance when using complex patterned

textures is that the majority of the objects in the test set do not contain a flat shade of color. The

banana is the only object that visually appears to be a single color, as shown in previous samples

from Figure 7.2. In the detection task in Table 7.7 we see that selecting Flat RGB as the texture

type for the randomizations results in the highest performance when detecting the banana with an

AP score of 84.416 compared to the overall highest performing texture type Striped, which resulted

in an AP score of 82.642. One possible cause for the banana achieving the highest performance

with Flat RGB may be the object’s visual appearance, which contains fewer patterns than the other

objects such as the power drill, bleach cleanser, or mustard bottle. The banana’s closer smooth

texture resemblance could be more beneficial when solving the detection task for this particular
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object.

Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Real-Texture 62.709 78.263 59.146 83.293 30.132

Gradient RGB 63.483 78.069 58.705 83.578 33.581

Flat RGB 64.487 76.912 60.451 84.416 36.168

Gradient RGB Perlin 64.739 79.216 61.351 82.900 35.489

Striped Perlin 65.363 77.865 58.626 80.860 44.103

Flat RGB Perlin 65.653 79.355 59.983 82.426 40.849

Checkerboard 66.232 77.825 59.398 83.923 43.784

Zig Zag Perlin 66.624 78.944 61.122 82.707 43.725

Zig Zag 66.737 77.599 61.657 81.955 45.735

Checkerboard Perlin 67.028 80.613 61.886 83.807 41.807

Striped 67.483 80.654 62.227 82.642 44.408

Table 7.7: Per-Category object detection (bounding box) AP using COCO weights [116]. The

network was fine-tuned using synthetic images with the original object textures defined as Real-

Texture. The remaining datasets are the ten texture DR techniques used in the current literature.

Each model was evaluated on a synthetic Real-Texture test set of size 2700 for the four objects of

interest.

Semantic Segmentation

The same follows for the segmentation task in Table 7.8, where Striped patterns are also the highest

performing texture, while Gradient RGB Perlin being the lowest with AP scores of 87.970 AP and

83.197 AP, respectively. The selection of texture types affects task performance when operating

in the same domain, in this case, using synthetic data as the source domain and synthetic data

as our target domain. Performance generally increases when selecting more complex patterned

textures compared to non-patterned ones. Sample detections and segmentations from this set of
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experiments are shown in Figure 7.6 using Striped patterned textures.

An interesting observation in both the detection and segmentation tasks is the models

trained on the real-textured weights resulting in the lowest AP scores. The model may be overfit-

ting on the poses in the training set when detailed real-textured versions are used. An increase in

dataset size when using the real-textures may reduce the likelihood of this event from occurring.

Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Real-Texture 80.190 83.134 90.064 83.312 64.249

Gradient RGB Perlin 83.197 82.761 88.426 85.002 76.598

Gradient RGB 83.292 83.429 87.350 84.772 77.615

Flat RGB 83.639 83.078 88.034 84.831 78.614

Checkerboard 85.180 83.735 88.012 85.050 83.925

Flat RGB Perlin 85.427 83.224 89.020 84.889 84.575

Checkerboard Perlin 85.603 83.511 88.331 85.139 85.431

Zig Zag Perlin 86.347 84.616 88.757 86.687 85.326

Striped Perlin 86.575 84.706 87.370 87.016 87.210

Zig Zag 86.775 84.952 88.155 86.895 87.097

Striped 87.970 84.992 88.485 87.076 91.328

Table 7.8: Per-Category object segmentation AP using COCO weights [116]. The network was

fine-tuned using synthetic images with the original object textures defined as Real-Texture. The

remaining datasets are the ten texture DR techniques used in the current literature. Each model

was evaluated on a synthetic Real-Texture test set of size 2700 for the four objects of interest.

7.3.3 Evaluation on Real Images

So far, we have established baseline performance when testing in similar domains, where our

source domain contains synthetic images, and our test domain is also synthetic images. We have
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Figure 7.6: Using weights from the highest performing network (striped), we visualize some of

the predictions from the network. Color has been removed from the images, apart from where an

object has been detected and segmented. These are some examples where the network trained on

Striped synthetic images, is able to do well.

142



Generalizability of DR for Multi-Tasks

found that in both detection and segmentation tasks, using more complex patterned textures out-

performs non-complex patterned textures and resembles our findings from Chapter 5, where we

find a similar ranking of performance for an object localization task.

We are interested in how this translates to performance in the real world. In this set of

experiments, the previous models trained using synthetic images are evaluated on a test set con-

sisting of the same four objects in the real world. The test set from the real world does not contain

any occlusion or clutter, as shown by the samples in Figure 7.5. In tables 7.9 and 7.10, we see

the performance of the highest performing texture, Striped, the real-world equivalent textures, and

when trained on real images using the four objects from the YCB-M dataset [67]. The real-world

training set uses 2320 images containing the four objects, and none of the images from the real-

world test set appear in the training set. The number of instances per class for the training and test

set for the real-world datasets are in Table 7.6.

Despite using a smaller training set for the real images, performance is significantly higher

than synthetic images, which is expected due to the domain shift. Since our real-world training

images are from the same real-world domain as our test set, the two datasets share very similar

features such as the visual appearance of the objects of interest, similar poses, and illumination.

Despite being one of the worst performers in the last set of experiments when evaluating synthetic

test images, using the real-texture synthetic data when evaluating real-world images results in

23.320 AP compared to the score of the DR synthetic data of 15.971 AP for the detection task. In

the segmentation task, the real-texture synthetic data scored 22.243 AP, and the DR synthetic data

scored 14.272 AP. Since the target domain is quite different from the previous synthetic test domain

as shown in Figures 7.2 and 7.5, the real-world equivalent textures may contain more important

texture features for transfer from synthetic to real, particularly visual appearance. Such features

could be the labels on the mustard and bleach bottles, the distinct colors on the tip and bottom

of the banana, or the lettering on the power drill. However, with a larger, more diverse synthetic

dataset using various textures, it is possible performance would be higher, as the increased dataset

variety may encompass the real-world target data distribution.

143



Generalizability of DR for Multi-Tasks

Weights AP AP50 AP75 APS APM APL

Real Images 69.479 93.148 84.442 10.733 65.112 72.702

Real-texture Synthetic Images 23.320 40.958 22.420 0.000 20.794 24.543

Striped Synthetic Images 15.971 34.889 5.546 2.376 12.652 9.318

Table 7.9: Object detection AP scores evaluating several models on a real-world test set from the

YCB-M dataset [67] shown in Figure 7.5. The weights used are the highest performing texture DR

method (striped images), the real-texture synthetic images, and real-world images.

Weights AP AP50 AP75 APS APM APL

Real Images 61.619 92.393 73.441 1.815 54.971 66.154

Real-texture Synthetic Images 22.243 40.914 19.660 0.000 20.502 26.488

Striped Synthetic Images 14.272 33.531 5.382 0.562 11.533 10.619

Table 7.10: Object semantic segmentation AP scores evaluating several models on a real-world

test set from the YCB-M dataset [67] shown in Figure 7.5. The weights used are the highest

performing texture DR method (striped images), the real-texture synthetic images, and real-world

images.
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To better analyze the predictions when using the highest performing DR texture, using the

synthetic dataset with striped textures, we overlaid the detection bounding boxes, classifications,

and segmentation masks on the real-world RGB images in Figure 7.7. We see significant false

positives in the ArUco markers and misclassifications of several objects, both in the middle of

the image and background objects on the table beyond the markers. One possible consideration

for such poor performance is the lack of background diversity compared to the textures and pose

randomizations. Currently, the same 100 background scenes are repeated of a table from the

IRLab, making it easier to distinguish the foreground from the background rather than the objects

of interests themselves. The next set of experiments will investigate how influential a diverse

background is to aid transfer from synthetic to real.

7.4 Image Backgrounds

While the previous models could transfer from synthetic to real using random poses and a fixed

set of image backgrounds from the IRLab, using a training set of real-world images nearly dou-

bles performance over the equivalent synthetic real-textures or highest performing Striped pattern.

Variation in the image backgrounds and poses may play a role in more affecting performance when

it comes to transferring to the real world. As Table 4.2 highlights several methods incorporating

background randomization, this set of experiments investigates the use of unique backgrounds per

frame in the training set. This set of unique backgrounds means that no two images in a training

set would share the same background. These experiments would further develop an understanding

of the selection of backgrounds for aiding transfer from synthetic to real.
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Figure 7.7: Visualization of network predictions on a real-world dataset when using Striped

weights and the IRLab table background dataset from the SRDR dataset described in Chapter

6. The model has many false positives and commonly mistakes the ArUco markers as an object of

interest.

146



Generalizability of DR for Multi-Tasks

7.4.1 Experimental Setup

The same synthetic dataset of random poses and four objects from Section 7.3.1 is used as the

training sets, while the test set remains the 169 image real-world images with no clutter or occlu-

sion. The differentiating factor between the training sets from the previous experiments is every

sample from the training set uses a unique background from two distinct datasets. The first dataset

of image backgrounds used is from the Active-Vision dataset [4], which is a set of real-world

RGB images of indoor household scenes. The second dataset is a photorealistic synthetic dataset

containing indoor household scenes from Hodaň et al. [74]. Figures 7.8 and 7.9 shows the dif-

ference between backgrounds used in the following experiment. The reasoning for selecting the

two datasets for the backgrounds is due to having a range of realism (real-world and photorealistic

synthetic images) and using indoor scenes where background clutter may be visible.

In these experiments, the object masks are used to segment the background from the fore-

ground, and pixels from the synthetic training set are replaced with pixels from the background

sets. Each sample contains a unique background, meaning no two samples can share the same

background. Using different background datasets means we can further analyze how the selec-

tion of random backgrounds can influence the final task-based performance or whether any unique

background is helpful. Samples from the two replaced backgrounds datasets are in Figures 7.8 for

the Active-Vision real-world dataset, and 7.9 for the photorealistic synthetic dataset.

7.4.2 Photorealistic Background

The results for the detection and segmentation tasks using the synthetic photorealistic dataset are

in Tables 7.11 and 7.12, broken down by AP scores per category.
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Figure 7.8: Visualization of training images from the SRDR dataset described in Chapter 6 using

replaced backgrounds from the Active-Vision dataset [4]. The set of backgrounds are from a real-

world dataset and contains background clutter in the form of additional household objects. Note

that there are some instances where real bananas appear in the background. These are not labeled

as a sample in a dataset.
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Figure 7.9: Visualization of training images from the SRDR dataset described in Chapter 6 using

replaced backgrounds from the Photorealistic dataset [74]. The backgrounds used are from a

photorealistic synthetic dataset containing a high degree of clutter from household objects. None

of the objects in the backgrounds are included in the training dataset.
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Object Detection

In Table 7.11, despite seeing variation in performance depending on the textures used, per-category

detection for all classes apart from banana does not work. The current model using random poses

cannot transfer to the real world for categories other than bananas. Compared to the IRLab real-

world background performance using the same highest-performing Striped texture, in Table 7.9,

the photorealistic synthetic background dataset results an AP score of 8.283 compared to the IRLab

background resulting in a score of 15.971 AP. The significant degradation in performance may be

twofold: one, the backgrounds used are still synthetic and appear quite different from real-world

images, and two, there is significantly more clutter in the backgrounds as seen in Figure 7.9. This

increase in clutter may have a non-trivial impact on how the network is challenged during the

learning process.

Semantic Segmentation

In Table 7.12, similar performance is observed, where the trained models for each of the texture

randomization methods used cannot transfer to the real world when segmenting objects that are

not the banana, with a similar disagreement between backgrounds used as in the detection task.

7.4.3 Active-Vision Background

The results for detection and segmentation using the Active-Vision real-world dataset are in Tables

7.13 for detection, and 7.13 for segmentation.

150



Generalizability of DR for Multi-Tasks

Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Gradient RGB 4.880 0.000 0.000 19.521 0.000

Flat RGB 3.979 0.000 0.000 15.915 0.000

Gradient RGB Perlin 2.953 0.000 0.000 11.812 0.000

Flat RGB Perlin 4.216 0.000 0.000 16.863 0.000

Zig Zag Perlin 3.760 0.000 0.000 15.041 0.000

Striped Perlin 5.150 0.000 0.000 20.598 0.000

Zig Zag 7.457 0.000 0.000 29.829 0.000

Striped 8.283 0.000 0.000 33.133 0.000

Checkerboard Perlin 3.514 0.000 0.000 14.055 0.000

Checkerboard 7.583 0.000 0.000 30.331 0.000

Real-texture 4.365 0.000 0.246 17.215 0.000

Real Images (YCB-M) 69.479 59.902 85.466 64.321 68.228

Table 7.11: Per-Category object detection (bounding box) AP using COCO weights [116]. The

network was fine-tuned using synthetic images with the original object textures defined as Real-

Texture. The remaining datasets are the ten texture DR techniques used in the current literature.

Each synthetic dataset uses a unique background per frame from a synthetic photorealistic dataset

[74]. The dataset is described in detail in Chapter 6. Each model was evaluated on a real-world test

set from a single scene shown in Figure 7.5 containing the four objects from the YCB-M dataset

[67].
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Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Gradient RGB 4.096 0.000 0.000 16.383 0.000

Flat RGB 3.477 0.000 0.000 13.909 0.000

Gradient RGB Perlin 2.503 0.000 0.000 10.012 0.000

Flat RGB Perlin 3.442 0.000 0.000 13.768 0.000

Zig Zag Perlin 3.430 0.000 0.000 13.718 0.000

Striped Perlin 4.800 0.000 0.000 19.200 0.000

Zig Zag 6.593 0.000 0.000 26.370 0.000

Striped 7.864 0.132 0.000 31.322 0.000

Checkerboard Perlin 3.135 0.165 0.000 12.377 0.000

Checkerboard 6.439 0.222 0.000 25.534 0.696

Real-texture 4.447 0.938 0.054 16.797 0.000

Real Images (YCB-M) 61.619 46.028 79.855 55.876 64.716

Table 7.12: Per-Category object semantic segmentation AP using COCO weights [116]. The

network was fine-tuned using synthetic images with the original object textures defined as Real-

Texture. The remaining datasets are the ten texture DR techniques used in the current literature.

Each synthetic dataset uses a unique background per frame from a synthetic photorealistic dataset

[74]. The dataset is described in detail in Chapter 6. Each model was evaluated on a real-world test

set from a single scene shown in Figure 7.5 containing the four objects from the YCB-M dataset

[67].
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Object Detection

When using the Active-Vision dataset, Table 7.13 shows the detection results where we see Checker-

board Perlin outperforming the Striped texture using the IRLab backgrounds. However, it still

does not outperform the real-world equivalent textures using the IRLab backgrounds from Table

7.9. Similarly to the results from the synthetic photorealistic backgrounds, we are still not capable

of transferring using the current random poses dataset for classes that are not the banana.

Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Gradient RGB 12.533 1.499 0.000 48.633 0.000

Flat RGB 12.285 0.174 0.000 48.968 0.000

Gradient RGB Perlin 13.146 0.059 0.000 52.452 0.000

Flat RGB Perlin 13.189 0.348 0.000 52.409 0.000

Zig Zag Perlin 14.140 1.686 0.000 54.875 0.000

Striped Perlin 14.239 2.720 0.020 54.216 0.000

Zig Zag 14.483 0.945 0.078 56.909 0.000

Striped 14.532 1.213 0.344 56.573 0.000

Checkerboard Perlin 15.385 1.742 0.020 59.779 0.000

Checkerboard 14.301 1.257 0.185 55.082 0.678

Real-texture 12.037 0.057 0.794 47.295 0.000

Real Images (YCB-M) 69.479 59.902 85.466 64.321 68.228

Table 7.13: Per-Category object detection (bounding box) AP using COCO weights [116]. The

network was fine-tuned using synthetic images with the original object textures defined as Real-

Texture. The remaining datasets are the ten texture DR techniques used in the current literature.

Each synthetic dataset uses a unique background per frame from the real-world Active-Vision

dataset [4]. The dataset is described in detail in Chapter 6. Each model was evaluated on a real-

world test set from a single scene shown in Figure 7.5 containing the four objects from the YCB-M

dataset [67].
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Semantic Segmentation

Similarly, Checkerboard Perlin is also the highest performing texture for solving segmentation

using the Active-Vision background. However, we still see issues with transfer outside of the

banana class as shown in Table 7.14.

Texture AP Power Drill Bleach Cleanser Banana Mustard Bottle

Gradient RGB 12.915 1.485 0.000 50.177 0.000

Flat RGB 12.761 0.223 0.000 50.821 0.000

Gradient RGB Perlin 12.721 0.059 0.000 50.825 0.000

Flat RGB Perlin 13.160 0.401 0.000 52.238 0.000

Zig Zag Perlin 12.825 0.981 0.000 50.319 0.000

Striped Perlin 13.315 1.724 0.000 51.536 0.000

Zig Zag 13.215 0.485 0.000 52.376 0.000

Striped 13.443 0.609 0.000 53.161 0.000

Checkerboard Perlin 13.444 0.842 0.000 52.936 0.000

Checkerboard 13.365 0.440 0.000 52.325 0.696

Real-texture 12.380 0.694 0.343 48.485 0.000

Real Images (YCB-M) 61.619 46.028 79.855 55.876 64.716

Table 7.14: Per-Category object semantic segmentation AP using COCO weights [116]. The

network was fine-tuned using synthetic images with the original object textures defined as Real-

Texture. The remaining datasets are the ten texture DR techniques used in the current literature.

Each synthetic dataset uses a unique background per frame from the real-world Active-Vision

dataset [4]. The dataset is described in detail in Chapter 6. Each model was evaluated on a real-

world test set from a single scene shown in Figure 7.5 containing the four objects from the YCB-M

dataset [67].
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Discussion

It is clear from the previous results that the current dataset using random poses is quite limited in

terms of achieving transfer from synthetic to real. Despite modifying the backgrounds to aid in the

randomization process, the training size of 5400 images for the four objects does not appear to be

sufficient in helping transfer to the real world. The models are consistently failing to detect and

segment objects that are more complex than the banana. This may stem from the similarities in the

shapes of the mustard bottle and bleach cleanser, or the tip of the drill and tip of the bottles appear-

ing visually similar. The extreme orientation randomizations may be causing the networks to fail

to generalize to the real-world test dataset, where the objects are upright and stationary, meaning

few samples may contain poses similar to the real-world test set. Using separate unique back-

grounds does however, reduce the number of false positives that arises from using a limited set of

backgrounds as shown in Figure 7.10 compared to Figure 7.7 when using the IRLab backgrounds.

To further probe this idea of similar poses, the next set of experiments evaluates the per-

formance of the models trained on synthetic scenes that replicate the YCB-M dataset, eliminating

the effects of object poses for the following investigations. Replicating scenes means we can

analyze how texture randomizations and selection of image backgrounds affect final task-based

performance.

7.5 Scene Replication

The models could not transfer from synthetic to real for three out of the four possible classes

from the previous results using random poses and random backgrounds. The hypothesis is that

the random poses provided in the training set of 5400 images were not adequate to aid in transfer,

as the orientation randomizations were significantly different from the real-world test set. For

example, the training set would have included several samples of the bottles from the underside,
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Figure 7.10: Visualization of the network predictions on a real-world dataset when using Checker-

board weights and using replaced backgrounds from the Active-Vision dataset [4]. Using a unique

background per scene in the training set eliminates the false positives previously seen in Figure

7.7. While there are correct, true positive and true negative predictions, there are still some false

negatives with missed detections of objects and misclassifications of them.
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which does not appear in the test set. Significantly more training samples would be required to

overcome the domain gap, such that the positions and orientations of the test set would seem like

another sample from the training set. To reasonably analyze how various texture randomizations

affect task-based performance, several other factors of influence must be removed or diminish the

effects of. From Table 4.2 of common randomization techniques, this includes objects and poses,

camera positions, backgrounds, and illumination. The next set of experiments fixes the above,

such that the only influencing factor would be the textures that are applied, as the use of textures

is one of the more significant factors for achieving transfer from synthetic to real [1, 16, 58].

7.5.1 Experimental Setup

To investigate the influence of DR textures when generalizing to multiple tasks, the SRDR dataset

detailed in Chapter 6 is used to aid in this investigation. The dataset replicates all real-world

scenes from the YCB-M dataset consisting of 31 different scenarios with various scene and object

complexities. The training set consists of 3935 images, and the test set is 837 images, with the

detailed breakdown of the instances shown in Table 7.15. The test set contains 5 out of the 31

scenes held out and not visible during the training phase, ensuring no related frames are observed

during training. The SRDR dataset contains manually approximated illumination for each of the

31 different scenes from the YCB-M dataset, attempting to match the lighting in the real-world

scenes. The object positions and camera trajectories, and angles are also matched. For each of the

replicated scenes, each object is randomized from a collection of commonly applied textures based

on existing literature from Table 4.3. Additionally, for each of the DR texture randomizations used,

five different backgrounds are used to investigate background usage from the SRDR dataset, and

one network is trained per texture and background combination. These backgrounds are of various

complexities, ranging from non-photorealistic synthetic, photorealistic synthetic, and real-world

scenes. Samples from the SRDR dataset backgrounds are in Chapter 6.
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7.5.2 Real-Texture Equivalent

Table 7.16 shows the results for the object detection and segmentation tasks when evaluating the

trained models on synthetic and real-world images. Since the synthetic scenes are replicated ver-

sions of the real-world test set, the synthetic evaluations contain the same poses, camera positions,

and approximate illumination as the real-world versions.

Object Detection

When evaluating the model using the IRLab background and a synthetic test set, we see high

performance across all object classes when evaluating on a similar target domain as seen in Table

7.16. It is worth noting that the bowl, power drill, and bleach cleanser are still more challenging

to detect compared to some of the other categories, such as the mug, large marker, and mustard

bottle, suggesting that the problem at hand is not highly trivial even in the target domain.

When evaluating the model on the real-world dataset from the YCB-M dataset for the

object detection task, it is expected to see worse performance due to domain mismatch. We are

evaluating our models on a different domain - meaning our synthetic models are evaluated on

real-world images. Interestingly, the results in Table 7.16 show two objects achieved a higher

performance in the real-world domain compared to synthetic ones. The two objects are the Cheez-

It box (AP of 54.816 on the real-world dataset compared to 48.254 AP on the synthetic dataset)

and the bleach bottle (55.857 AP on the real-world dataset compared to 45.961 AP on the synthetic

dataset). The model may be overfitting on the object poses it sees for those two classes due to their

shape, and a larger dataset may not have similar anomalies. The remaining classes all had worse

performance on the real-world dataset.
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Semantic Segmentation

Generally, the same pattern follows where the network can predict correct segmentation masks for

each class when evaluating on a similar target domain as shown in Table 7.16. However, scissors

is one of the few classes that are more challenging to segment. One plausible hypothesis for this

is due to the shape of the object itself and that it is generally more occluded than some of the

other classes in the training set, as seen in Figure 7.11. The figure shows the first scene (left)

and second scene (right), which contains the scissors. Note that a large portion of the samples

containing this object is partially visible and is challenging to learn from, which may explain the

lower performance compared to other classes.

When evaluating the model on the real-world dataset from the YCB-M dataset for the

object segmentation task, it is expected to see worse performance due to domain mismatch. This

expected result is shown in Table 7.16, where we see significant performance degradation when

evaluating our models trained on synthetic images and evaluated on real-world images instead of

the synthetic ones.

7.5.3 Varying Backgrounds

The types of backgrounds used are often overlooked when applying DR and may potentially in-

fluence the final task-based performance. Background features such as similar objects of interest

could be false positives, or increased background clutter may act as distractor objects, challenging

a given network during the training process. Tables 7.17 and 7.18 shows the results evaluating the

detection and segmentation models using the same training dataset consisting of the same textures,

poses, camera positions, and illumination except for changing the type of backgrounds used for

each scene.

Interestingly, the types of backgrounds used for the tasks can affect the final task-based per-
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Figure 7.11: Figure showing several samples of the scissors class from the training set. The two

scenes depicted on the left and right are the only scenes containing the scissors class. Note that

the object is partially occluded in most instances and would be challenging to learn from these

samples.
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Dataset AP AP50 AP75 APs APm APl

Scenenet [132] (synthetic) 22.846 44.448 20.026 0.539 20.888 24.452

Photorealistic [74] (synthetic) 25.021 45.027 25.946 0.303 19.173 26.451

Structured3D [244] (synthetic) 28.141 51.781 26.25 0.813 24.172 35.344

Active Vision [4] (real world) 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 7.17: Comparative results on a real-world test set of 837 images. All models were trained

using Mask R-CNN using the ResNet-50-C4 backbone. Backgrounds of the synthetic training sets

were replaced with images from synthetic and real datasets. Scores shown are for object detection

(bounding box).

Dataset AP AP50 AP75 APs APm APl

Scenenet [132] (synthetic) 21.519 38.747 20.316 0.116 18.333 30.048

Photorealistic [74] (synthetic) 22.85 38.917 24.047 0.016 17.159 28.022

Active Vision [4] (real world) 26.532 46.073 25.5 0.26 21.237 38.858

Structured3D [244] (synthetic) 26.797 46.098 26.383 0.111 20.786 37.335

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 7.18: Comparative results on a real-world test set of 837 images. All models were trained

using Mask R-CNN using the ResNet-50-C4 backbone. Backgrounds of the synthetic training sets

were replaced with images from synthetic and real datasets. Scores shown are for the segementa-

tion task.
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formance. For example, the difference between the highest performer, the Active-Vision dataset,

which comprises real-world images, and the lowest performer SceneNet, consisting of non-photorealistic

synthetic images, is approximately 7 AP points worse. Similarly, the Scenenet dataset is just over 5

AP points worse than the highest-performing Structured3D dataset for the segmentation task. This

result indicates that the types of backgrounds and complexity, in terms of realism and background

clutter, can influence the final task-based performance.

7.5.4 DR Textures

In chapter 5, we found that the selection of textures applied to an object of interest’s mesh can

degrade task-based performance. For example, when training an object localization network to

predict the x, y, z positions of an object of interest using DR data, patterned textures resulted in

lower task-based error than the commonly applied Flat RGB textures. This section shows the

results for solving object detection and segmentation tasks using commonly applied DR textures

using both real-world images and synthetic images as backgrounds.

Photorealistic Dataset

Tables 7.19 and 7.20 show the AP scores across commonly used DR methods for solving detec-

tion and segmentation tasks, sorted in ascending order from lowest to highest AP scores. In this

scenario, a photorealistic, highly cluttered background is used, and each of the commonly selected

DR methods is applied to objects of interest as shown previously in Figure 6.7.

While we can see a difference between the selection of DR method for the detection and

segmentation tasks in Tables 7.19 and 7.20, which usually results in higher performance when

using patterned textures, the overall performance is relatively poor. One possible explanation for

this is the high levels of clutter in the backgrounds for this particular dataset. For example, in

Figure 6.7, we see several samples of the dataset where it is often difficult to discern foreground
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Dataset AP AP50 AP75 APs APm APl

Gradient RGB Perlin 4.463 10.031 2.553 0.02 4.077 2.904

Flat RGB Perlin 4.694 10.252 2.712 0.011 4.56 2.129

Striped Perlin 4.93 10.52 3.324 0.16 5.533 0.991

Gradient RGB 5.144 10.542 3.651 0 4.322 2.683

Checkerboard Perlin 5.489 11.774 3.752 0.085 6.231 0.851

Flat RGB 5.522 11.549 4.154 0 5.043 2.281

Zig Zag Perlin 5.758 14.227 2.808 0.275 6.322 3.282

Zig Zag 6.097 13.623 4.007 0.303 5.879 4.107

Checkerboard RGB 6.353 14.104 4.148 0.242 6.434 2.248

Striped RGB 6.521 13.126 4.741 0.198 6.721 2.155

Synthetic Real Textured 25.021 45.027 25.946 0.303 19.173 26.451

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 7.19: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object detection task. All models were trained using Mask R-CNN

using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR dataset

described in Chapter 6. The Synthetic Real Textured dataset is the original object textures, and

the Real World dataset is a model trained on the matched real-world dataset from YCB-M [67].

The results shown are from the models trained with synthetic backgrounds from the photorealistic

dataset [74] from the SRDR dataset.
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Dataset AP AP50 AP75 APs APm APl

Striped Perlin 3.087 5.947 4.239 0.006 3.527 0.731

Gradient RGB Perlin 3.323 6.113 4.178 0.001 3.26 2.178

Flat RGB Perlin 3.38 6.533 4.157 0 3.448 1.536

Flat RGB 3.412 6.49 3.893 0 3.253 1.355

Gradient RGB 3.761 6.764 4.192 0 3.634 1.315

Checkerboard Perlin 3.797 7.273 4.959 0.002 4.308 1.326

Zig Zag Perlin 3.998 8.001 4.71 0.011 4.188 4.117

Zig Zag 4.075 7.903 4.981 0.012 4.087 3.231

Striped RGB 4.077 8.043 5.092 0.005 4.385 1.134

Checkerboard RGB 4.551 8.749 5.599 0.013 4.732 1.492

Synthetic Real Textured 22.85 38.917 24.047 0.016 17.159 28.022

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 7.20: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object segmentation task. All models were trained using Mask R-

CNN using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR

dataset described in Chapter 6. The Synthetic Real Textured dataset is the original object textures,

and the Real World dataset is a model trained on the matched real-world dataset from YCB-M [67].

The results shown are from the models trained with synthetic backgrounds from the photorealistic

dataset [74] from the SRDR dataset.
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objects of interest from the background objects. In this scenario, the usual DR textures selected in

the literature would not be suitable when combined with heavily cluttered scenes.

Scenenet Dataset

Tables 7.21 and 7.22 show the AP scores across commonly used DR methods for solving detection

and segmentation tasks, sorted in ascending order from lowest to highest AP scores. In this sce-

nario, an unrealistic background with varying degrees of background clutter is used, and each of

the commonly selected DR methods is applied to objects of interest as shown previously in Figure

6.8.

In both tasks, the models using patterned textures typically outperform non-patterned ones.

In the detection task results presented in Table 7.21, the AP score for the highest performing

method, Striped, is 10.936 AP and using the lowest-performing method, Gradient RGB Perlin, is

4.328 AP. Similarly, in the segmentation task in Table 7.22, the AP score for the highest perform-

ing method, Zig Zag Perlin, is 8.122 AP compared to the lowest-performing method, Flat RGB

Perlin, is 3.789 AP. However, the AP scores between the top three performers for the detection

and segmentation task is not as substantial. Take the detection task, where the top three perform-

ers are Striped, Zig Zag Perlin, and Zig Zag. Using Striped results in an AP score of 10.936 AP,

while Zig Zag Perlin yields 10.502 AP, meaning a generally more complex pattern results in better

performance for segmentation and detection tasks.

Compared to using the previous Photorealistic backgrounds, which are highly cluttered,

using less cluttered scenes can increase the performance for both detection and segmentation tasks

from 6.521 AP to 10.936 AP and from 4.551 AP to 8.122 AP using the highest performing DR

methods, respectively.
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Dataset AP AP50 AP75 APs APm APl

Gradient RGB Perlin 4.328 10.183 3.078 0.288 4.545 1.101

Flat RGB Perlin 4.804 10.602 3.558 0.185 5.186 1.201

Flat RGB 8.818 18.152 7.869 0.253 10.395 3.851

Gradient RGB 9.805 20.069 8.384 0.264 10.324 4.673

Striped Perlin 9.836 21.118 7.623 0.622 10.609 5.045

Checkerboard Perlin 10.049 22.926 7.255 0.484 11.875 6.427

Checkerboard 10.071 21.983 7.799 0.645 10.129 6.92

Zig Zag 10.276 22.153 7.579 0.462 10.004 5.961

Zig Zag Perlin 10.502 23.068 8.201 0.594 13.102 5.713

Striped 10.936 22.022 9.002 0.442 10.383 8.329

Synthetic Real Textured 22.846 44.448 20.026 0.539 20.888 24.452

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 7.21: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object detection task. All models were trained using Mask R-CNN

using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR dataset

described in Chapter 6. The Synthetic Real Textured dataset is the original object textures, and the

Real World dataset is a model trained on the matched real-world dataset from YCB-M [67]. The

results shown are from the models trained with synthetic backgrounds from the Scenenet dataset

[132] from the SRDR dataset.
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Dataset AP AP50 AP75 APs APm APl

Flat RGB Perlin 3.789 8.646 3.083 0.007 4.091 0.982

Gradient RGB Perlin 3.806 8.107 3.277 0.006 4.3 1.067

Flat RGB 6.992 13.474 6.983 0.007 8.617 2.377

Checkerboard 7.283 14.389 8.077 0.058 7.191 7.915

Zig Zag 7.512 15.327 7.512 0.06 7.842 5.281

Striped Perlin 7.579 14.999 7.815 0.056 8.087 6.634

Striped 7.801 15.857 7.747 0.023 7.51 7.838

Checkerboard Perlin 7.84 15.901 7.638 0.05 8.425 9.185

Gradient RGB 7.915 15.717 6.745 0.004 8.958 3.514

Zig Zag Perlin 8.122 15.651 8.896 0.042 10.181 8.058

Synthetic Real Textured 21.519 38.747 20.316 0.116 18.333 30.048

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 7.22: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object segmentation task. All models were trained using Mask R-CNN

using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR dataset

described in Chapter 6. The Synthetic Real Textured dataset is the original object textures, and the

Real World dataset is a model trained on the matched real-world dataset from YCB-M [67]. The

results shown are from the models trained with synthetic backgrounds from the Scenenet dataset

[132] from the SRDR dataset.
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Structured3D

Tables 7.23 and 7.24 show the AP scores across commonly used DR methods for solving detec-

tion and segmentation tasks, sorted in ascending order from lowest to highest AP scores. In this

scenario, a synthetic, photorealistic, low clutter background is used, and each of the commonly

selected DR methods is applied to objects of interest as shown previously in Figure 6.5.

Dataset AP AP50 AP75 APs APm APl

Checkerboard Perlin 13.922 30.41 11.483 0.458 15.2 14.481

Striped Perlin 13.986 30.827 10.512 0.487 14.189 13.604

Flat RGB Perlin 14.875 31.458 11.97 0.528 15.016 12.506

Zig Zag Perlin 15.723 34.197 11.754 0.393 16.219 13.522

Checkerboard 15.963 33.482 12.692 2.393 13.059 19.521

Gradient RGB 15.98 34.228 11.8 0.487 16.278 13.555

Gradient RGB Perlin 16.688 33.587 13.005 0.328 16.211 15.093

Flat RGB 16.826 34.664 14.173 0.088 16.287 13.347

Zig Zag 17.869 38.097 13.341 1.7 16.567 19.433

Striped 18.681 38.954 15.271 0.577 15.057 22.293

Synthetic Real Textured 28.141 51.781 26.25 0.813 24.172 35.344

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 7.23: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object detection task. All models were trained using Mask R-CNN

using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR dataset

described in Chapter 6. The Synthetic Real Textured dataset is the original object textures, and

the Real World dataset is a model trained on the matched real-world dataset from YCB-M [67].

The results shown are from the models trained with synthetic backgrounds from the Structured3D

dataset [244] from the SRDR dataset.
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Dataset AP AP50 AP75 APs APm APl

Striped Perlin 10.82 21.731 10.909 0.023 10.427 14.921

Checkerboard Perlin 11.374 22.721 11.082 0.022 11.087 18.616

Flat RGB Perlin 11.915 22.813 11.726 0.014 11.056 17.139

Zig Zag Perlin 12.013 24.701 11.059 0.034 11.686 15.501

Gradient RGB Perlin 12.475 25.06 11.495 0.012 11.451 16.325

Checkerboard 13.092 25.74 12.824 0.035 9.601 22.779

Flat RGB 13.425 26.943 13.021 0.004 12.549 14.365

Gradient RGB 14.063 26.654 13.151 0.007 12.851 18.231

Zig Zag 14.428 29.244 13.252 0.116 11.921 22.409

Striped 14.779 28.31 15.503 0.056 10.567 23.618

Synthetic Real Textured 26.797 46.098 26.383 0.111 20.786 37.335

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 7.24: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object segmentation task. All models were trained using Mask R-

CNN using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR

dataset described in Chapter 6. The Synthetic Real Textured dataset is the original object textures,

and the Real World dataset is a model trained on the matched real-world dataset from YCB-M [67].

The results shown are from the models trained with synthetic backgrounds from the Structured3D

dataset [244] from the SRDR dataset.
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Similar to previous findings, the highest performing DR method using this set of back-

grounds is patterned textures (Striped and Zig Zag). The AP score for the highest performing

method, Striped, is 18.681 AP compared to the lowest-performing, Checkerboard Perlin, is 13.922

AP for the detection task. The AP scores for the segmentation task for the highest performing,

Striped, is 14.779 AP and using Striped Perlin as the lowest-performing, is 10.820 AP.

Interestingly, Flat RGB and Gradient RGB performed better than previous findings on other

backgrounds, where they usually ranked in the bottom four of the ten implementations. While they

do not outperform all patterned texture methods, they perform better than the generally higher

ranked Checkerboard pattern in detection and segmentation, albeit by a very small margin. The

AP score using Gradient RGB is 15.980 AP compared to the Checkerboard resulting in a score of

15.963 AP in the detection task. Compared to the segmentation task, the difference between the

two is higher, where Gradient RGB scores 14.063 AP compared to the Checkerboard’s 13.092 AP.

However, Striped and Zig Zag are still the highest performers, and the consensus from previous

experiments remains consistent, where using patterned textures achieves the highest performance.

In both the detection and segmentation tasks, we see that the AP scores for each applied tex-

ture outperform the models with the previous backgrounds used, where one was non-photorealistic,

and the other was photorealistic but with a high degree of clutter. With all other parameters remain-

ing consistent, such as poses, illumination, textures, and camera positions, only the backgrounds

used in the training set differ. This result indicates a higher degree of realism and reduced back-

ground clutter boosts performance. Compared to the previously highest AP scores, which were

achieved using Striped textures and the Scenenet background dataset for the detection task and

Zig Zag Perlin for the segmentation task, the Striped pattern with the Structured3D background

increases performance from 10.936 AP to 18.681 AP and from 8.122 AP to 14.779 AP respec-

tively. This set of results highlights the importance of background selection as part of generating

the training set.
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Real-world Backgrounds

Tables 7.25 and 7.26 show the AP scores across commonly used DR methods for solving detection

and segmentation tasks, sorted in ascending order from lowest to highest AP scores. In this sce-

nario, real-world scenes with low clutter backgrounds are used, and each of the commonly selected

DR methods is applied to objects of interest as shown previously in Figure 6.4.

Dataset AP AP50 AP75 APs APm APl

Flat RGB Perlin 11.956 25.449 10.302 0.429 13.98 6.784

Zig Zag Perlin 12.195 28.684 8.032 0.451 16.287 8.44

Gradient RGB Perlin 12.219 25.629 9.874 0.341 15.254 5.945

Checkerboard Perlin 12.467 27.496 9.63 1.033 17.098 5.549

Flat RGB 13.157 27.444 11.358 0 14.583 8.797

Striped 13.436 28.054 11.807 3.481 15.948 9.495

Striped Perlin 13.508 30.053 10.752 0.352 16.635 10.118

Gradient RGB 14.051 27.754 12.747 0 16.249 8.943

Checkerboard 14.741 31.725 12.615 2.046 16.427 11.273

Zig Zag 16.354 34.339 13.937 2.437 17.309 13.453

Synthetic Real Textured 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 7.25: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object detection task. All models were trained using Mask R-CNN

using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR dataset

described in Chapter 6. The Synthetic Real Textured dataset is the original object textures, and the

Real World dataset is a model trained on the matched real-world dataset from YCB-M [67]. The

results shown are from the models trained with real-world backgrounds from the Active-Vision

dataset [4] from the SRDR dataset.
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Dataset AP AP50 AP75 APs APm APl

Flat RGB Perlin 8.106 17.089 6.791 0.029 9.694 5.562

Gradient RGB Perlin 8.713 18.975 7.662 0.045 11.529 4.992

Flat RGB 8.95 18.159 7.954 0 12.162 5.19

Striped Perlin 9.203 19.534 8.401 0.029 10.235 10.423

Zig Zag Perlin 9.257 19.622 8.277 0.035 11.551 10.312

Checkerboard Perlin 9.577 19.661 9.421 0.018 11.23 9.273

Striped 9.686 19.182 9.665 0.116 10.686 10.262

Gradient RGB 10.117 19.915 8.478 0.005 13.451 6.897

Checkerboard 11.18 23.037 10.486 0.053 10.887 11.78

Zig Zag 12.771 25.544 11.877 0.258 13.817 15.455

Synthetic Real Textured 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 7.26: Table showing comparative results on a real-world test set of 837 images from the

YCB-M dataset [67] for the object segmentation task. All models were trained using Mask R-

CNN using the ResNet-50-C4 backbone and each of the texture DR datasets from the SRDR

dataset described in Chapter 6. The Synthetic Real Textured dataset is the original object textures,

and the Real World dataset is a model trained on the matched real-world dataset from YCB-M

[67]. The results shown are from the models trained with real-world backgrounds from the Active-

Vision dataset [4] from the SRDR dataset.
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Using real-world backgrounds closely resembles the previous experiments’ results, where

patterned textures achieved the highest AP scores for both the detection and segmentation tasks.

The AP score for the lowest-performing model using Flat RGB Perlin is 11.956 AP, compared to

the highest performing Zig Zag which is 16.354 AP. This result is a similar performance difference

when looking at the Structured3D dataset comparing the lowest and highest performers of 13.922

AP and 18.681 AP for the detection task. This performance difference is similar to the segmenta-

tion task with real-world backgrounds, where the lowest performing Flat RGB Perlin scores 8.106

AP. The highest performing Zig Zag scores 12.771 AP. This result is similar to the Structured3D

photorealistic backgrounds difference in performance in the segmentation task. The lowest per-

forming textures resulted in an AP score of 10.820 AP, and the highest performing resulted in an

AP score of 14.779 AP.

Like the Structured3D backgrounds, Gradient RGB outperformed one of the patterned tex-

tures by increasing the AP score compared to Striped Perlin for the detection task from 13.508 AP

to 14.051 AP, and Striped for the segmentation task from 9.686 AP to 10.117 AP. While the per-

formance difference is quite small, it still outperforms one of the patterned textures. Although, the

remaining patterned textures still achieve a higher performance across both tasks. Using Zig Zag

results in an AP score of 16.354 AP compared to the Gradient RGB’s 14.051 AP for the detection

task, and 12.771 AP compared to 10.117 AP when using Zig Zag patterns compared to Gradient

RGB for the segmentation task.

Similar to Structured3D backgrounds, the AP scores achieved were higher than the non-

photorealistic Scenenet low clutter backgrounds and photorealistic highly cluttered backgrounds,

which echoes the findings that increased realism with low clutter would achieve higher overall

performance.
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7.6 Discussion

Overall, we have examined several stages of the DR pipeline by probing the poses used, back-

grounds, and textures to conclude that the hypothesis that DR is task-agnostic. This section dis-

cusses our findings supporting this hypothesis and provides suggestions for improving the DR

strategy for solving various tasks.

7.6.1 Poses

From the experiments conducted using random object poses and scene replication, it is evident that

restricting the poses to scenarios that would be more plausible in the test set would be more bene-

ficial. In section 7.5.3, we conducted an experiment that randomized both the position and orien-

tation of four objects of interest and applied the different DR texture techniques to each of the four

objects. We also replaced the image background with real-world images from the Active-Vision

dataset for a total of 5400 training images. The highest performing technique for the detection and

segmentation tasks was Checkerboard Perlin in this scenario. However, the difference between

using the highest performing DR method compared to real-world images is significantly higher

for both detection and segmentation tasks, with an AP score for the Checkerboard Perlin at 15.385

AP, and the real-world images at 69.479 AP, and 13.444 AP compared to 61.619 AP respectively.

Compared to the replicated scenes using fewer training images and the same image backgrounds,

albeit using poses that are more indicative of the target test set, the performance difference is lower,

with the highest performing DR method resulting in an AP score of 16.354 AP, and the real-world

a score of 39.403 AP for the detection task. For the segmentation task, the highest performing DR

method resulted in an AP score of 12.771 AP, and the real-world model resulted in an AP score of

37.198 AP.

While the goal of the experiment is not to achieve comparable performance to the real-

world test set, the performance gap is nonetheless reduced when using poses that are more similar
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to the target test set, as indicated by a lower difference between the real-world and highest perform-

ing DR method for detection and segmentation, while also using fewer training samples at 3935

images for the training set. The results here support the work by [160], where the authors suggest

enforcing constraints on the structure and context of the scene increases performance when solving

2D object detection in urban driving environments, compared to traditional DR, which places all

objects and distractors randomly.

Complete randomization of poses may be computationally wasteful if specific orientations

are not common in the target test data. We can infer the types of poses to generate based on the

scenario of the problem we are trying to solve, such as including poses in orientations that would

be physically plausible. Although enforcing constraints on the generated poses is more beneficial

for generalization with fewer images.

7.6.2 Backgrounds

Randomizing the image backgrounds is typically part of the DR process, where in section 7.5.3 we

conducted an experiment to investigate how performance varies when selecting a range of image

backgrounds as part of the training set. The image backgrounds used ranged from synthetic non-

photorealistic with little clutter, synthetic photorealistic with high clutter, and photorealistic with

low clutter. We also looked at applying real-world image backgrounds, as used in some existing

works in this field [45, 160, 192]. We may think of replacing the backgrounds in the datasets as a

way to force a model to learn from the objects of interest rather than associate the background to

the objects of interest, adding a unique background that is not visible in any other sample from the

training set guarantees this. However, the types of backgrounds used may act as additional clutter

or as distractor objects that may increase the difficulty of the learning process.

From the experiments conducted in section 7.5.4, using real-world image backgrounds

instead of non-photorealistic synthetic backgrounds increases performance for both detection and

177



Generalizability of DR for Multi-Tasks

segmentation tasks from 22.846 AP to 29.813 AP and from 21.519 AP to 26.532 AP respectively

when training models using the real-texture synthetic data. We typically see an increase in realism

increases performance, where the highest performing models use the real-world backgrounds from

the Active Vision dataset.

The Structured3D dataset increases performance over the highly cluttered Photorealistic

dataset, achieving an AP score of 28.141 AP compared to the Photorealistic dataset of 25.021

AP for the detection task. The Structured3D dataset also resulted in an AP score of 26.797 AP

compared to the Photorealistic score of 22.850 AP for the segmentation task. This difference in

performance may be due to the high degree of background clutter in the Photorealistic dataset that

is not as prevalent in the Structured3D dataset, which acts as distractor objects during the training

process.

Replacing the backgrounds of the synthetic training data by segmenting the objects of inter-

est from the background, then replacing individual pixels of each sample with random backgrounds

from other datasets is a quick way of increasing data diversity. Although, it is necessary to note

that this method eliminates shadows and illumination from interacting with the environment out-

side of the existing rendered objects of interest. It would be helpful to investigate further how this

may affect task performance if we rendered the scenes alongside the objects rather than replacing

the backgrounds of the images in the dataset.

7.6.3 Textures

In section 7.5, we looked at how textures play a role in affecting task-based performance in ob-

ject detection and segmentation tasks. Across multiple image backgrounds and the existing DR

textures used in the current literature, we found similar findings to what was presented in chapter

5, where using more complex patterned textures generally outperformed the commonly used Flat

RGB method. We also find similar rankings across both the detection, segmentation, and the lo-
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calization task presented in Chapter 5, which was solving a different task, using a different dataset,

and network architecture. Table 7.27 shows the rankings produced for each of the tasks using the

current DR texture techniques used, where we see a similar order across tasks. The table shows that

task-based performance generally increases when using more complex patterned textures, showing

that DR is task-agnostic.

Ranking Detection Segmentation Localization

1 Zig Zag Zig Zag Zig Zag

2 Checkerboard Checkerboard Striped Perlin

3 Gradient RGB Gradient RGB Striped

4 Striped Perlin Striped Checkerboard Perlin

5 Striped Checkerboard Perlin Zig Zag Perlin

6 Flat RGB Zig Zag Perlin Checkerboard

7 Checkerboard Perlin Striped Perlin Flat RGB Perlin

8 Gradient RGB Perlin Flat RGB Gradient RGB Perlin

9 Zig Zag Perlin Gradient RGB Perlin Flat RGB

10 Flat RGB Perlin Flat RGB Perlin Gradient RGB

Table 7.27: Table showing the rankings for object detection from Table 7.25, semantic segmen-

tation from Table 7.26, and localization task from Figure 5.16. A rank of 1 indicates the highest

performing texture used when implementing DR. Rankings for the detection and segmentation

tasks are using matched real-world scenes and real-world backgrounds [4] from the SRDR dataset

described in Chapter 6. Rankings for the localization task are from the experiments conducted in

Chapter 5. Despite solving different tasks, using different networks, and different datasets, it is

more favorable selecting more complex patterned textures when using DR.
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7.6.4 Illumination

Since using the SRDR dataset presented in chapter 6 for the experiments of this chapter, we man-

ually approximated the illumination for each individual set of scenes that replicated the YCB-M

real-world dataset. Illumination does play an important role in aiding transfer from synthetic to

real. However, it is challenging to approximate this given a set of real images from the YCB-M

dataset without information about the lighting accurately. One possible way to approximate the

illumination better would be to optimize the lights’ positions in the scene using a differentiable

renderer, enabling more precise experimentation for lighting, which we could explore.

7.7 Conclusion

In this section, we conducted a comprehensive study on the generalizability of DR across multiple

tasks. We found that DR is task-agnostic and behaves similarly when solving object detection,

semantic segmentation, and localization tasks. We have shown this through experiments on com-

plex scenes involving varying levels of occlusion, clutter and scenes with multiple object classes,

unlike existing works which focus on single instances or primitive object shapes. We have shown

that imposing constraints on the poses available in the training set increases task-based perfor-

mance, showing that pose structure improves performance. Furthermore, we have shown that the

selection of backgrounds plays an important role, and using unique backgrounds with increased

realism also increases performance. Finally, the choice of texture DR techniques can significantly

influence performance, as also discussed in chapter 5, however, we have shown that the use of DR

is task-agnostic, and the use of more complex patterned textures generally increases performance.

While the existing DR methods achieve good performance in specific scenarios, it still

requires the design and selection of base patterned textures to generate such as checkerboard, zig

zag, or striped, as performed in the current literature. We have seen that DR methods typically
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increase task-based performance when using more complex patterns for the objects of interest.

The next chapter will present a novel framework for synthesizing textures that outperform the

existing DR techniques by generating textures conditionally based on objects of interest.
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Conditional Domain Randomization:

Synthesizing Textures via Image Patches

In the previous Chapter 7, we have seen that the selection of DR parameters such as object poses,

types of backgrounds, and types of textures influences task-based performance. The performance

across different tasks follows a similar ranking. More complex patterned textures such as Zig Zag

or Checkerboard resulted in the highest performance for object detection and object segmentation

tasks shown in experiments conducted in chapter 7. This result is consistent with the findings for

the object localization task in less complex scenes in Chapter 5.

This chapter investigates an alternative method of generating DR textures by eliminating

the decision-making on the types of textures to use in the DR process. For example, how should we

manually define the DR textures to select from that yield the highest performance? The alternative

approach is fast, easy to execute, and outperforms the most commonly used and highest performing

DR textures for solving vision tasks on a challenging dataset.

Our approach uses randomly sampled cropped image patches from real-world objects as the

textures for the 3D object meshes. We show that using textures from random classes of real-world
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objects greatly improves performance over the most commonly used DR texture (Flat RGB) in an

object detection task from 13.157 AP to 19.196 AP, and an object segmentation task from 8.950

AP to 17.074 AP. It also outperforms the best DR texture (Zig Zag) in detection and segmentation

tasks from 16.354 AP to 19.196 AP, and from 12.771 AP to 17.074 AP, respectively.

Furthermore, we show that conditionally applying the textures using textures from the same

object class further increases performance compared to the most commonly used DR texture (Flat

RGB) going from 13.157 AP to 21.287 AP, and from 8.950 AP to 19.481 AP in object detection

and object segmentation task, respectively. It also outperforms the best DR texture (Zig Zag) in

detection and segmentation tasks, increasing from 16.354 AP to 21.287 AP, and from 12.771 AP

to 19.481 AP, respectively.

Finally, we extend the idea to propose a conditional texture generation routine based on

GANs that conditionally generate textures from similar object classes to the YCB-M dataset [67]

and show that the synthetic data generation routine outperforms existing methods. The conditional

texture generation routine is helpful in scenarios where we would like to increase the texture di-

versity (generate more textures) when we only have access to a limited amount of real-world data

to sample cropped image patches randomly.

8.1 Introduction

There are numerous scenarios where we would like to use vision systems in the real world. Take,

for example, a kitchen countertop, where we may have a robotic arm tasked to store some objects

away. There are multiple steps in solving this problem: first, an object detection system must

classify the type of objects, such as a cereal box, to select an appropriate grip that would not

damage the contents. Second, the detection system must predict a rough estimate of the position

of the object, which we can finally pass to a motion planner to plan an appropriate trajectory for

picking up and moving the desired object. Understanding what and where things are plays an
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important role in solving this task.

One of the most significant barriers to solving such problems is access to large amounts

of high-quality annotated data describing where and what each object is in a scene. Synthetic

data has helped us gather large quantities of labeled datasets for such scenarios; however, they

typically underperform systems trained on real data due to domain gap. We have shown that DR

is a promising method for helping to bridge the domain gap from synthetic to real. However, the

current utilization typically requires manually defining a data distribution to sample values from

and not relevant to object classes. For example, if we wanted to generate DR textures, we would

have to decide what type of textures, such as flat RGB, checkerboard, or zig zag as shown in Figure

5.1 and apply the textures to objects in a synthetic scene.

Going back to our kitchen countertop examples, we may have object categories that share

similar features: a cereal box, a cracker box, a pudding box, or a gelatin box. Visually, their

packaging has similarities, such as bold colors and patterns, large text, and nutritional information.

These visual features would differ from other kitchen objects such as bowls or plates, containing

more muted colors or patterns and generally no text.

Current DR implementations sample the textures for each object from some statistical data

distribution, which the practitioner manually determines. For example, the most commonly used

texture in the existing literature is flat RGB, which is flat shades of a single color applied to objects

in the scene. This approach lacks visual information that could be useful for solving vision tasks.

For example, cans may appear more metallic,

This chapter introduces CDR: Conditional Domain Randomization, synthesizing more vi-

sually relevant textures for solving vision tasks using DR synthetic data. In the previous chapters 5

and 7, we have seen that texture complexity generally improves task-based performance in object

localization, detection, and segmentation. A question arises: what type of complex texture aids

the learning process for solving such vision tasks? For example, the current literature [15, 52,

155, 195, 202, 207, 237] generally uses flat RGB colors and less commonly used patterns such as
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checkerboard patterns. However, the more complex patterns used in the existing literature, as seen

in Table 4.3 are by no means an exhaustive set of possible complex textures. For example, since

patterns increased task-based performance compared to flat RGB, we may have textures generated

from triangles, stars, or dots if we focused on simple geometric shapes. A practitioner would deter-

mine the types of textures to generate and programmatically create a collection to apply to object

meshes to create a training set. However, this would still not address whether this texture contains

the complexity that typically results in higher task-based performance or if a texture is suitable for

a given object.

We propose a strategy using CDR to improve task-based performance by focusing on vi-

sually relevant features for objects of interest, as shown in the top left of Figure 8.1. Here, we

see several objects containing similar features to the objects in the real-world image in the bottom

right. For example, the wooden block containing wooden grain, the Jell-o box and mustard bottle

containing text, or the tuna can appearing more metallic and similar to a real-world can.

The improvement is to take real-world images of objects, which may be the same class or

a random class, and sample from those images squared image patches to use as the textures in the

DR process. For example, we would apply cropped image patches from random real-world boxes

instead of using flat RGB as the textures for a cereal box when generating DR synthetic data.

This approach on the cereal box would enforce more visually relevant features such as patterns

or text that typically appear in objects of that class. An example of this is in Figure 8.1, where

we see the traditional DR approach (top right), CDR (top left), and real-world images (bottom

right) compared. This approach can work well given access to large amounts of real-world data or

scenarios with a limited amount of real-world data.

We also present an approach to conditionally generate textures for a given object class

using a conditional GAN trained on a small amount of real-world data. The texture generator is

advantageous in scenarios where access to real-world data is limited. In this scenario, the texture

generator can increase the texture diversity by sampling textures from the trained generator. Please
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Figure 8.1: Comparison between CDR (top left) and traditional DR approaches (top right using

Flat RGB). The CDR approach applies textures visually more similar to object classes in the target

dataset. Bottom left is the synthetic real-texture versions, and bottom right is the real-world sample

from the YCB-M dataset [67].
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refer to the Appendix A for additional samples for the CDR and conditional GAN-based approach.

Our contributions are as follows:

• We present a novel approach for conditionally generating and applying class-specific DR

textures by using image patches from real-world images.

• Our proposed approach outperforms the most widely used DR texture randomization method

going from 13.157 AP to 21.287 AP and 8.950 AP to 19.481 AP in object detection and

semantic segmentation tasks, respectively. We also outperform the highest performing DR

texture going from 16.354 AP to 21.287 AP and 12.771 AP to 19.481 AP in object detection

and semantic segmentation tasks, respectively.

• We propose a conditional GAN-based texture generator trained on a few real-world image

patches to increase texture diversity and outperform the most commonly applied DR tex-

ture randomization method using flat RGB going from 13.157 AP to 20.287 AP and from

8.950 AP to 17.636 AP in object detection and semantic segmentation tasks, respectively.

This approach also outperforms the best texture randomization method for object detection

and segmentation tasks going from 16.354 AP to 20.287 AP and 12.771 AP to 17.636 AP,

respectively.

8.2 Related Work

8.2.1 Domain Randomization

Typical DR approaches use a variety of textures to generate DR images for solving vision and

robotics tasks. In previous chapters, we have seen that there is currently no consensus on the most

suitable approach for selecting the type of textures to use in the randomization process. Table 4.3

highlights the various methods researchers have used for synthesizing DR images. Typically, these
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textures are programmatically defined as a set of colors or patterns that we can sample our textures

from. For example, while most works use simple textures [14, 15, 52, 81, 127, 147, 155, 159, 180,

195, 201, 202, 205–207, 219, 237], fewer works also incorporate more complex patterned textures

[14, 81, 127, 155, 205–207], which we have now shown to be more beneficial in increasing task-

based performance. The approach has worked to solve several tasks, particularly in robotics and

vision; however, increased texture complexity would boost performance.

While existing approaches have used real-world images as part of the randomization pro-

cess [15, 205, 232], these are typically used to randomize the backgrounds, such as the work by

Tremblay et al. [205], where 10000 real-world images were used to randomize the background

of the synthetic dataset. Approaches may also use real-world images to supplement DR data, as

is the case with Bousmalis et al. [15], where they used 9.4 million unlabelled real-world images

to develop a generative model to improve grasping performance. Currently, existing DR methods

do not apply textures as patches sampled from real-world images. We hypothesize this approach

would improve task-based performance due to complex properties with natural images that are

more difficult to attain with artificially created ones. Such properties include patterns, text, or bar-

codes from boxes, metallic surfaces for cans, or wooden grains for a wooden block. These features

can be attained using our proposed approach and is more difficult to produce through manually

defining textures to sample from.

Adding contextual information within DR has recently been explored in work by Prakash

et al. [160]. Here, the authors devised a method called Structured Domain Randomization and

used an urban driving scene for solving 2D car detection. The authors introduced context into

scene generation by placing objects more naturally in a scene per probability distributions from the

problem at hand. Meaning placement of roads, signs, or cars would be positioned more naturally,

instead of randomly in the camera frame. The authors have shown promising results towards

improving the general procedure for DR by focusing on natural object placement but did not focus

on texture randomization of the objects in the scene, sampling only from 9 standard colors (Flat

RGB), and performing data augmentation such as lightness, roughness, and metallic properties.
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We propose that adding visually relevant information to the object’s textures would im-

prove the DR process. Combining increased texture complexity from patch-based real-world im-

ages and visually relevant information would help improve task-based performance.

8.2.2 Image Synthesis

Synthesizing images is widely explored in the methods using generative adversarial networks [64]

or variational autoencoders [98]. More recently, strides have been made towards generating higher

quality and higher resolution images using improvements to generative models [18, 87, 88, 90,

140]. The methods have shown significant improvements in image quality, particularly at higher

resolutions. Karras, Laine, and Aila [87] proposed an approach motivated by domain adapta-

tion style transfer methods, where the authors proposed a novel generator architecture capable of

disentangling high-level attributes such as poses or object classes and allows greater control of

synthesized images such as controlling the synthesis of hair on human faces. Karras et al. [90]

extended this further by modifying the generator further and training methodology, allowing the

synthesis of images with fewer data while maintaining a high level of image quality.

The style-based approach is an appealing choice for synthesizing images over previous

methods, which typically required more considerable amounts of data to achieve a similar level

of performance. It is also quicker to train and with greater control of image synthesis of high-

resolution images compared to alternative methods [18, 140]. For example, a comparative ap-

proach by Brock, Donahue, and Simonyan [18] to produce high-quality images at a resolution

of 128x128 were evaluated on ImageNet ILSVRC 2012 [178], with a dataset size of 1.2 million

images [18] compared to a few thousand training images in the approach by Karras et al. [90].

While the above approaches result in high-quality synthetic images, it is more challeng-

ing to generate a specific scene explicitly. For example, we would not be able to generate more

complex scenes such as a tabletop scene containing precisely n amount of objects from a specific
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camera angle and under specific illumination conditions as we would using a traditional renderer.

Furthermore, we would not have access to labeled data that describes the scene using this particular

approach to generating synthetic data.

8.2.3 Texture Generation

Texture synthesis outside of traditional rendering pipelines has been explored, particularly in the

field of graphics [2, 34, 157, 226]. Typical texture generation pipelines would require artists to

manually design and create high-quality images, which can often be time-consuming to generate

large quantities of data.

Previously, models were broadly split into parametric and non-parametric techniques, where

non-parametric techniques create new textures by repeat smaller-sized patches to synthesize a

larger image texture [46, 47, 220], and parametric models use statistical measures for modeling

the textures [158]. More recently, neural network generative-based approaches have gained popu-

larity for synthesizing novel textures [2, 34, 157, 226].

For example, Xian et al. [226] used a GAN-based approach for synthesizing textures given

an input sketch and texture patches. For example, given a hand-drawn sketch for a handbag, and a

sample texture patch, output a handbag with the texture propagated over the sketch. Their method

would output a sketch with the texture filling the sketch contours. The system is strongly tied

to inputs containing sketch/texture patch pairs, limiting its potential use in scenarios outside of

this setting. For example, texturing more complex 3D scenes would not be feasible using this

approach. This approach performs well when generating textures for objects such as a wooden

block or a mug; however, it would not be able to produce textures containing text, barcodes, which

are visually relevant to household objects such as boxes, bottles, or cans.

In our scenario, feeding patches from real-world images to a conditional generator would

allow us to maintain more visually relevant features that we can control when using conditional
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GAN models, which is desirable when synthesizing textures class-conditioned on the fly.

8.3 Method

The following section details the method for implementing CDR, opening with an overview of

the approach for generating textures from image patches. Following this, we describe the original

datasets used for generating the image patches, the procedure for producing patches, and details

on the conditional GAN approach. The section concludes with information on the training imple-

mentation.

8.3.1 Approach Overview

The proposed approach is a simple, fast, and effective method of producing complex patterned

textures from real-world images via random sampling of patches. Figure 8.2 shows an overview

of the approach:

• Collect images where an object occupies most of the image frame: Start by collecting a set of

real-world images. In our scenario, we assume we have access to images with object-centric

viewpoints, which occupy most of the image frame.

• Generate patches: Given a set of real-world images, uniformly sample squared patches of

size (nxn).

• Data augmentation: Perform data augmentation on the previously generated image patches.

We perform random rotations and random flips to increase dataset diversity further.

• Scene generation: Apply the previously generated set of patches to generate DR synthetic

data.
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Collect Object-Centric Images

Generate Patches
Data Augmentation: Random Flips + Rotation

Scene Generation

Task-Based Training

Renderer

Patch-based
Textures

camera, objects, 

illumination, background

Task-Based
Network Predictions

Patch-based DR Data

Figure 8.2: We present an approach for synthesizing synthetic images based on real-world image

patches for solving detection and segmentation tasks. Natural images provides the desired texture

complexity when using DR, while conditionally applying textures based on the objects of interest

adds visually relevant information.
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• Task-based training: We apply the dataset for solving vision tasks.

In previous chapters, we have seen that texture complexity plays a role in improving task-

based performance, although introducing texture complexity can be more challenging than our

proposed approach. For example, in the traditional case of DR, we would programmatically spec-

ify texture data distributions to sample textures, such as checkerboard, striped, or zig zag. Further

complexity can be introduced by adding additional noise, such as using Perlin noise [152] com-

bined with previous textures. While this approach can be beneficial, it requires multiple definitions

of data distributions to sample our textures, and we must decide how to model texture complexity

best.

In contrast, our approach suggests natural images inherently contain desired properties of

texture complexity such as patterns on real-world boxes and outperforms existing DR methods

used in the current literature. The process is inexpensive to execute due to the availability of large-

scale datasets that we could sample our textures from and does not require handcrafted algorithms

for texture generation routines.

8.3.2 Dataset

This section details the texture dataset creation process, which involves generating cropped image

patches from real-world images. It also covers the generative approach for synthesizing textures

and the creation of the DR synthetic datasets.

Image Collection

Our approach uses patches generated from a collection of two distinct real-world image datasets.

The first dataset used is a set of household objects primarily used for training object detection

systems [134]. Figure 8.3 shows the collection of household objects in the dataset, which contains
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166 RGB images with 13 different object classes. Each image is of size 3264x1836 and contains

annotations for 2D bounding boxes for each of the objects visible in a given scene. The textures

generated from this set of images are referred to as Texture A.

Figure 8.3: Figure of all object classes used to generate image patches for Texture A. Image taken

from [134].

The second dataset used is a novel object-centric household object dataset, which serves as

a basis for our experiments’ conditional application of textures. This dataset contains classes that

are more similar to the target objects. Figure 8.4 shows several samples of the original images from

this dataset, which contains 274 images with 7 object classes. Each image is of size 3024x4032

and contains class labels. To supplement this novel dataset, a collection of 15 real-world images

of wood is added from Image*After [78]. The textures generated from this dataset will be referred

to as Texture B.

Generating Patches

We randomly sample from a uniform distribution across a set of given images to generate patches

of size nxn. In the case of patches for Texture A, we use the provided 2D bounding boxes to ensure

that each patch generated is contained around the object and not the background. A sample of the
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Figure 8.4: Samples real-world objects used to generate image patches for Texture B.

image patches from this dataset is in Figure 8.5, where we generate our textures of size 128x128.

Figure 8.5: Texture A: textures generated from image patches. Each patch is of size 128x128, and

uniformly sampled from a set of real-world images.

Textures B did not require bounding box positions before cropping, as the dataset was

collected to ensure the majority of the object is visible in the frame. Therefore, we uniformly
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sample the random image patches across the set of images for Texture B. Figure 8.6 shows a sample

of the textures of size 128x128, after being resized from the crops of size 512x512, generated

using this method. The approach to generating patches outlined above ensures we capture visually

relevant patches for objects in a scene. The necessity of first cropping at 512x512 was due to the

object occupying the majority of a high-resolution image. The initial crops at 512x512 ensures the

visual features we desire are visible.

Texture Generator

We use a generative model adopted from StyleGAN2-ADA [90] to synthesize new image patches

based on the above data. StyleGAN2-ADA is currently a state-of-the-art method for image syn-

thesizing for both conditional and unconditional modeling. Since we have a small number of real-

world images, StyleGAN2-ADA is desirable as it can produce high-quality images when trained

on limited data. Previous conditional and unconditional GAN-based approaches typically rely on

using a more significant number of data [18, 64, 88, 138, 217]. Using StyleGAN2-ADA means

we have control over the generated images based on input modalities, such as object classes in our

scenario. This approach allows us to generate textures conditioned on the types of objects we have

in our scenes.

We use the official StyleGAN2-ADA implementation as provided by the authors [89]. We

use the same network architecture along with the standard loss functions for training the generator

and discriminator. We use the default training configuration settings, which trains the GAN for

25k iterations, with a batch size of 32, and using the Adam optimizer with a base learning rate of

0.0025 on a single RTX Titan GPU. The size of the image patches used in both the conditional

and unconditional models use a fixed size of 128x128, with a total of 10000 image patches for the

unconditional models and 10000 image patches per class for the conditional model.
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Figure 8.6: Texture B: textures generated from image patches. Each patch is of size 512x512 then

resized to 128x128, and uniformly sampled from a set of real-world images.
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Applying Patch-Based Textures

We use the SRDR plugin presented in Chapter 6 to replicate real-world scenes from the YCB-

M dataset [67]. We fix object poses, illumination, backgrounds, and camera positions across the

datasets while replacing the textures of the objects using the generated image patches as shown in

Figure 8.1. Further details about the dataset statistics are shown in Chapter 6. We use 3935 syn-

thetic images with the patch-based textures applied for the training set and 837 real-world test im-

ages. The backgrounds of the dataset are randomly sampled from the Active Vision dataset, which

contains real-world images of indoor household scenes. The Active Vision background dataset

resulted in one of the highest task-based performances in matched synthetic and real scenes across

commonly used texture randomization methods in object detection and segmentation through ex-

perimentation in the previous chapter 6. The results from this set of experiments are in Tables 7.25

and 7.26.

8.3.3 Training Implementation

We use the same task-based network described in chapter 7 for solving detection and segmentation

tasks, which uses Mask-RCNN with a ResNet-50 backbone, where features are extracted after the

fourth convolutional block. Ensuring a fair comparison across previous experiments, we use the

same hyperparameters across all studies, which uses images of size 640x480, a batch size of 4,

and an RTX titan GPU. The models were trained using the SGD optimizer, with a base learning

rate of 0.00025, a linear warmup factor of 0.001, weight decay of 0.0001, and momentum 0.9.

All networks backbones were pre-trained using MSCOCO weights [116] and fined-tuned on the

patch-based DR datasets for 25k iterations.
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8.4 Experiments

We set out to compare our approach against existing DR texture methods in object detection and

segmentation tasks. We compare our method against two baselines: the most commonly used DR

texture method, which is flat RGB, and the highest performing DR texture method, zig zag. The

baseline performance was evaluated through experimentation in the previous chapter 6. The results

from this set of experiments are in Tables 7.25 and 7.26.

We run several experiments to investigate the effectiveness of our proposed method using

patch-based textures from images. We do so by evaluating our trained object detection, and seg-

mentation models on a test set of 837 images containing 20 distinct object categories from the

YCB-M dataset [67]. The test set contains five scenes that are not visible during the training pro-

cess and includes various objects differing in shape, size, and visual appearance. Evaluation of the

object detection and segmentation tasks use the AP metrics outlined in Chapter 7.

To ensure fairness across all experiments, we fix all rendering parameters, including back-

ground, poses, illumination, object and camera positions, and training hyperparameters. The dif-

ference between each trained model is the method we apply the texture to the objects of interest.

For each subsection, we outline the experimental setup, followed by the results and discussion.

8.4.1 Unconditional Real-World Image Patches

We previously hypothesized that texture complexity - desirable when using DR as seen in chapters

5 and 7 - is more naturally occurring in real images than in artificially created textures. To evaluate

our approach in using real-world image patches as textures in DR, we use patch-based textures

from two different datasets as described in section 8.3.2.

We apply patches of size 128x128 generated from Textures A and B unconditionally, mean-

ing the textures applied to an object do not rely on a particular category. In the case of Texture
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B, the patches were first generated using a crop of size 512x512, then further resized to 128x128

to ensure consistency in spatial dimensions. The reasoning is to ensure visually relevant features

are visible in the image patches as shown in Figure 8.4. Using the textures this way is typical

of the DR approach, where the applied textures are randomized with no enforcing class-specific

information. For example, patches from boxes can be placed on cans. Tables 8.1 and 8.2 show

the results for the object detection and segmentation tasks, where we are interested in analyzing

texture complexity without additional class-specific information. The DR Baselines for Flat RGB

and Zig Zag are from previous experimentation and results shown in Chapter 7 in Tables 7.25 and

7.26.

Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 13.157 27.444 11.358 0.0 14.583 8.797

DR Baseline: Zig Zag 16.354 34.339 13.937 2.437 17.309 13.453

Unconditional Texture A 17.33 36.477 14.418 0.766 16.075 18.164

Unconditional Texture B 19.196 41.578 15.184 0.416 17.645 20.681

Synthetic Real Texture 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 8.1: Results from an object detection task using unconditional patch-based textures gener-

ated from real-world images.

We see a significant increase in performance over the most commonly applied method

using Flat RGB textures in both tasks. In the detection task, we see a boost from 13.157 AP using

Flat RGB to 17.330 AP using Texture A and 19.196 AP using Texture B. The boost in performance

is also observed, although by a smaller amount when comparing real-world image patches over the

highest performing patterned texture. In this case, we see an increase from 16.354 AP to 17.330

AP using Texture A and 19.196 AP using Texture B.

We observe a similar set of results when solving the segmentation task, where we increase

the performance of the most commonly applied method from 8.950 AP to 14.370 AP using Texture
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Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 8.95 18.159 7.954 0.0 12.162 5.19

DR Baseline: Zig Zag 12.771 25.544 11.877 0.258 13.817 15.455

Unconditional Texture A 14.37 27.324 13.391 0.033 12.444 22.388

Unconditional Texture B 17.074 32.376 15.671 0.03 13.506 24.762

Synthetic Real Texture 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 8.2: Results from an object segmentation task using unconditional patch-based textures

generated from real-world images.

A and 17.074 AP using Texture B. Similar to the detection results, the performance gain is smaller

when comparing the highest performing patterned texture, where we see an increase from 12.771

AP to 14.370 AP using Texture A and 17.074 AP when using Texture B.

One possible explanation for the difference in performance between Texture A and B is the

image sharpness of the patches generated from the real-world images. Texture A consists of real-

world objects in natural scenes and patches within 2D bounding boxes that specify the objects’

location. Unlike Texture A, Texture B contains high-resolution images with the objects mainly in

the frame, resulting in sharper patches than those generated from Texture A.

In the approach of randomly generating textures via patches from real-world images un-

conditionally, we see that outperforms the most commonly used flat RGB textures and highest

performing zig zag textures for object detection and segmentation tasks. The generated patches

are a quick and easy way to integrate into existing systems. This approach would not require de-

vising complex artificial texture distributions to sample DR textures as is currently the case with

commonly used DR techniques, making it an appealing alternative.
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8.4.2 Conditional Real-World Image Patches

We have previously seen that using patches from real-world images as the textures when perform-

ing DR increases task-based performance, outperforming current implementations. This experi-

ment examines the addition of class-specific information as part of the randomization process. For

example, we would only be using patches generated from real-world images of boxes on synthetic

boxes or using patches generated from real-world images of cans on synthetic cans. To investigate

using class-specific information, we use textures generated from the Texture B dataset. We do so

as it contains similar object categories that we may sample our patch-based textures. While there

is no direct mapping from each class in Texture B to the target real-world data from the YCB-M

dataset, the categories have a broad overlap between them. For example, the Cheez-it box, sugar

box, pudding box, and gelatin box would sample patch-based textures from the “box” category.

Figure 8.4 shows the different available classes available in the Texture B dataset.

Tables 8.3 and 8.4 show the results when applying the image patches generated from Tex-

ture B conditionally, which injects additional visually relevant features into the training set. The

conditional approach outperforms the existing DR methods by a greater margin than the uncondi-

tional application in detection and segmentation tasks. When comparing Texture set B for object

detection and segmentation with DR textures applied conditionally and unconditionally, we see a

performance increase from 19.196 AP to 21.287 AP for the detection task and 17.074 AP to 19.481

AP for the segmentation task. This result suggests that additional class-specific information when

performing DR is beneficial.

The benefits of class-specific information are more evident when viewing AP scores for

each object category as seen in Tables 8.5 and 8.6 for detection and segmentation tasks. It is

particularly the case with objects categorized as boxes, such as the Cheez-it, sugar, pudding, and

gelatin boxes. The texture patches conditionally applied to these objects visually share similar

features such as the text, colors, and patterns. It is also the case with the wooden block. The

patches from images applied to the synthetic wooden block contain more visually relevant features,

202



Conditional Domain Randomization: Synthesizing Textures via Image Patches

Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 13.157 27.444 11.358 0.0 14.583 8.797

DR Baseline: Zig Zag 16.354 34.339 13.937 2.437 17.309 13.453

Unconditional Texture A 17.33 36.477 14.418 0.766 16.075 18.164

Unconditional Texture B 19.196 41.578 15.184 0.416 17.645 20.681

Conditional Texture B 21.287 42.42 19.112 1.116 19.794 22.397

Synthetic Real Texture 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 8.3: Results from an object detection task using conditional patch-based textures generated

from real-world images from Texture B.

Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 8.95 18.159 7.954 0.0 12.162 5.19

DR Baseline: Zig Zag 12.771 25.544 11.877 0.258 13.817 15.455

Unconditional Texture A 14.37 27.324 13.391 0.033 12.444 22.388

Unconditional Texture B 17.074 32.376 15.671 0.03 13.506 24.762

Conditional Texture B 19.481 35.868 18.578 0.056 15.586 27.246

Synthetic Real Texture 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 8.4: Results from an object segmentation task using conditional patch-based textures gener-

ated from real-world images from Texture B.
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despite not appearing photorealistic or matching the target dataset, which outperforms the baseline

DR methods using Flat RGB and Zig Zag by over 40 AP points in both detection and segmentation

tasks.

Generally, conditionally applying Texture B outperforms using Texture B unconditionally

in 14 out of the 20 available categories when evaluating real-world images. We show that combin-

ing increased texture complexity and class-specific information during the DR process significantly

outperforms the existing DR baselines.

8.4.3 Size of Image Patches

As we have established the usability of generating textures from real-world image patches, we

would like to analyze the influence on the image crops’ size. The following experiments apply

patches from Texture B with varying the initial dimensions of the crops. Figure 8.7 shows an

example of the varying sizes of crops used per object category. Here, each image is cropped to

the specified resolution and further resized to 128x128 to ensure we maintain the same dimension

across experiments. We see that for larger objects, the final generated patches on larger sizes at

1024x1024 and 2048x2048 contain more visual information. However, smaller, thinner objects

such as the banana or board marker have more information regarding the background due to the

shape of the objects.

Tables 8.7 and 8.8 show the results for varying the size of the patches generated, and

evaluated on real-images from the YCB-M dataset [67]. The performance increase between the

lowest-performing (256x256) and highest-performing (1024x1024) models for the detection task is

an AP score from 20.056 AP to 21.304 AP. In comparison, the performance increase between the

lowest-performing (256x256) and highest-performing (512x512) models for the segmentation task

is an AP score from 18.112 AP to 19.481 AP. The highest performing models differ between the

two tasks, and the difference in performance between the four various-sized crops does not deviate
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Bottles

Boxes

Cans

Fruits

Pens

Dishware
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Wood

Tools

Figure 8.7: Samples of patch-based textures generated from Texture B. Each of the initial crops

of varying sizes is resized to 128x128, to ensure the same spatial dimension is preserved across

all experiments. Larger objects contain more visual information in larger crop sizes. However,

smaller and thinner objects such as the board marker contains more of the background.
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drastically. Based on these results, there does not appear to be conclusive evidence for strongly

favoring a set of cropped image sizes using Texture set B.

Dataset AP AP50 AP75 APs APm APl

Conditional Texture B 256x256 20.056 40.385 17.193 0.851 18.489 21.917

Conditional Texture B 2048x2048 20.282 41.617 15.203 0.703 18.422 22.77

Conditional Texture B 512x512 21.287 42.42 19.112 1.116 19.794 22.397

Conditional Texture B 1024x1024 21.304 42.136 18.355 0.496 18.73 23.729

Synthetic Real Texture 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 8.7: Results for the object detection task when varying the patch size.

Dataset AP AP50 AP75 APs APm APl

Conditional Texture B 256x256 18.112 32.951 17.569 0.035 14.319 25.961

Conditional Texture B 1024x1024 18.594 34.123 18.027 0.103 13.052 31.017

Conditional Texture B 2048x2048 19.398 34.204 18.698 0.073 14.292 31.723

Conditional Texture B 512x512 19.481 35.868 18.578 0.056 15.586 27.246

Synthetic Real Texture 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 8.8: Results for the object segmentation task when varying the patch size.

8.4.4 GAN-Based Image Patches

We explore the possibility of generating patch-based textures using generative models, allowing

the synthesis of novel textures to increase texture dataset diversity when using a limited amount of

real-world data. The following subsections outline the experimental setup and results when using

a conditional and unconditional GAN model.
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Unconditional GAN

We use the GAN model described in Section 8.3.2 using Texture A and Texture B in an uncondi-

tional regime. A total of 10000 patches of size 128x128 are used for each dataset. For Texture B,

the patches are initially at size 512x512 to include visually interesting features, then further resized

to 128x128 to maintain spatial resolution. Figure 8.8 shows samples using Texture A, and Figure

8.9 shows generated samples from Texture B.

Figure 8.8: Samples generated from the unconditional GAN model from Texture A.

Tables 8.11 and 8.12 show the results for the detection and segmentation tasks, where we

see both unconditional GAN models outperform the baseline DR methods of using Flat RGB and

the highest performing Zig Zag complex pattern.

The performance between real-world image patches from Texture A and the textures gen-

erated from the unconditional model achieves comparable performance, with a slight increase in

performance when using the GAN-based approach in detection (17.330 AP to 17.345 AP) and

segmentation (14.370 AP to 14.987 AP) tasks. Similarly, when using Texture B, comparable per-
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Figure 8.9: Samples generated from the unconditional GAN model from Texture B.

Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 13.157 27.444 11.358 0 14.583 8.797

DR Baseline: Zig Zag 16.354 34.339 13.937 2.437 17.309 13.453

Unconditional Texture A 17.33 36.477 14.418 0.766 16.075 18.164

Unconditional GAN Texture A 17.345 35.88 13.827 0.322 18.504 16.897

Unconditional GAN Texture B 18.708 38.841 16.278 0.511 17.289 18.617

Unconditional Texture B 19.196 41.578 15.184 0.416 17.645 20.681

Synthetic Real Texture 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 8.11: Results from the object detection task using the unconditional GAN-based texture

application.
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Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 8.95 18.159 7.954 0 12.162 5.19

DR Baseline: Zig Zag 12.771 25.544 11.877 0.258 13.817 15.455

Unconditional Texture A 14.37 27.324 13.391 0.033 12.444 22.388

Unconditional GAN Texture A 14.987 28.542 14.068 0.056 14.656 21.724

Unconditional GAN Texture B 16.151 29.457 15.847 0.031 11.936 25.727

Unconditional Texture B 17.074 32.376 15.671 0.03 13.506 24.762

Synthetic Real Texture 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 8.12: Results from the object segmentation task using the unconditional GAN-based texture

application.

formance is achieved with the detection task, where using the real-world image patches achieves

an AP score of 19.196 AP compared to the GAN-based approach at 18.708 AP. The performance

gap is wider for the segmentation task, with the real-world image patches model achieves an AP

score of 17.074 AP and the GAN-based approach of 16.151 AP. A possible explanation is that the

GAN model trained with Texture B did not achieve a similar quality in sample generation to those

trained with Texture A, as seen in samples in Figures 8.8 and 8.9. However, in both unconditional

models, the number of iterations could be further increased to reduce the FID score and improve

the quality of the generated samples.

It is also worth noting that Texture A contains fewer images compared to Texture B, at

166 initial real-world images compared to 274 for Texture B. This difference in initial dataset size

may indicate that the generative model approach may be suitable in scenarios where the amount

of real-world data is limited, as it would be able to generate more unique textures compared to the

starting number of images.

This approach to synthesizing textures is an attractive alternative to manually defining com-
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plex data distributions to sample DR textures. The GAN model can be used as a texture generator

to create an arbitrarily large, unique, and diverse texture dataset encompassing texture complexity

beneficial in DR.

Conditional GAN

We use the GAN model described in Section 8.3.2 using Texture B in a conditional regime. A

total of 10000 patches of size 128x128 are used for each class. Samples from the different classes

are in Figure 8.7. For Texture B, the patches are initially at size 512x512 to include visually

interesting features, then further resized to 128x128 to maintain spatial resolution. Figures from

patches generated using the conditional GAN model are in Figure 8.10.

Tables 8.13 and 8.14 show the results when evaluating the dataset using textures generated

from the conditional GAN model for detection and segmentation tasks. Using the conditional

GAN-based approach to generating textures, we outperform the baseline DR methods, in addition

to the unconditional real-world application and unconditional GAN-based approach. This result

is the case for detection and segmentation tasks, reinforcing the idea that additional class-specific

information is beneficial during the DR process. Although, it is worth noting that the performance

increase between unconditional Texture B and the Conditional GAN with Texture B is smaller,

going from 19.196 AP to 20.287 AP, and from 17.074 AP to 17.636 AP for the detection and

segmentation tasks, respectively. One possible explanation is that the quality of the generated

samples is not using Conditional GAN with Texture B is not high enough. Further training to

improve the quality of the generated samples may increase the performance difference.

Comparing the conditional GAN-based approach using Texture B against the unconditional

GAN-based method using Texture B, we see a performance gain going from an AP score of 18.708

AP to 20.287 AP for the detection task and from 16.151 AP to 17.636 AP for the segmentation

task. Similar to the previous set of results using the unconditional GAN-based approach, the

model may be improved by training for longer to reduce the FID score and improve the quality of
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Figure 8.10: Samples generated from the conditional GAN model.
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Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 13.157 27.444 11.358 0 14.583 8.797

DR Baseline: Zig Zag 16.354 34.339 13.937 2.437 17.309 13.453

Unconditional Texture A 17.33 36.477 14.418 0.766 16.075 18.164

Unconditional GAN Texture A 17.345 35.88 13.827 0.322 18.504 16.897

Unconditional GAN Texture B 18.708 38.841 16.278 0.511 17.289 18.617

Unconditional Texture B 19.196 41.578 15.184 0.416 17.645 20.681

Conditional GAN Texture B 20.287 41.715 16.112 2.244 17.733 19.467

Synthetic Real Texture 29.813 58.452 26.942 0.982 25.963 34.024

Real World 39.403 72.902 39.072 6.475 36.93 39.386

Table 8.13: Results from the object detection task using the conditional GAN-based texture appli-

cation.

Dataset AP AP50 AP75 APs APm APl

DR Baseline: Flat RGB 8.95 18.159 7.954 0 12.162 5.19

DR Baseline: Zig Zag 12.771 25.544 11.877 0.258 13.817 15.455

Unconditional Texture A 14.37 27.324 13.391 0.033 12.444 22.388

Unconditional GAN Texture A 14.987 28.542 14.068 0.056 14.656 21.724

Unconditional GAN Texture B 16.151 29.457 15.847 0.031 11.936 25.727

Unconditional Texture B 17.074 32.376 15.671 0.03 13.506 24.762

Conditional GAN Texture B 17.636 32.26 17.613 0.1 12.505 26.166

Synthetic Real Texture 26.532 46.073 25.5 0.26 21.237 38.858

Real World 37.198 63.169 36.717 0.13 31.452 45.976

Table 8.14: Results from the object segmentation task using the conditional GAN-based texture

application.
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the generated samples.

Overall, there are trade-offs when using the GAN-based approach for generating textures.

While the performance is comparable to using real-world image patches, we may also use it to

increase dataset diversity using a limited amount of real-world images. However, we must factor

in the additional cost of training a separate network to generate patch-based textures. Depending

on the resolution of images, the number of images, and the number of GPUs, training time may

exceed several days. However, the result is a texture generator that is capable of producing more

diverse textures.

8.5 Conclusion

This chapter presented a novel approach for generating textures for DR using textures generated

from real-world image patches for solving object detection and segmentation tasks. Our key find-

ings show that the beneficial texture complexity can easily be attained using natural images rather

than artificially creating complexity using synthetic data. We show that we can further increase

performance over existing DR implementations by conditionally applying the patch-based textures

to objects of interest, demonstrating that additional class-specific information is beneficial during

the DR process. Functionally, the method is a fast, simple, and high-performing solution to cre-

ating complex DR textures compared to the usual approach in the current literature. Furthermore,

we show that we can create a conditional generative model capable of producing comparable tex-

tures to real-world image patches with a small amount of real-world data. We envisage that the

conditional GAN could be used to increase dataset diversity when access to real-world data is lim-

ited, allowing increased diversity in textures capable of being generated on the fly during a training

process.
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Chapter 9

Conclusions and Future Work

The thesis is motivated by the appeal of learning purely from synthetic data when applied to real-

world scenarios. The benefits of synthesizing large amounts of high-quality annotated data at a

fraction of the time required for real-world counterparts are sometimes diminished when deployed

in the real world due to the domain shift between synthetic and natural data. This thesis focused

on overcoming several shortcomings when bridging the gap between synthetic and real-world data

domains using DR. Such shortcomings include a trial-and-error approach to applying DR for vision

and robotics tasks. Here, a practitioner must decide which parameters to randomize to solve some

arbitrary task and perform task-based training and evaluation to know if the generated DR data is

suitable. It is also unclear if the design choices apply equally across multiple tasks. For example,

would similar textures in a dataset for solving object localization be suitable for solving object

segmentation? Finally, DR often requires defining a distribution to sample parameters to generate

data. For example, should we use a uniform data distribution to sample values for our colored

textures, or are there alternatives that remove that portion of the decision-making and ease the

execution?

We address the challenges by working towards a more robust form of DR. Firstly, we

provide methods for measuring differences between DR and realistic data distributions to eliminate
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task-based training and evaluation. The technique can rank texture randomization methods used in

the existing literature and predict the performance of an object localization task ranking with good

agreement without task-based training and evaluation.

To further probe research questions in sim-to-real DR settings, we generated the SRDR

dataset, a large domain randomized dataset containing 291K frames of realistic household ob-

jects widely used in robotics and vision benchmarking. The SRDR dataset builds on the YCB-M

dataset [67] by generating DR synthetic versions of each YCB-M image (from a single camera’s

viewpoint) using a variety of DR texture types used in the existing literature and five different back-

grounds environments. Using the SRDR dataset in conjunction with the real-world images from

the YCB-M dataset [67] is highly beneficial in cross-domain training, evaluation, and comparison

investigations due to the access of matched synthetic-real scenes, a variety of texture random-

ization methods used within DR literature, and diverse environments. Furthermore, we provide

software tools built upon the work by To et al. [200] to enable their program to generate repeatable

DR scenes using scene description files. This tool would allow researchers to create their own DR

synthetic data provided access to 3D models and annotations describing the scene.

To address the challenge of design choices when using DR across various vision tasks,

we present a comprehensive study evaluating DR’s generalizability and robustness in sim-to-real

settings by randomizing poses, textures, and backgrounds in cluttered and occluded scenes. We use

the SRDR dataset from chapter 6, and the YCB-M dataset [67] to facilitate the cross-domain sim-

to-real DR study for solving object detection and segmentation tasks. We find that the selection of

DR textures, backgrounds, and object poses does not drastically change performance ranking when

evaluating models trained on DR synthetic data and evaluating on real-world data across object

detection and segmentation tasks. These findings indicate DR behaves similarly across multiple

tasks. The design choices we suggest from this study when generating new DR data is a focus on

creating a wide range of object poses that would be similar to the target pose data distribution. The

study indicates that using textures containing complex patterns such as a checkerboard or zig zag

yields higher task-based performance, which reflects our texture selection rankings from previous
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work in chapter 5. Finally, using a robust set of non-repeatable image backgrounds from random

real-world images such as the Active-Vision dataset [4], or a photorealistic synthetic dataset such

as Structured3D [244].

A final challenge the thesis tackles is regarding the sampling techniques for DR data.

Specifically, the design choices regarding the distribution to sample textures from and the selection

of the types of complex textures previously shown as desirable in chapters 5 and 7. The final work

presents a novel method for conditionally generating and applying DR textures using patches from

real-world images, outperforming the most commonly applied DR texture and the highest per-

forming DR texture, as determined in our previous findings in chapter 7. We outperform the most

widely used DR texture randomization method going from 13.157 AP to 21.287 AP and 8.950 AP

to 19.481 AP in object detection and semantic segmentation tasks, respectively. We also outper-

form the highest performing DR texture going from 16.354 AP to 21.287 AP and from 12.771

AP to 19.481 AP in object detection and semantic segmentation tasks, respectively. Using readily

available real-world images [134] means the approach is fast, easy to implement, and removes

decisions on manually defining texture generation routines to generate textures for generating DR

synthetic images. A further improvement is presented to address low texture diversity when using

a small number of real-world images to generate patches. We propose a conditional GAN-based

texture generator trained on a few real-world image patches to increase texture diversity and out-

perform the most commonly applied DR texture randomization method going from 13.157 AP

to 20.287 AP and 8.950 AP to 17.636 AP in object detection and semantic segmentation tasks.

This approach also outperforms the best texture randomization method for object detection and

segmentation tasks going from 16.354 AP to 20.287 AP and 12.771 AP to 17.636 AP, respectively.

The next section 9.1 is a summary of the chapters presented in the thesis, followed by

a summary of the key contributions in section 9.1.1, a discussion of the limitations and future

directions for the research are in section 9.2.
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9.1 Summary

In Chapters 2 and 3, we presented an overview of the potential benefits that arise from using

synthetic data in a deep learning pipeline. Of importance is the ability to generate large quantities

of high-quality annotated data that data-driven supervised methods typically rely on to solve a

given task. This feature is especially beneficial in the vision domain due to the reliance on data-

driven approaches in the field [151, 193]. One can synthesize data from multiple sensors such as

RGB or depth maps, along with pixel-level annotations for solving object localization, detection,

and segmentation tasks.

In Chapter 4, we presented an overview for the Domain Randomization method, covering

the core concepts, traditional algorithm, and frameworks in use. We looked at the current state-

of-the-art approaches for using Domain Randomization, including how it is being in terms of the

types of tasks it is being used to solve and the general procedure for doing so. We highlight the

essential role that textures have in the Domain Randomization process and find that researchers

use a variety of different textures in the randomization process, with Flat RGB being the most

commonly used. However, it is unclear which approach would be most suitable for solving a given

task. This variation in applying this strategy sets the central theme for the thesis, which is how we

may best apply DR techniques across multiple tasks, with an emphasis on the types and generation

of textures used in the process.

The following questions arise from differences in the types of tasks and applications of

Domain Randomization:

• How does the Domain Randomization process affect the underlying data distributions?

• How does Domain Randomization generalize across different computer vision tasks?

• How can we improve the traditional approach to Domain Randomization?
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In Chapter 5 we address the first question of how the Domain Randomization process

affects data distributions by formulating a novel framework for quantifying the differences between

synthetic and real-equivalent datasets in the feature space. The quantification of the differences in

data distributions allowed us to evaluate the most widely used texture Domain Randomization

methods and found that we can predict task-based performance without the additional expense of

task-based training and evaluation. We find that the most commonly used textures in the Domain

Randomization literature achieved the worst task-based performance and demonstrate that more

complex patterns typically increase task-based performance.

In Chapter 6 we introduced a large Domain Randomized dataset to enable researchers

to probe questions surrounding the use of Domain Randomization in both robotics and vision

tasks. The dataset contains all the commonly applied texture Domain Randomization methods and

replicates real-world scenes from the YCB-M dataset [67]. The YCB-M dataset is a real-world

annotated object-centric dataset for solving vision and robotics tasks. For the SRDR dataset, we

use all images and annotations from one of the cameras from the YCB-M dataset and generate DR

versions of them using the texture randomization techniques in the current literature. For each DR

image, we use backgrounds from five different background environments ranging from synthetic,

photorealistic synthetic, and real-world images [4, 74, 132, 244], and use the 3D object models

provided by YCB [23] to match the object positions of the YCB-M dataset. Since the SRDR

dataset replicates scenes from the YCB-M dataset, researchers can incorporate a mix of synthetic,

Domain Randomized synthetic, and real-world data in their investigations. They may select the

images from the SRDR dataset with particular textures, backgrounds, or a variety of them, making

it useful for cross-domain applications when combined with their real-world counterparts from the

YCB-M dataset.

The YCB-M dataset, which we used the annotations from to create matched data, contains

31 scenes of various scene complexity, including clutter, occlusion, and varying object geometries

allowing greater flexibility of the types of settings to use. Finally, we provide software tools built

upon the work by To et al. [200] to enable their program to generate repeatable DR scenes using
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scene description files. This tool would allow researchers to create their own DR synthetic data

provided access to 3D models and annotations describing the scene. To show the flexibility of this

dataset and plugin, the works conducted in Chapters 3 and 8 use both the SRDR dataset and SRDR

plugin for training models in object detection and semantic segmentation.

Chapter 7 addresses the second question of how Domain Randomization behaves across

multiple tasks in complex scenes. Unlike some works using primitive shapes when applying Do-

main Randomization, we investigate the method’s usability in complex scenes involving various

objects, object geometry, occlusion, and clutter across multiple tasks. We comprehensively eval-

uate various stages of the Domain Randomization process in complex settings across object de-

tection and semantic segmentation tasks by investigating object poses, image backgrounds, and

texture randomization methods. We find that imposing constraints on object poses to viewpoints

more similar to the target data distribution increases task-based performance across multiple tasks.

Additionally, current literature does not evaluate the wide range of possibilities to randomize object

backgrounds. We find that increased realism, in the form of real-world images or photorealistic

synthetic images with low clutter, is more beneficial than non-realistic and highly cluttered im-

age backgrounds. Finally, we demonstrate that Domain Randomization is task-agnostic, achieving

similar rankings in task-based performance across object localization, detection, and segmenta-

tion tasks, where we find that using more complex patterned textures still achieves the highest

task-based performance across multiple tasks.

Finally, we address the third question surrounding the improvement of current Domain

Randomization methods in Chapter 8. Previously, we have confirmed the importance of texture

complexity for improving task-based performance. In this chapter, we present our alternative ap-

proach to texture synthesis for use in Domain Randomization. We devise an alternative conditional

patch-based method for generating Domain Randomized textures that outperform the existing tex-

ture generation methods used in the current literature in complex scenes for object detection and

semantic segmentation tasks. This quick, inexpensive, and easy to implement approach shows

that we can attain texture complexity from natural images instead of artificially creating texture

223



Conclusions and Future Work

complexity to sample Domain Randomized textures. We show that additional conditional, class-

specific information in the form of conditionally applying the textures further increases task-based

performance. Furthermore, we proposed a conditional GAN-based method that operates on a small

amount of real-world data to create patch-based textures from real-world images. This texture syn-

thesis method can increase texture diversity further while including the required texture complexity

that Domain Randomization methods favor.

9.1.1 Key Contributions

In summary, this thesis has presented the following:

• We present a novel framework based on the Wasserstein and FID for quantifying data dis-

tributions between synthetic and real-equivalent allowed us to evaluate the performance of a

localization task when using various Domain Randomization methods currently used in the

existing literature, without the additional expense of task-based training and evaluation.

• We presented a large multi-task dataset for Domain Randomization, tailored to probing

questions surrounding cross-domain investigations via a combination of synthetic, Domain

Randomized synthetic using commonly applied techniques, and real-world images from the

YCB-M dataset [67].

• We provide the software plugin to enable out-of-the-box Domain Randomization scene repli-

cation via scene configuration files to enable reproducibility and finer control of generating

Domain Randomized scenes.

• Current works do not analyze the usability of Domain Randomization across multiple tasks.

We perform an exhaustive investigation into the generalizability of Domain Randomization

across object localization, detection, and semantic segmentation tasks. We demonstrate that

constraints on object poses, texture complexity, and background complexity can increase
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task-based performance. We show that Domain Randomization is task-agnostic and gener-

ally behaves similarly across multiple tasks.

• We present an alternative approach to synthesizing textures for Domain Randomization,

without the need for manually defining texture data distributions to sample textures from.

Our system uses patches from real-world images and outperforms existing methods by as

much as double from the most commonly used procedures in complex scenes for solving

object detection and semantic segmentation tasks. We find that not only can we attain texture

complexity from natural images, but we can also further increase performance by condition-

ally applying Domain Randomization to objects in the scene.

• We devised a conditional generative-based approach using a small number of real-world

patches from images for synthesizing textures that would increase data diversity.

9.2 Limitations and Future Work

Chapter 5 proposes a novel method of quantifying differences in data distributions between real-

istic (real-textured) and Domain Randomized data using commonly applied texture randomization

techniques. The approach is currently focused on using the different types of texture randomiza-

tion methods. However, it would be interesting to explore the impact of several factors such as

textures, illumination, camera, or object positions simultaneously. The work also focuses on using

a single object in non-complex scenes. An extension would be to scale up the number of objects

and tweak the above combination of DR parameters to understand its effects better when measur-

ing the difference between synthetic and realistic data distributions. It would be interesting to note

if there is a point where the ranking estimates no longer agree with the performance rankings from

solving a given task.

The SRDR dataset in Chapter 6 uses annotations from the YCB-M dataset [67] to generate

DR scenes that match the real world. The reliance on the YCB-M annotations limits the scope
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of the dataset we may create. It would be helpful to generate matched real-world scenes under

different conditions. Such conditions could be controlled, matched, illumination in the real-world

and synthetic world. This type of data would enable further experimentation into lighting as part

of the randomization process. We could also generate scenes only containing objects of similar

classes, such as only boxes or only cans, to better understand how DR behaves when our dataset

contains similar shapes or textures.

The study conducted regarding the generalization of DR across multiple tasks in Chapter

7 revealed insights into the types of design choices to improve task-based performance across

detection and segmentation tasks. While DR is used to solve such tasks, it would be helpful to

know if these approaches can be used to solve other vision tasks that do not typically utilize DR,

such as image denoising, deblurring, or object tracking.

We could perform further error analysis to investigate the differences between the synthetic

and real-world objects by selecting the cases where the system fails to transfer to the real world

and find patterns in these situations. For example, we may find that objects of a specific geometric

shape perform higher than those more complex. Furthermore, we may visually investigate failure

cases where the synthetic-based approach fails to detect or segment a given object. However, a

system trained on real-world images produces the correct result. We may notice clusters or other

issues with the failure cases that may further our knowledge on the topic and lead to methods to

overcome these cases.

This chapter also finds that the background selection played a substantial role in impacting

task-based performance when trained on DR synthetic data and evaluated on real-world data. It

would be interesting to investigate this further by re-creating several real-world environments of

varying complexities in the synthetic world to explore further the influence of background selection

on the problem.

In Chapter 8, we presented an approach for conditionally generating textures from ran-

domly sampled cropped image patches from real-world objects and applied them to 3D object
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meshes. This approach improves the existing texture generation routines used within DR literature.

Further, we propose a conditional GAN-based approach that could be beneficial when operating

in low dataset regimes. A potential extension to this work could be to crop and apply the textures

to objects in a more natural way, for example, only selecting entire surfaces of real-world objects

without the possibility of including pixels from the real-world background or an edge of an object.

It would be interesting to investigate how this would influence task-based performance and further

guide DR texture generation methods.

The thesis focused on a central theme of texture Domain Randomization and its effects

on the learning process and performance across multiple tasks. In addition to exploring the av-

enues mentioned above, another natural progression of the work is to incorporate studies into

illumination on the randomization process. There have been exciting developments towards scene

relighting and estimating illumination in real-world scenes, which can be highly beneficial in syn-

thetic scene generation [48]. Recent trends towards neural network-based approaches to rendering

could enable us to optimize positions or intensity of synthetic lighting conditions based on real-

world target data. This illumination estimation method, combined with our proposed conditional

GAN-based approach, could lead to more suitable Domain Randomized data to help bridge the

gap between synthetic and real. We could further extend the idea of adding conditional informa-

tion to illumination, where synthetic scenes would be created using an approximation of lighting

conditions on a small amount of real-world data.
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Appendix A

Additional Image Samples For Conditional

Domain Randomization

The following Figures A.1 and A.2 include additional samples using the CDR approach for gen-

erating patch-based textures from real-world images, and the conditional GAN-based approach

described in Chapter 8.
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Figure A.1: Additional CDR samples using the proposed method presented in Chapter 8. The left

column shows the CDR samples, while the right column shows the real-world images from the

YCB-M dataset [67].
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Figure A.2: Additional conditional GAN-based samples using the proposed method presented in

Chapter 8. The left column shows the conditional GAN-based approach samples, while the right

column shows the real-world images from the YCB-M dataset [67].
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