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Abstract 

The multiferroic materials have attract wide attention due to its controllable ferroic properties 

by additional parameters of non-conjugate external fields. Thereinto, Cr2O3 would be a great 

research target for its intrinsic multiferroic characteristic. In this work, we use first-principles 

density functional theory (DFT) calculations and angle-resolved photoemission spectroscopy 

(ARPES) to study the band structure of Cr2O3/Gr/Ni(111) heterostructure. Our calculations have 

shown that the electronic band structures are distinct between the O- and Cr-terminated interfaces 

of the Cr2O3/Gr/Ni(111) heterostructure. An interesting spin-polarized mid-gap states are 

predicted to exist in the O-terminated model, whose spin direction can be flipped by reversing the 

substrate magnetization direction. In the ARPES experiments, we have observed the existence of 

such mid-gap band at the energy of ~ -0.20 eV in interface of Cr2O3 and graphene. The mid-gap 

band was further confirmed to have a Cr nature by resonance photoemission spectroscopy. Our 

findings indicate that one can control the spin-polarized mid-gap states in the antiferromagnetic 

Cr2O3 as well as the bandgap of graphene by interface engineering, paving the way for spintronic 

applications. 

The calculation for CrTe2 slabs is performed to examine the electronic structures and 

corresponding physical properties that can be compared with experiments. The effect of thickness, 

magnetic configuration and graphene buffer layer are all considered during calculation. We find 

that the thickness is crucial for its properties, the CrTe2 slabs recovers to its bulk properties as 

thickness increases. Besides, the 1unit cell(UC) and 2UC slabs show a stronger spin-oscillation 

than that of others. With the AFM magnetic configuration, there will be an unusual unoccupied 

state at 3.5 eV above the EF, which is distributed by the in-plane states of Cr 3d and Te 5p orbitals. 
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The graphene buffer layer will weaken the spin-oscillation of 1UC and 2UC films, and make it 

recovers to bulk properties. 
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Chapter 1 Background 

 

1.1 Multiferroic Materials 

 

Multiferroic materials is the materials with two or more ferroicities coexist(Figure 1.1[1]), 

now become one of the most popular topics of condensed matter physics due to its wide range of 

use in data-storage industries. Since giant magnetoresistance was observed on Fe/Cr superlattices 

[2], the fundamental application issues in high-density data storage area has been promoted rapidly. 

The coexistence and coupling of several order parameters introduce novel physical phenomena 

and offers possibilities for developing new devices, such as magnetic random-access memories 

(MRAMs), ferroelectric random-access memories (FeRAMs) and spintronic devices. 

It's worth to point out that the most widely synthesized and researched multiferroics are 

originated from transitional metal oxides, which is strongly correlated electronic systems with 

coupling of spin, charge, orbitals and lattices. The magnetoelectric effect describes the coupling 

between magnetic and electric field, where the magnetization M (electric polarization P) develops 

as an electric(magnetic) field is applied. With consideration of the crystal symmetry, Curie 

predicted the Cr2O3 has the intrinsic magnetoelectric effect [3], which was confirmed in the 

experiment for the first time with a coupling efficient of 4.13ps m-1 [4]. However, it’s very difficult 

to achieve magnetoelectric effect in single-phase compounds because the coupling is rather weak 

especially in room temperature. Considerable progress has been turn to the composite multiferroic 

materials that consist of a ferroelectric and a ferromagnetic constituent such as Fe/Cr superlattice 

[2]. By combining the thin film growth techniques and experimental methods for design of 

multiferroic materials, the new multiferroics are proven to be a rich source for investigation of 
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fundamental science of correlated electron system. In the case of single-phase multiferroics, the 

basic questions of the origin of multiferroics still remain, new theoretical way to better modulation 

of multiferroic coupling and finding robust room-temperature multiferroics are still challenging. 

 

 

 

Figure 1.1 Relationship between ferroelectricity and magnetism [1]. Physical parameters of 

magnetization M, electric polarization P and strain , can respond to non-conjugate external fields 

through cross correlation. 

 

1.2 Graphene 

 

Graphene (Gr) has attracted considerable interest in the last past 20 years[5], due to its high 

electron mobility, massless Dirac fermions, anomalous half integer quantum Hall effect[6], 

remarkable optical properties [7], high intrinsic strength [8], superior thermal conductivity[9]. 

Having these characteristic electronic properties, graphene can be served as a promising material 

for electronic device applications. The novel effects of graphene are related to its structure and 

electronic structure. With sp2 hybrids, the carbon atoms share electrons with their three neighbors 
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and form a honeycomb network of planar structure (Figure 1.2). The out-of-plane π bond is formed 

by pz orbitals which are perpendicular to the planar structure. The π-bonds provide a weak van der 

Waals interaction between adjacent graphene layers. Furthermore, the pz states of graphene forms 

linear band dispersions (Dirac cones) intersecting at the K and K' points in reciprocal space, where 

the density of states (DOS) is vanishing (Figure 1.3). The valence and conduction bands touch each 

other at the six topological singular points (Dirac points), and their linearity of dispersion is kept 

within the binding energy (BE) range of 1 eV around the Fermi level (EF) [10]. And the conduction 

and valence bands are named as π and π* band, respectively. The gapless Dirac points emerging 

in its band structure are the main reason of aforementioned extradentary properties of graphene, 

which are protected by the time reversal symmetry, special inversion symmetry. 

 

 

 

Figure 1.2 (a) Atomic structure and (b) Energy levels and orbital occupation of a carbon atom. (c) 

Schematic of sp2 hybridization; (d) crystal lattice of graphene; and (e) bond formed by sp2 

hybridization.[11] 
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Figure 1.3 (a) Band structure of graphene with a tight-binding method. (b) Cross-section through 

the band structure, where the energy bands are plotted as a function of wave vector component kx 

along the line ky = 0. [11] 

 

Nevertheless, the absence of a bandgap in pristine graphene limits its practical application. 

One promising approach is to break the inversion symmetry of graphene, and attempts in this 

direction have revealed unusual magnetic and optical properties[12]. By chemical 

functionalization with hydrogen and oxygen plasma, the hybridized orbital of graphene transforms 

from sp2 to sp3, which can induce the bandgap opening(Figure 1.4(a))[13]. By modulating the 

adsorbents, substrate materials, and surface termination, or by applying strain and electric field, 

one can manipulate the bandgap at the K and K' points in graphene-based heterostructures (Figure 

1.4 (b-e)) [14-24]. In some cases, the adsorption site is also an important factor to open a gap in 

the electronic band structure[13]. 
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Bandgap engineering of the K point is important for developing graphene-based devices, such 

as spin filters or field-effect transistors. Recently, substrate-induced bandgap opening has attracted 

considerable attention. Previous studies have shown that graphene is physisorbed and p-doped on 

Al, Cu, Ag, Au, and Pt substrates, whereas it is chemisorbed and n-doped on Co, Ni, and Pd [20-

23]. In these heterostructures, p- and n- doping effects are induced by modification of the mid-gap 

states, which depends on the difference in work functions between the substrate and graphene. The 

graphene may hybridize with the metal d-band, and its electronic structure is strongly modified 

due to the interaction with substrate. Circular dichroism measurement of graphene shows a clear 

difference between the left and right polarization light for the transition from 1s to π* bands, which 

suggests the π-orbitals of the graphene are magnetically polarized. The graphene can be fabricated 

on metal surface in ultra-high vacuum(UHV) using propylene with low pressures. One can easily 

distinguish the carbon of graphene from the carbide via AES carbon-to-nickel peak ratio and 

lineshape [25](Figure 1.5).  
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Figure 1.4 (a) Electronic band structure of graphene with different configuration of CrO3 

adsorbent[13]; (b) ARPES spectra of graphene with different dose of atomic hydrogen 

exposure[24]; (c) ARPES intensities of graphene doped by K[26]; (d) Au intercalation of 

graphene/Ni(111) [10]; (e) ARPES spectra of band-gap opening and decrease of the size as the 

graphene thickness increase [19]. 
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Figure 1.5 Auger electron spectra of monolayer carbide and monolayer graphene on Ni(111) 

surface.[25] 

 

Graphene can act as an ideal buffer layer to reduce the interaction between epitaxial thin films 

and substrate. The graphene interfacial layer can provide a flat template for subsequent thin film 

growth, and forms a non-interacting interface[27]. It plays a vital role in passivating the dangling 

bonds of the substrate and induces different doping by different fabrication and post-treatment. By 

post-annealing, the atoms of epitaxial films migrated, embedded and intercalated under graphene 

honeycomb lattice has been widely observed [28]. The intercalation phenomena provide a method 

to get high-quality epitaxial thin films without extra interaction or strain with the substrate. 

 

1.3 Cr2O3 

 

1.3.1 Crystal Structure 
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The corundum- type Cr2O3 is a typical antiferromagnetic material with a high Néel 

temperature (~307 K) and trigonal corundum crystal structure(space group) (Figure 1.6 (a) [29]). 

The first- and second-nearest neighbor exchange coupling constants, J1 and J2 are predominant 

based on the neutron diffraction measurements[30]. The Cr3+ atoms are situated at octahedral sites 

of an O2- sites. The Cr magnetic moments align antiferromagnetically in a spin configuration as 

shown in Figure 1.6 (a). Due to its lack of inversion symmetry in the ground state, Cr2O3 was 

experimentally confirmed firstly as prototypical magnetoelectric (ME) materials [31]. In DFT, the 

band gap of Cr2O3 is significantly underestimated compared with the experimental value 3.31 eV 

[32]. The bandgap is sensitive to Hubbard correction method as illustrated in Figure 1.6 (b)[33]. 

The bandgap of Cr2O3 after consideration of U<4 eV matches the experimental value well. 

 

 

 

Figure 1.6 (a) schematics of the corundum-type Cr2O3 and the exchange coupling interactions of 

Cr2O3 along (110)-plane[29], (b) electronic band structure of Cr2O3 [34] and LSDA+U ground 

states of Cr2O3 as a function of the Hubbard correction [33]. 
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The room temperature multiferroicity (antiferromagnetic and magnetoelectricity) of Cr2O3 

make it a promising material in magnetoelectric random memory (MERAM) Cells. Besides, the 

Cr2O3 is one of the most stable oxides whose physical properties (bandgap, magnetization) can be 

modified by dopants. Recent experimental studies have indicated that both bulk single crystals and 

thin-film Cr2O3 exhibit spontaneous ferromagnetic termination (boundary magnetism) Figure 1.7 

(a, c) [35, 36], which is insensitive to surface roughness. Besides, the surface magnetization of 

Cr2O3 can be switched by electric field. The Pt/Cr2O3 exhibits topological Hall effect below 6 nm 

around room temperature[37]. By controlling the ferromagnetic termination as a nonvolatile 

variable state through the ME-driven Néel vector, Cr2O3-based antiferromagnetic (AFM) 

spintronic devices are superior in terms of robustness against magnetic perturbation and ultrafast 

dynamics [38]. 
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Figure 1.7 (a) XMCD, SPIPES and spin-resolved DOS of Cr2O3 surface states [35]; (b) Hall 

resistivity of Pt/Cr2O3 bilayers on Al2O3(0001) with different thickness[37]; (c) Spin-polarized 

UPS measurement and layer-resolved DOS[36]. 
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1.3.2 Surface Structure 

 

Surface composition of Cr2O3 has been shown to vary with the film thickness and the growth 

conditions, such as oxygen pressure and temperature [25, 39, 40]. The surface of Cr2O3 crystal 

grown in ultra-high vacuum shows a common structure and the relevant surface should be metal-

rich surface rather than oxygen-rich surface terminations. The phenomena has been confirmed by 

recent work of Kaspar group, in which Cr2O3 exhibit a full bilayer of Cr cations on the surface[41]. 

A consensus regarding ultrathin Cr2O3 films fabricated in UHV is that the topmost layers are 

compressed along the c direction Figure 1.8(a, b) [42]. The XPS spectra as shown in Figure 1.8(c) 

proved that surface oxygen coordinated to more Cr-atoms than in a bulk truncation. The occupation 

of the interstitial sites in the first surface layer could explain the presence of a different charge 

state for the surface oxygen, further supporting the structural model of Figure 1.8(b). 
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Figure 1.8 (a) and (b) are schematic of different Cr2O3(0001) surface atomic model after optimized 

the z-positions. (c) and (d) are O 1s and Cr 2p3/2  peak XPS characterization.[42] 

 

1.3.3 Cr2O3-Based Interface 

 

A direct investigation of the surface configuration of Cr2O3/Gr are shown Figure 1.9. Thus, 

the band structure of the Cr2O3/Gr heterostructure is likely to be specific to its surface or interface 

structure, which is distinct from that of Cr2O3 films or bulk crystals. From this perspective, angle-

resolved photoemission spectroscopy (ARPES) is a suitable method to clarify the band structure 

of ultrathin Cr2O3/Gr directly. This can provide valuable information for the design of spintronic 

devices based on Cr2O3/Gr heterostructures. It has been predicted that an asymmetric bandgap 

opening exists between the K and K' valleys in AFM Cr2O3/Gr interface, which is originated from 

the staggered SOC of Cr2O3 (Figure 1.9)[38]. The band opening of graphene are strongly 

influenced by SOC. The SOC-induced symmetry broken allows modulation of Berry curvature 

and further determination of anomalous Hall conductance (AHC) of graphene. A previous 

scanning tunneling spectroscopy (STS) study reported that ultrathin α-Cr2O3 films growth on 

graphene covered Ni(111) have a narrower bandgap than bulk crystals [39]. Although there have 

been extensive studies, experimental observation of the interfacial band structure of Cr2O3/Gr is 

still lacking. 
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Figure 1.9 DFT-calculated band structure with SOC around K and K’ points and corresponding 

anomalous Hall conductance (AHC) as a function of the Fermi energy. The (a) and (b) has reversed 

Néel vector in Chromia as illustrated in (c); (d) is the corresponding total AHC[38]. (e) is 

Cr2O3/graphene interface model, (f) STS spectra of 0.8 nm Cr2O3/graphene/Ni(111) and Cr2O3/ 

Ni(111) [39]. 

 

1.4 CrTe2 

 

Following the study of Cr2O3 as transition oxides has so many interesting properties, a natural 

question arises; what will happen if one substitutes the constituent of oxygen by another 

homologous (chalcogen) element X (X = S, Se, Te, et al). Considering the fabrication feasibility 

and crystal stability, we select CrTe2 as an ideal research target. The bulk CrTe2 is ferromagnetic 

materials with a Curie temperature(TC) of 310 K, which make it promising in high- TC ML 
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ferromagnets [43]. Recently, the exfoliated thin flakes of CrTe2 were found to have an above room 

temperature TC and an enhanced coercivity compared with its bulk. The ferromagnetism of CrTe2 

can persist up to 300 K. The 1T-CrTe2, in which the Cr-rich hexagonal planes are sandwiched by 

Te-rich layers (Figure 1.10 (a)). Although CrTe2 has strong itinerant ferromagnetism in bulk, its 

ML was predicted to be zigzag type AFM spin texture, the prediction is further proven in 

experiment with the magnetic easy axis in y-z plane (Figure 1.10 (b-d))[44, 45]. However, the 

XMCD magnetic response of 1 ML CrTe2 suggests that the ferromagnetism is kept for 1 ML CrTe2 

[46]. The magnetic structure 1 ML CrTe2 may also depend on the fabrication methods, post-

process, and vacuum level. Thus, it still remains debate for the magnetic configuration of 1 ML 

CrTe2. Apart from this, a giant topological Hall effect was observed in CrTe2/Bi2Te3 vdW 

heterostructure, which is originated from the coupling of CrTe2 and CrTe2 interface[47]. A 

systematically consideration of its magnetic configuration and related influence regarding 

electronic structure and physical properties of 1T-CrTe2 in calculation is helpful to develop 

spintronics and storage devices. 
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Figure 1.10 (a) Structure of 1T-CrTe2 [44]; (b) simulated SPSTM measurement configurations at 

0 T [45]; (c) The total energy of 1T-CrTe2 with different magnetic states. (d) DOS of bulk and 

monolayer 1T-CrTe2 [45]. 

 

1.5 Conclusion 

 

In summary, multiferroic materials attract lots of attention in spintronic devices area due to 

its tunable magnetic/electric properties via electric/magnetic parameter. With unique d orbital 

filling and bonding with compounds, the transition metal oxides become ideal prototypal to study 

the intrinsic properties of multiferroics. As the first experimental confirmed single-phase 

multiferroic material, Cr2O3 has been widely researched last 30 years. However, due to its Mott 

insulator characteristic, there are rarely research focused on its band structure directly. The 
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physical properties of Cr2O3 films with FM edge states may also distinct from that of bulk 

especially its thickness reduces into several layers. The bulk CrTe2 is ferromagnetic material with 

high Tc ~ 310 K. It thus makes CrTe2 become the exfoliated ultra-thin vdW magnet with intrinsic 

long-range magnetic order above room temperature. However, the exact magnetic configuration 

of CrTe2 thin film is controversial when its thickness down to the ultra-thin limit. The purpose of 

this thesis is to reveal the band structure of ultra-thin Cr2O3 and CrTe2 films, with utilized the 

ARPES, XMCD, and DFT calculation. 
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Chapter 2 Experiment Details and DFT Calculation 

 

2.1 Background 

 

By combing the MBE fabrication method and in-situ ARPES/XMCD technique, it’s 

become an achievable target to reveal the band structure, magnetic structure of ultra-thin Cr2O3 

and CrTe2 films, whereas related research is still lack. In this chapter, all the techniques and 

equipment that we used in experiment are summarized, including sample fabrication (MBE), 

structure characterization (AES, LEED, XAS) and physical properties characterization (ARPES). 

Besides, in order to better understanding the experimental result, the DFT calculation were also 

included in our work. The first-principles calculation related theories, corresponding calculation 

programs and tools are introduced. 

 

2.2 Sample Fabrication and Structure Characterization 

 

2.2.1 Molecular Beam Epitaxy (MBE) 

 

MBE is a versatile technique for growing thin films, which is widely used in fabrication of 

sophisticated device structure. In MBE techniques, the vapor of compounds or species containing 

the constituent elements are generated by evaporation sources, then transported through vacuum 

reactor and finally deposited on substrate at high local temperature. The method make fabrication 

of complex heterostructures with large lattice mismatch possible. However, in such 

heterostructures, the strain energy of the deposited layers increases with its thickness. The growth 
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mode will transition from 2D to 3D growth mode is widely observed(Figure 2.1) [48]. Apart from 

this, growth of high strain thin films by MBE are also sensitive to the growth temperature, which 

will promote the epitaxial films (2D coverage) relaxing to its thermodynamic equilibrium states 

(island formation). The surfactant can impose the kinetic limitation on the sticking adatoms and 

further protect its 2D growth mode. Since the MBE method is realized in ultra-high vacuum 

environment, the synthesized films should be evaluated by surface sensitive methods, such as, 

LEED, AES and RHEED [49]. The fine fabrication process, detailed monitoring means, and UHV 

environment ensure that MBE is one of best methods to provide quantum wells, quantum wires, 

and quantum dots. The MBE method is superior in fabrication of high-quality thin films and opens 

a new route in devices fabrication and minimization.  

 

 
 

Figure 2.1 Thermodynamic thin film grow modes (a) Frank-van der Merwe(layer/2D) growth; (b) 

Volmer-Weber(island/3D) growth; (c) Stranski-Krastanov (2D+3D) growth mode[48]. 

 

2.2.2 Auger Electron Spectroscopy (AES) 
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Auger electron spectroscopy (AES) uses the electron beam to excite the inner-core 

electrons and eject Auger electrons from sample surface and analyzes the energy of emitted 

electrons to identify the elements type and content as shown in Figure 2.2(a). By counting the 

Auger electrons which is specific to the elements, one can easily distinguish the element content 

(red curve in Figure 2.2(b)). Besides, it is convenient to show the differentiated spectrum to 

facilitate identifying and measuring peak positions (black curve in Figure 2.2(b)). The Auger 

electrons have relatively low kinetic energies and can be detected only from the topmost several 

layers of the thin films. AES is a surface-sensitive spectroscopy (0.4~10 nm), which has 

advantages in analysis of the ultrathin films and conducting materials. However, it also has some 

limitations: it has to work in UHV which is not friendly to the epoxies and organic compounds, 

and it is a semi-quantitative analysis which is difficult to standardization of the composition of 

material surface[50]. The AES provides quantitative elemental and chemical state information 

from surfaces of solid materials. 

 

 
 

Figure 2.2 (a) Electron-sample interactions; (b)AES spectrum(red) and differentiated 

spectrum(black) [50]. 
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2.2.3 Low-Energy Electron Diffraction (LEED) 

 

Low-energy electron diffraction (LEED) is a technique for the structural investigation of 

surface, which is based on the diffraction of electrons with low kinetic energy. The concept of 

LEED origins from the Davisson and Germer’s experiments [51], they found that the angular 

intensity distribution of the scattered electrons was in agreement with the concept of diffraction of 

wave-like electrons. The electrons generated by a thermionic electron gun, accelerated to sample 

surface and been scattered to the backscreen and recorded (Figure 2.3(a))[52]. Due to the use of 

low-energy electrons, LEED is surface sensitive and can only be used in UHV environment to 

avoid the contamination, the inelastic mean-free-path (IMFP) as a function of the kinetic electron 

energy is shown in Figure 2.3(b). The LEED has large scattering angles and sensitive to the 

surface structure. The qualitative analysis of the surface structure by LEED (lattice spacing, 

periodicity, symmetry, et al) can be deduced based on the relationship of crystal geometry and the 

diffraction pattern. For a more quantitative analysis, the diffraction spot profile and the electron 

energy dependence of spot intensity (I-V curves) can be employed to model a crystal structure near 

surface region. 
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Figure 2.3 (a) Schematic of LEED principles; (b) a plot of the inelastic mean-free-path (IMFP) as 

a function of the kinetic electron energy[52]. 

 

2.2.4 X-Ray Absorption Spectroscopy (XAS) 

 

X-ray absorption spectroscopy (XAS) is based on optical absorption corresponding to inner 

shell excitation, where the electron transits from core electronic states to the unoccupied states 

above the EF. In the case of any sample exposed to the tunable X-ray beams, the absorption of X-

rays shows a sudden increase in absorption at specific X-ray photon energies, which is specific to 

the absorbing element. The sharp increases in absorption are called absorption edge, and photon 

energy for the absorption edge jump coincides with required energy to excite a core electron into 

the lowest unoccupied molecular orbital (LUMO) or the continuum to produce a photoelectron. 

The absorption features contain many valuable electronic and structural information, such as 

bound valence states or quasibound states, core excitons in ionic crystals, unoccupied local 

electronic states in metals and insulators [53].As shown in Figure 2.4(a), the X-ray absorption 

decrease with increasing energy, the sharp rise at discrete energies is the absorption edges, and 

corresponding originates core level of orbitals are represented in Figure 2.4(b). 
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Figure 2.4 (a) Variation of the XAS of an atom as a function of the photon energy. (b) Transitions 

resulting from the absorption of X-rays [53]. 

 

2.3 Angle-Resolved Photoemission Spectroscopy (ARPES) 

 

2.3.1 Photoelectronic Effect 

 

The photoelectric effect was first observed by Hertz [54] in which the light strike the 

surface of some metals can cause a detectable current originated from the photoinduced electron 

emission (Figure 2.5). It’s worth noting that no matter how bright the light is, electrons can be 

ejected only if the energy of the light is higher than the threshold energy depending on metal (or 

if the case of sufficiently shorter wavelength). And the current increases as the intensity of the 

light but does not depend on the wavelength. The phenomenon is later explained as a manifestation 

of the quantum nature of light by Einstein [55]. He concluded the light consists of quantized or 
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particle-like photons with quantum of energy, and the energy can transfer to electron through 

collision. For the excellent work, he was honored with Nobel prize in 1921.  

 

 

 

Figure 2.5 Schematic of experiment to demonstrate the photoelectric effect [56]. 

 

2.3.2 Introduction of Electron Spectroscopy 

 

Thanks to the development of routine methods to obtain ultra-high vacuum (UHV) 

conditions, the electron-spectroscopic techniques, especially ARPES technique have grown 

significantly since about 1970 [57]. The electron escape depth is only of several Å as labeled in 

Figure 2.6, which shows a strong decrease with increasing the electron energy up to 100 eV, which 



- 26 - 

is characteristic for scattering lengths determined by electron-electron interaction[58]. Taking Au 

as an example (curve 3 in Figure 2.6), a typical metal used for calibration of the Fermi energy in 

ARPES experiment, shows a similar result of escape depth less than several nanometers despite of 

the kinetic energy varies from ultraviolet region (5~100 eV) to X-ray region (1000 eV). The probe 

range of photoemission spectroscopy is therefore limited to the several atomic layers of topmost 

sample. Considering the adsorption situation, under an exposure of 2.5 Langmuirs (1L = 10-6 

Torr·s) it takes several minutes to achieve coverage of 1 monolayer molecule on a surface. Thus, 

in order to get spectra from clean surface, the UHV level better than 10-10 torr is recognized as the 

precondition for studying solid surfaces. 

If one focus on the bulk properties of solids, atomically clean and smooth surfaces are 

mandatory, or who interests in the surface states requires UHV condition to prevent interference 

from adsorbed contaminations. There are several advantages in electrons probe for surface 

spectroscopy, as compared with photon atom or ion[57], (1) easily focused, tunable, detect and 

account; (2) using electrostatic fields it is easy to analyze the kinetic energy and the emission angle 

of an electron further determining the momentum; (3) escape depth is only a few Å which are very 

useful in surface physics. Some disadvantages of working with electrons should also be specify 

explicitly, (1) UHV condition is required; (2) and atomic clean smooth surface is mandatory, 

experimental normally using in-situ fabricated sample or cleaving the sample in-situ to reduce 

such problems; (3) the limit escape depth of electrons sometimes make it difficult to distinguish 

between surface and bulk properties of sample, which can be partially solved using tunable light 

source; (4) PE spectra of semiconductors or insulators may be difficult to be observed clearly, 

because the energy reference points are not well defined in experimental spectra and the charge 

accumulation effect, where the measurement at higher temperature will weaken charging effect 
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but the resolution usually worse at higher temperature due to the atomic vibration and phase 

transition occurs in some cases. 

 

 

 

Figure 2.6 Electron escape depth in Å as a function of their kinetic energy for various materials.[58] 

 

2.3.3 Basic Principles of ARPES 

 

Angle-resolved photoemission spectroscopy (ARPES) is one of the most popular 

techniques in condensed physics for its direct detection the valance electronic structure of solids. 
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In the modern photoemission experiment, as shown in Figure 2.7(a), when a light impinges on the 

sample surface, instantly the electrons will be excited and escape into vacuum if the absorbed 

phonons is greater than the work function of material. Due to the complexity of the photoemission 

process in solids the quantitative analysis of the experimental data is often performed under 

independent-particle picture and of sudden approximation [59]. Normally, for the photoemission 

process, the initial (N electrons) must overlap with final states (N-1 electron) finitely and obey 

appropriate boundary conditions at surface of solids: 

 N N
f iE E hv  2-1 

 N N
f i hvk k kN Nk k kN Nk  2-2 

where the indexes i and f refer to initial and final state and the 
hvkk  is the momentum of incoming 

photon. 

These photo-emitted electrons, known as photoelectrons, can be counted and analyzed with 

respect to their kinetic energy(Ekin) and momentum( pp ) in an electronic analyzer [57]. The binding 

energy (EB) of electrons can be determined by following equation: 

 kin BE hv Φ E  2-3 

where hv is the photon energy, Φ  is the work function of material, the minimum energy required 

for an electron at EF to escape to the vacuum level (Evac) The momentum p can be expressed by 

 
2

2kin
pE
m

2p
 2-4 

 2 kinp k mEEp k mE2mE2kkkk  2-5 
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Here, m represents the mass of electrons, and kk  designates the wave vector of Bloch states in a 

crystal. The single-electron energies E and their wave vectors kk  relation E( kk )is called the band 

dispersion. The direction of kk  is obtained from polar ( ) and azimuth angles ( ) of electrons 

leave the surface, and the vector component can be resolved into parallel and perpendicular 

components to the sample surface. The energy and momentum pp  (wave vector kk ) of electrons 

inside sample are directly connected to those of the photoexcited electrons inside crystal, and 

consequently related to those of the photoelectrons outside the crystal in the vacuum [60]. Within 

the noninteracting electron picture, and by taking advantage of total energy and momentum 

conservation[61], energy and wave vector photoelectrons parallel to the sample kkkk  is conserved 

[59]: 

 2 (sin cos sin sin )x ykinp k mE k ksin sin )sin sinsin sini isin sinsinp k m2k 2222kkkkkk  2-6  

The momentum perpendicular to surface kk  is not conserved because the translational symmetry 

breaks in solid surface. The determination of kk  need a priori assumption of electron final states 

in the photoemission process as nearly-free electron description: 
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0

1 2 ( cos )kink m E V1k 1 22 ( ki2 (2 ((2  2-8 

the inner potential V0 = |E0|+Φ, corresponds to the energy of the bottom of the valence band 

referenced to vacuum level. The V0 can be obtained by varying the incident photon energy (
zkk  
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dependent measurement) and fitting experimental periodicity along surface normal direction. The 

measurement therefore to be an effective way to probe the 3D Brillouin zone, which is crucial for 

studying topological materials [60]. 

 

 

Figure 2.7 (a) Sketch and basic principles of ARPES experiment. (b) Relation between the energy 

levels in a solid and the electron energy distribution produced by photons of energy .[60] 

 

2.3.4 Three Step Model 

 

In one-electron theory, the transition probability fiw  of photoemission process for the N-

electron system from initial N
i  to final N

f states, can be obtained by Fermi’s Golden Rule[62]: 
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 2

int
2 N N N N

fi f i f iw H E E hvff Hf
 2-9 

where 1N N k
i i BE E Ek  and are the initial-, final-state and binding energies of the N-particle 

system. The interaction with photon is treated as a perturbation given by 

 
int ( )

2
e eH A p p A A p
mc mc

pAA) e) A p) e) A)  2-10 

where pp  is the electronic momentum operator and AA  is the exciting electromagnetic vector 

potential. 

Within the three-step model the optical excitation process, the electron transport through 

solid and the escape across the surface are treated separately. By breaking up photoemission 

process into three steps, the model successfully interpretation the PE experiment. Within the 

approach, the photoemission process is subdivided into steps as shown in Figure 2.8: 

 

 

 

Figure 2.8 The three-step(left) and one-step(model) description of photoemission process.[59] 
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Step 1: optical excitation of electron in the bulk 

Neglecting the momentum of photon, the optical excitation is a direct transition and 

keeping the momentum conservation of the matrix element, which contains all the information 

about the intrinsic electronic structure of the material. The internal energy distribution of 

photoexcited electrons Nint(E,ħv) is given by 

2

int
,

( , ) M ( , ) ( ( ) ( ) ) ( [ ( ) ])i
fi i f f f i i f f

f i

N E v k k E k E k v E E k
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21M ( ) ( )fi i fDOS E E E  2-11 

where the first δ function imposes energy conservation during the excitation step, and the second 

δ function ensures that the kinetic energy measured outside the sample equals to the energy of final 

state inside minus the work function[57], the DOS(Ei) is the density of occupied states.  

Step 2: Transport the excited electron to the surface 

Electrons moving towards the surface lose energy mainly due to two inelastic scattering 

events, electron-electron and electron-phonon scattering. The electron-phonon scattering is 

characterized by relatively weak electron-energy dependence and small energy losses, typically 

10~50 meV [63]. The dominant scattering mechanism that reduces the number of photoexcited 

electrons reaching the surface is electron-electron interaction[57]. The electron-electron scattering 

is strongly energy dependent and the losses are a considerable fraction of the excitation energy. 

Besides, the electron-electron scattering is the very short scattering length of the electrons at higher 

energies. 

Step 3: Escape of the photoelectron into vacuum 

The electrons whose kinetic energy normal to the surface is sufficient to overcome the 

surface potential barrier, can escape to vacuum, while the other electrons with less energy will be 
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totally reflected into the bulk inside(Figure 2.9). Thus, the escape of photoelectron into vacuum is 

described by a transmission probability through the surface and depends on the energy of the 

excited electron as well as the material work function . The escape process must satisfy the 

condition: 

 
2

v 02
k E E

m

2

k EE  2-12 

where the Ev is the lowest energy of valence band. The process of electrons transmit through the 

surface keeps the parallel component of the wave vector conserved as illustrated above (equation 

2 (sin cos sin sin )x ykinp k mE k kin si )in sii isin sinsinp mk 2k 2222kkkkkk
 2-6). Based on equation 

2 (sin cos sin sin )x ykinp k mE k ksin sin )sin sinsin sini isin sinsinp k 2k 2222kkkkkk
 2-6, the momentum not conservation along 

the parallel direction makes refraction of outgoing electrons, whose escape angle is larger than the 

angle of incident electrons. One can also find the detectable maximum of parallel component of 

internal wave vector, under the condition of sinθ = 1 which corresponding to escape angle of 90°.
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Figure 2.9 Momentum-resolved one-electron removal and addition spectra for (a) a noninteracting 

electron system with a single energy band dispersing across EF and (b) for an interacting Fermi-

liquid system[61]. 

 

2.3.5 Matrix Element Effect 

 

Dipole selection rules, which can be used to determine the symmetry of the states that are 

involved in a direct transition, are important and have to be taken into account when analyzing 

experimental PE data, especially in cases of complex spectra or if polarized radiation is 

employed[57]. The matrix element term 
2

0 ,( , , ) k
f iI k v A M

2kM) kM)  is highly responsible for the 

dependence of the photoemission data on photon energy and experimental geometry and may even 

result in complete suppression of the intensity[64]. The matrix element ,
k
f iM k  in 

21M ( ) ( )fi i fDOS E E E 2-11 can be split up into surface region part ,
S
f iM (integration over 

a thickness which contains the region that deviates from the bulk) and true bulk region ,
B
f iM

(correspond to the situation of the prefect crystal). In angle-resolved photoemission experiments 

with single crystals, the matrix elements have the form: 

,
k k k
f i f op iM A pkkk kk A op ioppp iip kkp kk  2-13 

where the opp ip i  is the momentum operator. The k
f ndk d , dn can be the t2g(dxy, dyz, dzx,) and 

eg orbitals ( 2 2x y
d  and 2 23z r

d ). The angular intensity distribution of emitted electrons is determined 

by the symmetry of dn. In order to simplified the rule, the photoelectron detection plane is set to 
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the mirror plane of crystal(ℳ), and the vector potential AA  can be parallel or normal to ℳ (Figure 

2.10), which are referred as the parallel(p) and senkrecht (s) polarization geometries, respectively 

[65]. 

 

 

 

Figure 2.10 Schematic optical layout of the linear undulator beamline BL-1 at HiSOR [65]. 

 

The non-vanishing photoemission intensity is only realized if the entire matrix element 

,
k
f iM k  is a symmetric or even function with respect to the symmetry operation to ℳ. The final state 

k
f
k  should be even with respect to ℳ, because of the isotropic nature of final free-electron like 

states, the initial state k
i
k  and the dipole operator opA pA oppppp  have the same symmetry with respect to 

ℳ. The non-relativistic dipole selection rule can be summarized as follows, 

:even :even  :k k k
op i f op iA p A pA op i f op ipop:even i f opi f opi fi :iopi fi :even  :even  :even  pp :even:even ::even:even:even:evenk k kp :even k k kk k :kkA:even:evenk kk k kk k kkk k  

:odd :odd    :k k k
op i f op iA p A pA op i f op ipop:odd i f opi f opi fi :iopi fi :odd   :odd   :odd   pp :odd:odd ::odd:odd:odd:odddd kp :odd dddd ::odd:oddddddk k kdddddddd  2-14 
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where ( ) stands for the even (odd) function with respect to ℳ. The symmetry of the dipole 

operator opA pA oppppp  depends on the polarization direction of the vector potential AA . A measurement 

geometry with parallel (perpendicular) AA  to ℳ, will induce an even (odd) symmetrized opA pA oppppp . 

Thus, the detectable initial state is limited to even (odd) symmetry with respect to ℳ in the p(s) 

polarization geometry, indicating that even (odd) initial electronic states can be selectable observed 

by changing the polarization geometry.  

When measuring ARPES at UPS photon energies, additional transitions are observed along 

with the k-conserving direction transition, which is confirmed to be related to the occupied DOS 

(DOS transitions). The “DOS transitions” is originated from the phonon-assisted indirect 

transitions, and related to the damping of the electron final state. The indirect transitions lead to 

emission via excitation into evanescent states in gaps and are called surface emission (gap 

emission), due to it localized near surface. It’s impossible to make a clear distinction between 

damped band states and evanescent gap states because both of them lead to a localization of the 

state near the surface and uncertainty kk [57]. 

 

2.3.6 Ratable High-Resolution ARPES Station in HiSOR 

 

In order to systematically utilize the dipole selection rule to reduce the number of valence 

bands according to their symmetry, BL1 of Hiroshima University Synchrotron Radiation Center 

(HiSOR) installed the rotatable ARPES system [66]. The electron-beam energy of HiSOR is 

700MeV, and the critical wavelength is 1.42 nm. A 41-period linear undulator is installed at one 

of the straight sections of the ring. The beamline consists of four-dimensional slits(4DS), a water-

cooled cylindrical mirror for horizontal focusing (M0), a cylindrical mirror for vertical focusing 
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(M1), an entrance slit (S1), spherical gratings (GR), a movable exit slit (S2), and a refocusing 

toroidal mirror (MF). Three changeable gold-coated spherical gratings G1, G2, and G3 cover the 

photon with photon energy ranges 26-350 eV with a photon flux of >1×1011 photons s-1, and the 

electric field vector is parallel to the horizontal plane. The photoelectron detection analyzer system 

can be rotated from p-polarization to s-polarization which is perpendicular to the undulator light 

path, as plotted in Figure 2.11. In order to get better momentum resolution, it’s better to select a 

lower incident photon energy such as 26~105 eV. In this energy range, the signals mainly come 

from the topmost several layers. By plotting energy dependent measurement, one can clearly 

distinguish the surface states of the materials. 

 

 

 

Figure 2.11 (a) Details of rotatable ARPES system in the p-polarization geometry. (b) Schematic 

of the ARPES geometry.[65] 

 

The rotational angle of the hemispherical electron analyzer (VG-SCIENTA, R4000) can 

be changed by a computer-controlled stepping motor allowing arbitrary linear polarization angle 

from 0 to 90° with maintaining the ultrahigh vacuum (10-9 Pa range) in the measurement chamber. 
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The analyzer and other vacuum components were fixed to a specially developed rotation frame 

(Aino Sangyo Co.) as shown in Figure 2.12. The 3-dimensional rotation orientation of sample is 

defined as polar(θ), tilt ( ), and azimuthal ( ), which corresponding to y, x, and z axes 

respectively. A six-axis (x, y, z with θ,  and ) manipulator is equipped with a liquid helium 

cooling system which can co down to15 K. The system is designed to provide azimuth maps of 

the Fermi surfaces (FSs). 

 

 

 

Figure 2.12 schematic side view of the rotatable ARPES system in(a) p-polarization geometry, (b) 

s-polarization.[65] 

 

The ARPES system also equipped an independent in-situ fabrication and characterization 

chamber, as shown in Figure 2.13. The preparation chamber is equipped with a four-axis(x, y, z 
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with θ) preparations manipulator with sample holder heating stage for direct current or electron-

bombardment heating. One can easily get a clean and flat surface for thin-films with below 

instruments, i.e., electron beam evaporators for in-situ deposition and the low-energy electron 

diffraction (LEED), Auger electron spectroscopy (AES), reflection high-energy diffraction 

(RHEED) for characterization and ion gun for cleaning the sample surface and thermocouple for 

detecting the temperature. Sample can be transferred between preparation chamber and 

measurement chamber with the help of the transfer rod and two-axis translator. 

 

 

 

Figure 2.13 Schematic of preparation chamber.[65] 

 

2.4 First-Principal Calculations 

 

The determination of a many electrons problem (the band structure information) from 

ARPES is not always a trivial matter. There are many factors can impact the ARPES data, such as 

model of photon emission, matrix elements effect, experimental resolution, sample quality and 
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electron escape depth and so on. One of the most simplicity methods to overcome this problem is 

using first-principles calculation as a good complementary method to ARPES. 

Over the past decades, first-principles calculation develops very rapidly and plays an 

important role in bridging the fundamental theory and the experimental phenomena. Band theory 

is seminal success in solid materials. Assisted by prediction of the first principles calculation, 

topological insulators, Weyl semimetals have been widely investigated.  

 

2.4.1 Density Functional Theory (DFT) 

 

By solving Schr dinger equation into separate mathematical problems (Born-

Oppenherimer approximation), and utilize specific XC functional, one can get a numerical solution 

of Kohn-Sham equations by density functional theory (DFT) methods. It becomes realistic to get 

the numerical solution of Schr dinger equation due to the developing of calculation method and 

proximate method and their successively application in DFT. The accuracy of DFT depends on 

several reasons, (1) the intrinsic uncertainty due to unknown XC functional, (2) limited accuracy 

in calculation of electronic excited states underestimation of bandgaps in semiconductor/insulator 

and (3) strongly correlated systems with empirical parameters.[67] 

The description of electron system in single crystal is complicated, even for the time-

independent case, where multiple electrons affect each other and move in the electric field arisen 

from a set of nuclei. In that case, a more complete description of the Schr dinger equation is  

2
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Here, m is the electron mass. The three terms in brackets in this equation define, in order, 

the kinetic energy of each electron, the interaction energy between each electron and the collection 

of atomic nuclei, and the interaction energy between different electrons. The 1= ( ,..., )Nr r ),...,1 is the 

electronic wave function, and E is the ground-state energy of the electrons. Although the electronic 

wave function can be treated more simply as the product of individual function (Hartree product): 

1 2( ) ( ),..., ( )Nr r r) ( ),..., ( )() ( )( )) ( ),...,) (( ),...,2 , the dimension of solving of the Schr dinger equation for realistic 

materials is growing geometrically with increasing number of atoms and electrons in the unit cell 

(UC). The situation is more complicated when the electron-electron interaction and the electron 

spin are added into consideration. The density of electrons at a particular position in space n rr  

can be written in terms of the individual electron wave functions: 

*2 ( ) ( )i i
i

n r r r*2 ( ) ( )* (r ( )( )* ( )( )22  2-16 

The term is the probability of the electrons in wave function ( )i r )  and at a particular set of 

coordinates, the factor of 2 describes the electrons spin and the Pauli exclusion principle states in 

which each electron can be occupied by two separate electrons with two opposite spins. The n rr  

contains great amount of the information, which is a function of 3N coordinates. 

 

Hohenberg-Kohn theorem and Kohn-Sham equations 

 

Apart from written the equation into the sum of individual electron wave, another effective 

way to simplify the Schr dinger equation is by finding its ground-states, including the energy and 
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wave function of the ground state. By this way, solving the Schr dinger equation change from the 

issue with 3N dimensional coordinates into with 3 dimensions. This is Hohenberg and Kohn 

theorem [68]: The total energy of an interacting inhomogeneous electron gas in the presence of 

an external potential is a functional of the electron density. The electron density that minimizes 

the energy of the overall functional is the true electron density corresponding to the full solution 

of the Schr dinger equation. Based on the theorem, the single-electron energy functional can be 

rewritten as: [ '( )] [ ( )]v vE n r E n r)] [ ( )])] [ ()] [ (  

XC[ ] [ ] [ ]i known i iE E E  2-17 
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where the first term Eknown in 
XC[ ] [ ] [ ]i known i iE E E

 2-17 can be split into the four terms in 

equation 
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 2-18, in 

order, the electron kinetic energies, the Coulomb interactions between the electrons and the nuclei, 

the Coulomb interactions between pairs of electrons, and the Coulomb interactions between pairs 

of nuclei. The second term EXC in 
XC[ ] [ ] [ ]i known i iE E E

 2-17 the is the exchange-

correlation functional, which includes the other quantum mechanical effects. 

The Kohn-Sham equations (K-S equation), which has the form: 

2
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The solution of Kohn-Sham equation are single-electron wave functions that depend on only three 

spatial variables, ( )i r ) . The ( )HV r )  is called Hartree potential and can be expressed by: 

2
3 3( ) ( )( )

2H
e n r n rV r d rd r

r r

2 (e n( d rd r(r ) n(e ) ( )) () ( d rd r
r r

3 3)) () ( d rd r3 3) ( )) () ( 3 3)) () (
 2-20 

This potential describes the Coulomb repulsion between the electron and the total electron density 

defined by all electrons. The VXC can be defined as exchange and correlation contributions to the 

single-electron equations: 
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The VXC can be think to be a “functional derivative” which is not quite identical to normal 

derivative. Figure 2.14 is the flowchart of using an algorithm to achieve an approximately 

numerical solution[69]. The one need to define an initial trial electron density ( )n r )  and solve K-S 

equations using the trial electron density to find the single-particle wave functions ( )i r ) . After 

that, calculate electron density and mix the trial-electron density and trial-wavevectors ( )i r )  with 

initial values. Comparing the difference of them until the E  is less than the set value breakE . This 

is the iterative method to get a solution of K-S equation that is self-consistent. 
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Figure 2.14 Calculation of KS-ground-state[69] 
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Exchange-Correlation Functional 

For the uniform electron gas model, the electron density ( )n r )  is certain at all point in space. 

This uniform electron gas provides a practical way to use the KS equations. The exchange-

correlation potential has local dependence on the density at each position, and can be written as: 

electrongas
XC( ) [ ( )]XCV r V n relectrongas) [ ( )]electrongas) [ () [ (electrongas
XC  2-22 

This approximation uses the local density to define the approximate exchange-correlation 

functional, and is named to be Local Density Approximation (LDA). The methods can be extended 

to the spin-polarized regime which is called Local Spin Density Approximation (LSDA). 

In most system, the electron density is typically rather far from spatially uniform, so there 

is good reason to believe that the LDA has limitations. The best well-known alternative correction 

functional for LDA exchange-correlation functional is called Generalized Gradient 

Approximation (GGA), in which depend on both the density and the gradient of the density. The 

electron density of GGA functional depend not only on the local value of the density, but on the 

extent to which the density is locally changing[70]. Most gradient corrected functionals are 

constructed with the correction being a term added to the LDA functional: 
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A plenty of alternative GGA exchange functionals have been developed based on different rational 

function expansions of the reduced gradient, i.e., Perdew-Wang 91(91), Perdew-Burke-Ernzerhof 

(PBE), revised Perdew- Burke-Ernzerhof (RP), Perdew- Burke-Ernzerhof revised for solids 

(PBEsol). By taking second derivative of density i.e., the Laplacian, into consideration, the meta-

GGA functionals have been developed. This method improved the performance of GGA but still 
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has challenging in its numerical stability. In this way, a hierarchy of functionals can be constructed 

gradually, description the solid accurately and include more and more detailed physical 

information. 

 

2.4.2 Wave-Function-Based Methods 

 

In order to representing the wave function or electron density of an isolated atom, one can 

assume that a series of functionals who can rapidly approach zero for different value of x. By 

Combined a series of such spatially localized functions with different spatial extents, symmetries 

and so on, to define a final function, one could describe a collection with multiple atoms. This type 

of function is helpful to describe periodic bulk defect-free materials and semi-infinite materials. 

The general method is using periodic functions to describe the wave functions or electron densities 

(DFT calculation). Normally, the wave-function-based methods hold a crucial advantage over 

electron densities methods in precisely description the Schr dinger equation. However, the wave-

based methods consume much more computer time than electron densities methods. The wave 

function of N electron system should satisfy several mathematical properties, i.e., the Pauli 

exclusion principle. 

 

2.4.3 Hartree-Fock Method 

 

The Hamiltonian for a N electrons systems in which the electrons have no effect on each 

other, can be written as 
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1
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H h  2-24 

where hi describes the kinetic and potential energy of electron i. The solutions would satisfy hχ = 

Eχ, whose eigenfunctions defined by this equation are called spin orbitals. The eigenfunctions of 

H are products of one-electron spin orbitals: 

1 1 1 2 2( ,..., ) ( ) ( ) ( )N j j jN Nx x x x x  2-25 

The Slater determinant gives a better approximation for the N-electron system, which should 

satisfy the antisymmetry principle. As the determinant of a matrix of single-electron wave 

functions, the overall wave function can be expressed as 

1 1

1 1 1

1 1

1
!

(1) 1 (1) 1 (1) 1 (1) 1
(2) 2 (2) 2 (2) 2 (2) 2

( ) ( ) ( ) ( )

N N

N

N N

N
N N N N N N N N

NN

(
N

1 1

NN ((((

 2-26 

The coefficient of 1 !N  is a normalization factor. The equation satisfied the Pauli exclusion 

principle, and can be used for solving the Schr dinger equation including exchange. With a basis 

set in which the individual spin orbitals are expanded, the equations that the spin orbitals must 

satisfy, and a prescription for forming the final wave function once the spin orbital, one can 

perform an Hartree Fock(HF) calculation. The solving of HF calculation is an iterative procedure 

similar to the solving the KS equations within a DFT calculation as shown in Figure 2.14. 

 

2.4.4 Drawback of First Principles Calculation 
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Practical DFT calculations are not exact solutions of Schr dinger equation because the 

function applied in Hohenberg-Kohn theorem is unknown. Thus, the intrinsic uncertainty always 

exists between energies calculated with DFT and the real ground-states energies of Schr dinger 

equation. And in most cases, it’s difficult to directly evaluate the uncertainty apart from carefully 

comparison with experimental measurements. 

The DFT calculations have limited accuracy in the simulation of electronic excited states. 

This is because the Hohenberg-Kohn theorems are based on the ground-state energy. Besides, the 

most well-known inaccuracy in DFT is the underestimation of calculated band gaps in the 

semiconductors or insulators. The occupied states of crystalline materials are described by 

continuous functions named energy band. In this definition, the highest occupied energy (valence 

band, VB) of a metal overlap with the next unoccupied higher band (conduction band, CB) or has 

a not fully occupied band. The VB of semiconductor or insulator is completely filled while the CB 

is empty. Thereinto, materials with a large band gap are called insulators while materials with 

small band gap are called semiconductors. Standard GGA calculations with existing functionals 

have limited accuracy for band gaps. The discrepancy between calculation with experiment errors 

larger than 1 eV are common. The GGA+U method or using hybrid functional are effective for 

fixing this issue. 

The DFT calculation also fails in accurate description when one need to add the van der 

Waals(vdW) attraction into consideration. The vdW interactions occur because of correlations that 

exist between temporary fluctuations in the electron density of one molecule and the energy of the 

electrons in another molecule responding to these fluctuations. The vdW interactions are a direct 

result of long-range electron correlations, a systematic method is needed to build if one need to 

add vdW into high-level wave-function-based methods. The accurate solution for a Schrӧdinger 
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equation with vdW also challenging in limited computational expense. The computational expense 

stems from solving of the mathematical problem posed by fundamental DFT theorem. The 

difficulty increases exponentially in computing technology as atoms number increase, which 

limited the DFT calculations to directly examine collections of atoms of this size. Thus, the DFT 

calculation must be executed based on clearly understanding of the physically relevant to real 

materials. 

 

2.4.5 VASP Programs 

 

Vienna Ab-initio Simulation Package(VASP) package is one of the most popular DFT 

codes using pseudopotential and a plane wave basis set. With efficient matrix diagonalization 

schemes, an efficient Pulay/Broyden charge density mixing, the projector-augmented wave(PAW) 

method, the VASP can be useful for systems with up to 4000 valence electrons[69]. VASP uses 

self-consistency cycle to solve KS ground state, with equipment of several diagonalization 

schemes (RMM-DISS, and blocked Davidson). It also includes a full featured symmetry code 

which can be used for determine the symmetry of arbitrary configurations and Monkhorst Pack k-

point.  

The general calculation will be done in a work directory and before starting a calculation, 

The following input files must be created in this directory:  

1. The INCAR includes all of the calculation parameter, such as the calculation method, 

the energy/force convergence criteria, direction of force, how to move the ions, and the step of 

every movement and output files.  
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2. The POSCAR file includes all of the structure information required for calculation, i.e., 

atoms number, species, coordinates and spatial groups. 

3. The POTCAR file can be copied from the pseudopotential library, include the 

information of atom mass, valence, the energy of the atomic reference configuration for which the 

pseudopotential was created. 

4. The KPOINT file determine the k-points setting, for isolated atom or molecule, one k-

point is enough. However, one has to balance the contradiction of enough k-points to describe a 

periodic system and the least computation expense. The number of k-points necessary for a 

calculation depends on the necessary precision and on the conductivity of system. Usually, metallic 

systems require much more k-points than semiconductors and insulators. The number of k-points 

also depends on the smearing method. 

VASP can be used to calculate the equilibrium lattice constant, determine the equilibrium 

volume, the density of states (DOS) and band-structure. By taking a small trial step and performing 

a line minimization of the energy along the direction of the forces, then the total energy is re-

evaluated. From the energy change and the initial and final forces, VASP calculates the position 

of the minimum. The DOS/band-structure calculation can be done by a simple static selfconsistent 

calculation and to use the DOSCAR or vasprun.xml to extract the information via vaspkit [71]. An 

accurate DOS/band-structure calculation might require very fine k-meshes. In order to increase the 

efficiency of DOS/band calculation, researchers often calculate the selfconsistent charge density 

using a few k-points. After that, read the precalculated charge files from the selfconsistent run to 

perform a nonselfconsistant calculation with denser k-points. 
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Chapter 3 DFT Calculation of Cr2O3/Graphene 

Interface 

 

3.1 Introduction 

 

Cr2O3 is a typical Mott-insulator with a bandgap of 3.2 eV. Besides, Cr2O3 also a single-phase 

multiferroic material, which possess antiferromagnetic and magnetoelectric. The physical 

properties can be modulated by doping, strain, vacancies and reduce the film thickness. Some 

researchers found that the ultrathin Cr2O3 films will have a narrower bandgap. The finding prompt 

that the band structure of ultrathin films may different from the bulk, as well as its physical 

properties. But, till now, there is no direct investigation about the band structure of ultrathin Cr2O3 

films. The reason is might because its bandgap is too large, which make it difficult to be detected 

in electronic spectroscopy (normally require samples are conductor). From the perspective of 

revealing the real electronic structure of ultrathin Cr2O3 films, a preliminary calculation before 

experiment will be much helpful. The prediction of ultrathin Cr2O3 films and Cr2O3-based 

heterointerface can save experimental resources and act as a guide for leading the direction of 

experiment. 

 

3.2 General Calculation Parameters 

 

All first-principle calculations were performed within the generalized gradient approximation 

(GGA) method using the VASP code [72, 73] and a plane wave energy cutoff of 520 eV. The 

exchange-correlation interaction was described by the Perdew Burke Ernzerh (PBE-GGA) [74]. 
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The Hubbard U effects on the transition metals Ni and Cr are included within the DFT+U approach, 

and a detailed U test for Cr2O3 is illustrated in Figure 3.1. The band gap is indeed underestimated 

in the calculations using GGA-PBE functional compared with other functional, such as HSE. 

However, with consideration of U, we find Cr2O3 shows a good agreement with previous 

calculations. We tested the U parameter for Cr2O3. As seen from Figure 3.1, the band-gap varies 

with increasing the U. The band-gap of bulk Cr2O3 is 3.2 eV at U=6, which is highly agree with 

experimental value ~3.31 eV[32]. Besides, the main peak position of Cr 3d orbital is almost not 

changing with varying of U. The valance band of our calculation is also well agreed with our 

ARPES result. The changing of U for Ni element almost has no influence due to its metallic 

characteristic. We choose U = 4.5 for Ni element based on previous reports [75]. 

 

 

Figure 3.1 GGA+U parameter test for Cr2O3. [76] 
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The Ueff = U - J = 6.0 eV and Ueff = 4.5 eV are reasonable values for Ni-3d [75] and Cr-3d 

orbitals [77]. The DOS and band characteristics of bulk Ni and Cr2O3 were in all good agreement 

with the experimental results. The magnetic structures of Ni and Cr2O3 were assumed to be 

collinear ferromagnetic and antiferromagnetic configurations, respectively, and the magnetic 

moments pointed in the c direction of the heterostructure, as plotted by the green and purple arrows 

in Figure 3.2. The in-plane lattice constant of the bottom three layers of the substrate was fixed to 

the experimental values but relaxed along the c direction by minimizing the total energy difference 

to less than 10-6 eV, and the remaining forces to less than 2 meV/Å. A 7×7×7 k-point was used for 

the Brillouin zone of bulk cases, whereas 5×5×1 k-point was used for heterostructures [78]. The 

van der Waals (vdW) contribution by Grimme’s semi-empirical correction was also considered in 

our calculations [79]. All slabs possessed 20 Å vacuum layers. Ni has a lattice parameter of aNi = 

3.55 Å [39] and cuts along (111) plane with seven layers, thus making it an ideal substrate for the 

epitaxial growth of graphene (aGr = 2.46 Å). The Cr2O3 cut along the (0001) plane with the ordered 

stacking planes repeated in one layer of oxygen (in-plane distance dO-O=2.86 Å) and two close and 

shifted layers of AFM chromium (in-plane distance dCr-Cr = 4.96 Å). 
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Figure 3.2 Two termination models of 1nm-Cr2O3/Gr/Ni(111). Models of (a) O- and (b) Cr-

terminated Cr2O3/Gr/Ni(111) with the magnetization direction of Ni points to the surface; (c) O- 

and (d) Cr-terminated Cr2O3/Gr/Ni(111) with the magnetization direction of Ni points to the 

substrate. Interfacial configuration of atop model of (e) C/Ni(111) and (f) Cr2O3/Gr/Ni(111). (g) 

Brillouin zone of primitive graphene (red dash line) and folded of 2×2 supercell graphene (black 

line). [76] 

 

3.3 Structure Modeling of Interfaces 

 

The thicknesses of Cr2O3 in the calculation models were fixed to nine layers, which were 

based on 1nm-Cr2O3 thin films grown on the graphene-covered Ni(111) substrate in the experiment. 

The interfacial configuration was selected based on previous reports [80-83]. There are six 

symmetrical structures of Gr/Ni(111) top-hcp, top-fcc, bridge-top, bridge-hcp, hcp-fcc, and bridge-
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fcc, which have similar energies [83]. The C atoms were located directly above the Ni atoms of 

the first (top site) and second layers (hcp site) in the top-hcp model. Despite the tiny disparity in 

the atomic configurations, all structures are stable around the C-Ni distance ( dC-Ni ) of 

approximately 2.0–2.3 Å, which agrees well with the chemisorption results in the experiments [84]. 

The Dirac points are destroyed at dC-Ni less than 2.3 Å because of the hybridization effect between 

the C and Ni valence bands. In this study, we employed the top-hcp model, which is the most 

stable of these models. 

Takenaka et al. reported that the Cr2O3/Gr heterostructure is the most energetically stable 

model if Cr lies atop on C atoms. The spin structure induced by the ferromagnetic terminations of 

Cr2O3[35, 36] was included and carefully considered in the slab models. The Cr2O3 layer in contact 

with graphene and the vacuum is defined by the interface termination and surface, respectively (as 

shown in the green dotted frames in Figure 3.2 (a, b)). The final O- and Cr-terminated models are 

named according to the interface structure of the Cr2O3 slab in contact with graphene, as shown in 

Figure 3.2 (a, b). In the final models, the interfacial Cr, C, and Ni were all placed at the atop 

position (Figure 3.2 (e, f)). The magnetization direction of Ni(111) points to the surface (purple 

arrows in Figure 3.2 (a, b)) or the inner substrate (green arrows in Figure 3.2 (c, d)) are both 

considered in our calculations. 

 

3.3 Total Energy and Density of States 

 

Table 3.1 lists the total energy and total energy per atom of the four models after optimization 

of the atomic distance. The reduction in the total energy per atom E is calculated as 

 / 2 3 2 3/ /( )Gr Ni Cr O sla sb oCr O Gr i at mNE E E NE , 3-1 
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where EGr/Ni, ECr2O3slab, E Cr2O3/Gr/Ni, and Natoms are the total energy of the Gr/Ni, Cr2O3 slab, 

Cr2O3/Gr/Ni heterostructure, and number of atoms, respectively. The comparable negative values 

of E indicate that all models can exist on the Gr/Ni(111) surface, although the Cr-terminated 

models are more stable than the O-terminated models. The variation of dC-Ni before and after 

flipping the magnetization direction of Ni(111) is less than 0.2 Å, as shown in Figure 3.2(b, d). 

Meanwhile, changing the Cr2O3 termination from O- to Cr- leads to a larger difference, and the 

variation of dC-Ni is more than 0.68 Å as shown in Figure 3.2(c, d). The magnetization direction 

flipping of Ni(111) had a negligible influence on dC-Ni and total energy. In later discussion, we will 

focus on the first two models in Figure 3.2(a, b) with the magnetization direction of Ni all pointing 

to the surface. The description of the magnetization direction of Ni has been omitted.  

 

Table 3.1 Total energy of O- and Cr-terminated models with the magnetization direction of Ni 

points to surface/substrate 

Total energy 

reduction 

(eV/atom) 

Magnetization direction 

of Ni  

points to surface 

Magnetization direction 

of Ni  

points to substrate 

O-terminated -0.333 -0.330 

Cr-terminated -0.347 -0.356 

 

A common feature of the O- and Cr-terminated models after structural optimization is that 

the surface structures are compressed along the c direction. As can be observed from the surface 

part of Figure 3.2(a, b), the topmost Cr layers are shifted to the nearest-neighbor O layers. The 

layer-to-layer distance near the surface is shortened and forms a reconstructed surface, which is 
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consistent with recent experimental reports [39, 85]. Lodesani et. al suggested that such peculiar 

surface can exist only if the films are ultrathin (< 1.6 nm) and in UHV environments [39]. 

The dC-Ni of Gr/Ni(111) in our calculation is 2.23 Å, which is slightly larger than dC-Ni = 2.17 

Å [82, 83] and 2.12 Å [83] in previous reports, which might be due to the van der Waals (vdW) 

contributions and algorithm selection. However, this does not change the unanimous conclusion 

that graphene is n-type on Ni(111). The O-terminated model has a smaller dC-Ni (2.01 Å) than the 

Cr-terminated model (dC-Ni = 2.70 Å). The result for O-terminated Cr2O3/Gr/Ni(111) is more 

similar to the situation of oxygen intercalated into graphene/Ni(111), which has been observed in 

a previous ARPES study [86]. The intercalation into graphene is stable up to 500 K but completely 

disappears at 680 K [86]. Considering that the deintercalation temperature (680 K) is close to the 

substrate temperature (650 K) during deposition, both metastable O-terminated and Cr-terminated 

models can stably exist on the Gr/Ni(111) surface under such conditions. 

 

3.4 Density of States 

 

Here, we examined the DOS of the O- and Cr-terminated models. The DOS of C in 

freestanding graphene, Gr/Ni(111), and O/Cr-terminated Cr2O3/Gr/Ni(111) are shown in Figure 

3.3(a) (d). Freestanding graphene is a zero-bandgap semimetal where the π and π* states are 

localized at EF and 1 eV above (Figure 3.3(a)). The π and π* states in Gr/Ni(111) moved to lower 

energies and had more dispersive contributions than those in the freestanding type (Figure 3.3(b)). 

The shapes of π and π* states of the O-terminated model are delocalized similar to that of Gr/Ni 

(Figure 3.3(c)). Meanwhile, the Cr-terminated model indicates localized π and π* states similar to 

freestanding graphene but heavily n-doped (Figure 3.3(d)). 
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Figure 3.3 DOS of (a) freestanding 2×2 supercell graphene, (b) 2×2 graphene on Ni(111) surface, 

and graphene in (c) O- or (d) Cr-terminated model. DOS of (e) single crystal Cr2O3, (f) 1nm-Cr2O3 

slab, (g) O- and (h) Cr-terminated Cr2O3/Gr/Ni(111) model. The mid-gap states of Cr are denoted 

by gray colors and arrows in the right panel. [76] 

 

The element-resolved DOS of Cr in bulk Cr2O3, slab Cr2O3, and O- and Cr-terminated 

Cr2O3/Gr/Ni(111) are plotted in Figure 3.3(e) (h). As shown in Figure 3.3(e), the theoretical 

bandgap of bulk Cr2O3 (3.19 eV) agrees well with the experimental optical gap (3.31 eV) [32]. 

The Cr2O3 slab calculation exhibits mid-gap states (gray filled parts), while the insulating character 

remains (Figure 3.3(f)). Compared with the simple Cr2O3 slab in Figure 3.3(f), EF is increased in 

both the O- and Cr-terminated models owing to the charge transfer from Ni to Cr2O3. Cr2O3 in the 

O-terminated model becomes a half-metal, which mainly originates from the Cr 3dz
2 orbital. Note 

that the Cr-terminated model has a narrower bandgap than that of the Cr2O3 slab. 
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Table 3.1 lists the core level energy of the bulk Ni, Cr2O3 slabs, and Cr- and O- models. One 

can deduce the band offset direction of heterostructure by comparing the difference of core states 

before and after heterostructure formation [87, 88]. The band offset E of the heterostructure is 

defined by: 

__core bulk core heteroE E EcoreE EE , 3-2 

where Ecore_bulk and Ecore_hetero represent the energies of the core states of the bulk crystal and the 

heterostructures, respectively. Atoms away from the interface were selected to minimize the 

influence of the interface. The band of Cr2O3 in the O-terminated model is shifted to a higher 

binding energy direction; therefore, the spin-down band has a larger band offset (1.70 eV) than the 

spin-up band (1.20 eV). The band shifting comes from the charge transfer from one side of 

interface to the other side. The Cr-terminated model showed a band shift direction similar to that 

of the O-terminated model, spin-up (1.94 eV), and spin-down (2.59 eV). 

 

Table 3.2 Core level energy and energy difference E of Ni, bulk Cr2O3 and Cr2O3/Gr/Ni(111) 

heterostructure 

Core level energy (eV) Ni-1s 
O-terminated  

Cr2O3-Cr 2p 

Cr-terminated  

Cr2O3-Cr 2p 

Bulk 

(Ecore_bulk) 

spin-up -8.33 -43.52 

spin-down -8.47 -43.52 

Heterostructure 

(Ecore_hetero) 

 Ni-1s px/py pz px/py pz 

spin-up -8.42 -44.72 -44.33 -45.46 -45.34 

spin-down -8.48 -41.82 -40.62 -46.11 -46.04 

E 
spin-up - -1.20 - -1.94 - 

spin-down - 1.70 - -2.59 - 
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3.5 Band Structure 

 

To better understand the band structure of the heterostructure models, we described the band 

folding of Cr2O3/Gr/Ni(111). Graphene’s honeycomb lattice (aGr = 2.46 Å) matches the triangular 

lattice of Ni(111). The in-plane lattice of Cr2O3(0001) (a = 4.97 Å) is, however, twice that of 

graphene. Thus, the heterointerface of Cr2O3(0001) and Gr/Ni(111) forms a 2×2 superstructure 

with a lattice constant two times larger than that of graphene. The corresponding Brillouin zone 

length of Cr2O3/Gr/Ni(111) was folded to half that of Gr/Ni(111). The Dirac cone position after 

band folding is still located at the K'  point, whereas the K'   in the supercell represents K'

M'  in the primitive cell, as shown in Figure 3.2(g).  

The corresponding band structures in the primitive graphene cell and 2×2 supercell graphene 

are discussed in detail. The length of the vector of 2×2 graphene is twice of that in the primitive 

cell, and the reciprocal-lattice vector is therefore half of that in the primitive cell. As shown in 

Figure 3.4, the red hexagons are Brillouin Zone (BZ) of primitive graphene, the black hexagons 

represent the BZ of the superstructure of graphene. We can get the band structure of 2×2 graphene 

supercell by folding the primitive cell. The  direction of the primitive BZ includes 

K M KK M K  path of supercell. The path of  in primitive cell corresponds to  in 

the supercell. The  in supercell still presents the properties of primitive K  point. Due to band 

folding introduce more complex patterns in supercell BZ, it is difficult to compare the calculation 

band and ARPES band in a wide energy range intuitively (Figure 3.5). In the further discussion 

of manuscript, we will focus on the characteristic at the  point. 
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Figure 3.4 Schematic of graphene band folding, the red hypotenuse hexagons are BZ of primitive 

graphene, the black hexagons are BZ of supercell 2×2 graphene. The band structure of graphene 

before and after folding are plot by red and gray dot in lower panel. [76] 
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Figure 3.5 Spin-up band structures of graphene pz orbitals (π band) of (a) C/Ni, (b) O- and (c)Cr- 

terminated model with magnetization points to substrate, (d) O- and (e) Cr- terminated model with 

magnetization direction points to substrate. (f)-(j) are corresponding spin-down band structures. 

[76] 

 

The element-resolved valence band structures of the O- and Cr-terminated Cr2O3/Gr/Ni(111) 

are illustrated in Figure 3.6. Spin-up(down) is defined with respect to the spin direction parallel 

(antiparallel) to Ni magnetization direction. The C and Cr bands are represented by the brown and 

blue circles, respectively. The C band dispersion of 2×2 freestanding graphene is shown in the left 

panel for reference. In Figure 3.6(b, e), one can observe spontaneous charge transfer from Ni(111) 

to graphene, leading to n-doped graphene, which is due to the difference in the work function 

between graphene and Ni. The Dirac cone position of graphene is shifted to energy ~ -0.42 eV. 

The Dirac cone position of graphene in O-terminated Cr2O3/Gr/Ni(111) is located at an energy of 

~ -0.51 eV, which is similar to that of Gr/Ni(111), as can be observed from the K'  point of Figure 

3.6(a, d). In addition, graphene has a bandgap in the spin-up state but recovers its linear 

characteristic in the spin-down states, which is distinct from the Gr/Ni(111) in Figs. 4(a) and (d). 

The 1×1 LEED spot of Cr2O3/Gr/Ni(111), which originated from the reconstructed ultrathin Cr2O3 

film surface in UHV [39], is consistent with the interfacial structure. 
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Figure 3.6 Spin-up band structure of (a) Gr/Ni(111), (b) O-terminated model, and (c) Cr-

terminated model, (d-f) are corresponding spin-down band structures. Brown and blue lines 

represent C and Cr states, respectively. The carbon band of 2×2 graphene is given in the left panel 

for reference. The EF is set to 0. The mid-gap states of Cr are highlighted by red frames. [76] 

 

Another intriguing finding in the spin-up band is the appearance of mid-gap states of Cr2O3 

near EF converting Cr2O3 from an antiferromagnetic insulator to a half-metal, as highlighted by 

the red frame in the O-terminated model (Figure 3.6(b)). The mid-gap states overlap with the 

graphene states near EF, which are mainly derived from the hybridized states between the C pz and 

interfacial Cr dz
2 orbitals (Figure 3.3(g)). The mid-gap states originate from the termination 

truncation of dangling bonds, as illustrated in the DOS (Figure 3.3(f)). Charge transfer from the 

Ni(111) substrate to Cr2O3 promotes interfacial band bending, which induces the mid-gap states 
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to fall into the valence band. Meanwhile, the spin-down channel of Cr2O3 retains its insulating 

properties. Reversing the magnetic direction of the substrate can flip the spin channel of the mid-

gap states (Figure 3.7). Note that the transition from the insulator to half-metal of Cr2O3 is closely 

linked to the spin-dependent bandgap opening in graphene, as well as the magnetization direction 

of the substrate. 

 
Figure 3.7 The element-resolved band structure of (a) spin-up (b) spin-down in O-terminated 

Cr2O3/Gr/Ni(111) when magnetic direction of Ni point to substrate direction. (c) Spin-up and (d) 

spin-down bands for the corresponding Cr-terminated model. [76] 

 

The characteristics of the graphene π-band in the Cr-terminated model are different from 

those in the O-terminated model, which shows a physisorption feature. This conclusion was 
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supported by the DOS (Figure 3.3(d)) and dC-Ni = 2.70 Å. There is also a significant difference in 

the band alignment of the Cr-derived DOS in Figure 3.3(g, h). By inspecting the linear 

characteristic of the Dirac cone at the 'K  point (Figure 3.6(c, f)), graphene is almost recovered 

features in the freestanding model with narrow bandgaps (spin-up 0.12 eV and spin-down 0.15 

eV). The Dirac cone position is located at energy ~ -0.97 eV, which is 0.46 eV lower than the 

uncovered graphene on Ni. In addition, Cr2O3 in the Cr-terminated model retains its indirect 

bandgap (spin-up~1.61 eV, spin-down~1.76 eV). The valence band maximum (VBM) and 

conduction band minimum (CBM) of the Cr2O3 films were located at the 'K  and '  points, 

respectively. Note that the spin-filter effect of graphene was not obvious in the Cr-terminated 

model. The lineshape and bandgap of graphene agree with previous Cr2O3/graphene studies [38], 

while both Cr2O3 and graphene band structures are energetically lowered because of Ni substrate-

induced the charge transfer. Apart from charge-transfer-induced band offset, the insulating feature 

of the simple Cr2O3 slab remains in the Cr-terminated model. 

 

3.6 Conclusion 

 

The structural models, DOS and band structure of Cr2O3/Gr on Ni(111) substrate was been 

investigated via the first-principles calculations. The coexistence of O- and Cr-terminated Cr2O3 

on Gr/Ni(111) was predicted by the DFT calculations. The spin-polarized Cr-3dz2 mid-gap states 

were predicated to exist near EF in O-terminated model calculations. The mid-gap states originate 

from the hybridization between the interfacial C pz and Cr d orbitals, the spin direction of which 

can be flipped by reversing the substrate magnetization direction. The spin channel controllability 

of half-metallic mid-gap states can be applied for spin injection or transcription of the boundary 

ferromagnetic states of Cr2O3 into graphene. For the Cr-terminated model, graphene recovers its 
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linear band dispersion similar to that of the freestanding type while the Cr2O3 maintains an indirect 

bandgap. The spin direction of mid-gap states can be manipulated by the substrate magnetization 

direction, which enhances the options for the graphene-based spintronic devices. 
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Chapter 4 ARPES Study of Cr2O3/Graphene Interface 

 

4.1 Introduction 

 

Based on previous calculation, a novel spin mid-gap states which can flip with substrate 

Ni(111) magnetization direction, was found in Cr-terminated Cr2O3 model. Benefited from the in-

situ MBE fabrication, transfer, and characterization and measurement system, detection of the 

band structure of Cr2O3 ultrathin films is possible to achieve in BL1 of HiSOR. The directly 

characterization of Cr2O3 ultrathin films is meaningful for verifying the conclusion of calculation 

and also paving a way for further possible applications in devices. In this chapter, we will reveal 

the interface and terminational band structure by ARPES, and focus on inspecting the mid-gap 

states of Cr2O3 ultrathin films. 

 

4.2 Experimental Methods 

 

All experiments were performed in-situ under UHV conditions (p~10-9 Pa). The Ni(111) 

single crystal was cleaned using several cycles of ion sputtering(1 keV Ar+ ions for 180 min) and 

annealing (923 K for 5 min) until no contamination was detected by AES. Graphene was grown 

on a Ni(111) surface at 773 K by exposing propylene(C3H6) gas at a partial pressure of pC3H6 = 

1×10−4 Pa for 5 min and post-annealed at 773 K under UHV conditions for 5 min. Under these 

conditions, the graphene synthesis reaction is self-limiting [89]. No further growth of extra-carbon 

layer was possible on the graphene-passivated surfaces. Therefore, the synthesis always results in 

the formation of a complete single graphene monolayer, which has been proven by the stable C/Ni 
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AES intensity ratio. A LEED study of the Gr/Ni(111) system revealed a well-ordered p(1×1)-

structure, as expected from the slight lattice mismatch of only 1.3%. 

Ultrathin Cr2O3 films were grown by evaporating Cr on the Gr/Ni(111) surface at a pressure 

of pO2 = 2×10−4 Pa and a substrate temperature of 650 K [39]. The average deposition rate of Cr 

was calibrated using a quartz crystal microbalance and maintained at 0.45 Å/min, the 

corresponding growth speed of Cr2O3 has conversed to 1 Å/min. All experiments were performed 

at Hiroshima Synchrotron Radiation Center (HiSOR), Hiroshima University. The Cr2O3 quality 

was confirmed by in-situ AES spectra and cross-checked by the XAS experiment at BL-14 in 

HiSOR. 

The ARPES experiments were performed on the linear undulator beamline BL-1 at HiSOR 

[65], employing a high-resolution ARPES spectrometer (VG-SCIENTA R4000). The electric-field 

vector and the k direction in the ARPES experiments lie within the plane of incidence of linearly 

polarized undulator radiation (p-polarization geometry). The samples were measured at 30 K in an 

ultrahigh vacuum better than 5 ×10-9 Pa. The overall energy and angular resolutions of the ARPES 

experiments were set at 15-30 meV and 0.8°, respectively. 

 

4.3 Sample Characterization 

 

The Cr2O3 ultrathin films for the ARPES experiment were grown on Gr/Ni(111) using the 

molecular beam epitaxy (MBE) method in ultrahigh vacuum (UHV). The graphene quality was 

confirmed by low energy electron diffraction (LEED) and cross-checked by the Auger electron 

spectroscopy (AES) spectrum of the C-KVV line (Figure 4.1(a–d)). The C-KVV in the AES 

spectra indicates that the film included both sp2 hybridized carbon and carbidic carbon [25]. The 

AES spectra show that the Cr LMV and O KVV lines overlap near 500 eV, which makes it difficult 
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to directly analyze the chemical composition of Cr2O3 using the sensitivity factor. However, the 

Cr and O peak intensity ratio was almost constant regardless of the oxygen pressure, which varied 

between 5×10-5 and 3×10-4 Pa, indicating that the Cr/O ratio was saturated. Therefore, we assumed 

that, the Cr2O3 thin films grown at pO
2=1×10 -4 Pa were uniform. Furthermore, the Cr L2,3 X-ray 

absorption spectrum (XAS) in Figure 4.1(f) agrees well with previously reported XAS spectra for 

Cr3+ [40]. Other possible oxidation states, such as Cr2+, Cr4+, and Cr6+, were excluded because the 

peak shapes in the corresponding XAS spectra were completely different [40]. 

 

 

Figure 4.1 (a)-(c) LEED pattern of Ni(111), Gr/Ni(111), 0.7nm-Cr2O3/Gr/Ni(111), (d) 

corresponding differentiated AES spectra at electron energy of 60 eV; (e) spot-spot distance of 

0.7nm-Cr2O3/Gr/Ni(111); (f) Cr L2,3 XAS spectrum of 0.7nm-Cr2O3/Gr/Ni(111). [76] 
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The LEED spots also support the existence of the Cr2O3 surface reconstruction. In Figure 

4.1(a c), the LEED pattern of Cr2O3/Gr/Ni(111) is similar to that of Gr/Ni(111), but the 

background is brighter. Figure 4.1(e) shows the measured distance between the diffraction spots 

for Cr2O3/Gr/Ni(111) (red circles), Gr/Ni(111) (green squares), and Ni(111) (blue triangles) as a 

function of 1 kE . The spot-spot distance of 0.7 nm-Cr2O3/Gr/Ni(111) coincides with that of 

Gr/Ni(111). Thus, the surface of Cr2O3/Gr/Ni(111) was different from that of bulk Cr2O3 [90], 

whose spot-spot distance should be smaller than that of Gr/Ni(111). The experimental distances 

were fitted using a straight line passing through the origin of the axes. These three lines are close 

to each other, indicating that the surface of the Cr2O3 thin film has nearly the same in-plane lattice 

constant as the Gr/Ni(111) substrate [91]. The surface of the Cr2O3 thin film was highly 

compressed and reconstructed, which is consistent with the calculated surface configuration in 

Figure 3.2 and the experimental observation by Lodesani et al [39]. Our LEED pattern confirms 

that the epitaxial Cr2O3 ultrathin films have the similar lattice constant with Gr/Ni, which is in 

agreement with previous studies[39, 42]. The calculation confirmed that the surface was 

reconstructed and compressed along with c directions. 

 

4.4 ARPES Experiment 

 

To examine the calculated band structures of Cr2O3/Gr/Ni(111), we measured ARPES spectra 

at the  point with different thicknesses of Cr2O3 (0, 0.5, 0.7 and 1.0 nm) (Figure 4.2). The 

corresponding energy distribution curve (EDC) intensity is shown in Figure 4.3. For Gr/Ni(111), 

the main peak of Ni-3d is located at energy ~ -1.49 eV. As the thickness of Cr2O3 reaches to 0.5 

nm, the spectral intensity of the Cr-3d main peak is mixed with the Ni-3d main peak and moves to 

lower energy (-1.51 eV) (Figure 4.3). The broad spectral features at an energy of -8~-4 eV mainly 
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originate from O-2p states, which are hybridized with Cr-3d states [92]. As the thickness of Cr2O3 

increased to 1 nm, the signals from Cr2O3 thin film were enhanced, while those from the substrate 

and graphene were suppressed. The Ni-3d and C-2p signals almost disappeared after the deposition 

of the 0.7nm-Cr2O3 film. The Cr 3d states form a weakly dispersive band at an energy of -1.89 eV, 

which is consistent with previous PES [93] and STS experiments [39]. This state is associated with 

emission from the Cr 3d t2g spin-up states and acts as the initial state for bandgap excitation. 

 

 
 

Figure 4.2 ARPES intensities at  point of (a) 0 nm, (b) 0.5 nm, (b) 0.7 nm, and (d) 1 nm-Cr2O3 

thin films deposited on Gr/Ni(111). 
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Figure 4.3 EDC of Gr/Ni(111), 0.5nm-Cr2O3/Gr/Ni(111), 0.7nm-Cr2O3/Gr/Ni(111), 1nm-

Cr2O3/Gr/Ni(111) at Γ point. [76] 

 

As the position of Ni-3d states in ARPES is close to that of the Cr-3d states, we crosschecked 

the existence of the Cr-3d states by resonant photoemission spectroscopy at the Cr 3p 3d 

excitation threshold [94, 95] (Figure 4.4). One can see from the resonance feature in Figure 4.4, the 

Cr component emphasized in low photon energy due to the resonance behavior, while the substrate 

Ni emphasized in high energy due to the cross-section effect. The corresponding EDC cut around 

 point spectra are plotted in Figure 4.5. As shown in the hv-dependent EDC spectra in Figure 4.5. 

the peak at energy ~ -1.89 eV is significantly enhanced at hv = 45~55 eV, confirming the existence 

of the Cr-3d state. This result is consistent with previous results [94, 95] that maximum Cr-3d 

resonance energy was observed between hv = 45 55 eV. Interestingly, the states near EF also 

exhibited a similar resonant enhancement in the range of hv = 45 55 eV. It indicates that Cr 3d 

also contributes to the states at -0.2 eV near EF, which is hard to distinguish in detail from the 
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background signals of Ni(111) without resonant photoemission spectroscopy. In Figure 4.3, one 

can recognize a peak at -0.2 eV for both 0.5-nm and 0.7-nm Cr2O3/Gr/Ni(111). But the peak 

disappears for 1-nm sample, indicating that it originates from the interface. 

 

 

Figure 4.4 ARPES spectra of 0.7nm-Cr2O3/Gr/Ni(111) along ΓK  direction. 
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Figure 4.5 Photon energy dependence of 0.7nm-Cr2O3/Gr/Ni(111) around  point. [76] 

 

To confirm the mid-gap state-derived peak feature, we overlay the Fermi-Dirac distribution 

function on the energy distribution curve (EDC) from the 0.7nm-Cr2O3/Gr/Ni(111) sample in 

Figure 4.6. As shown in the Figure 4.6, the mid-gap state exists at -0.2 eV, which is distinct from 

the Fermi edge spectral feature. The spectral intensity near EF varying with the thickness of Cr2O3 

hints that the band originates from the interfacial mid-gap states of Cr-3d. For the Cr2O3 bulk 

crystal, the mid-gap states cannot be detected in the photoelectron spectra because they are located 

above EF. Such mid-gap states can be observed if the film is sufficiently thin. When Cr2O3 ultrathin 

films were deposited on Ni substrate, the charge transfer from the Ni substrate modified the energy 

position for free-standing Cr2O3 ultrathin films, as shown in the gray part of the DOS in Figure 3.3 

(g, h). The mid-gap states of the O-terminated model (Figure 3.6 (c)) perfectly explain the 

photoemission resonance enhancement near EF. 



- 75 - 

 
 

Figure 4.6 EDC curve and fitting of 0.7nm-Cr2O3/Gr/Ni(111) sample; the data was collected at hv 

= 50 eV. [76] 

 

The ARPES spectra of Cr2O3/Gr/Ni(111) after two times differentiation along the  and 

 directions are shown in Figure 4.7. One can find that the main spectral features of the 

Gr/Ni(111) sample (Figure 4.7(a, d)) are in good agreement with previous reports [26, 84, 96]. The 

as-grown monolayer graphene on Ni(111) is n type, and the bottom of the π band is approximately 

-10 eV. In Figure 4.7 (f, h), the mid-gap states are confirmed in a 0.7 nm-sample both along the 

 and  directions. As observed from the EDC in Figure 4.3, a new π' band appears at energy 

of -7.8 eV after the Cr2O3 deposition. The π' band (energy of -7.8 eV) coexists with the previous 

π band (energy of -10 eV) regardless of the variation of Cr2O3 thickness. In previous reports, the 

adsorption of adatoms (Au, nitrogen [84], [97]) on Gr/Ni(111) resulted in a similar increase in the 

energy of π band. Assuming the adatom-derived energy shift, the π band at energy of -10 eV should 
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be replaced by the π' band at energy of -7.8 eV after the graphene surface is fully covered by 

adatoms [97]. However, the replacement of π by the π' band was not observed in our repeated 

experiments, indicating that the observed spectral features cannot be simply explained by 

intercalation theory [86, 97]. The calculation gives a possible explanation for the phenomena, that 

is, O- and Cr-terminated Cr2O3 thin films coexist on the surface of Gr/Ni(111). The graphene π 

band of the Cr2O3 deposited sample shows an n-doped dispersion and a weak bandgap at the K  

point (Figure 4.7(b)), corresponding to the O-terminated model (Figure 3.6(b, e)). The π' band has 

quasi-linear characteristics around the K  point, which is consistent with the Cr-terminated model 

in Figure 3.6(c, f). According to the ARPES results, the spectral features at ~ -1.9 eV are mainly 

derived from the Cr 3d states, in agreement with the theoretical band dispersion of the Cr-

terminated model in Figure 3.6(c, f) and theoretical DOS in Figure 3.3 (g). Note that a weak band 

appears near EF (energy ~ -0.2 eV), which originates from the mid-gap states, as predicted by the 

calculation in Figure 3.6(b, c). The coexistence of π' and π bands in the experiment is consistent 

with the calculation, because the Dirac cone positions of O- and Cr- terminated models are 

different for the same calculation parameters. 
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Figure 4.7 ARPES intensities after 2 times differentiation along ΓK  direction of (a) Gr/Ni(111) 

and (b) 0.7nm-Cr2O3/Gr/Ni(111); ARPES intensities along ΓM  direction of (c) Gr/Ni(111) and 

(d) 0.7nm-Cr2O3/Gr/Ni. [76] 

 

4.5 Discussion 

 

Next, we examined the details of the band dispersion near EF as shown in Figure 4.8(a d). 

The band dispersion of Cr 3d states is flatter than that of Ni 3d states. By inspecting the band 

dispersion along the ΓK direction in Figure 4.8(a, b), Gr/Ni has no flat states near EF, but flat band 

features emerge after the Cr2O3 layer growth. The ΓM  direction bands show that the Cr-based flat 

band was newly developed at an energy of -0.2 eV. In Figure 4.8(c, d), there are two dispersive 

bands at the Γ  point for Gr/Ni, whereas only a flat band is observed along the ΓM  direction for 
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Cr2O3/Gr/Ni. The zoomed-in ARPES spectra along the ΓK  and ΓM  directions clearly indicate 

the existence of dispersionless Cr-3d mid-gap states. 

 

 

 

Figure 4.8 Zoom-in ARPES intensities of Figure 4.7 along ΓK  direction of (a) Gr/Ni(111) and 

(b) 0.7nm-Cr2O3/Gr/Ni(111); zoom-in ARPES intensities along ΓM  direction of (c) Gr/Ni(111) 

and (d) 0.7nm-Cr2O3/Gr/Ni. All the data collected at hv = 50 eV. [76] 

 

The calculated band structures of Ni element in the O- and Cr-terminated models are plotted 

in Figure 4.9. The corresponding DOS for each model was supplied. By comparing the Cr (blue 

lines) and Ni bands (gray lines) in Figure 4.9, Cr 3d is mixed with Ni 3d near EF. As shown in the 

red frames in Figure 4.9(a, c), the spin-resolved DOS of Cr also shows an amplitude comparable 

to that of the Ni-DOS near EF. Note that Cr2O3 in the Cr-terminated model maintained its insulating 
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properties. The calculations for the O- and Cr-terminated models show that the Ni bands are more 

dispersive and pass the EF whereas the mid-gap states of Cr are flatter and localized within a narrow 

energy range near EF. Thus, the calculation results are consistent with the ARPES spectra and the 

corresponding resonant photoemission experiments. 

 

 
 

Figure 4.9 (a) spin-up and (b) spin-down band/DOS of Ni element in O-terminated model; (c) 

spin-up and (d) spin-down band/DOS of Ni element in Cr-terminated model. The Cr and Ni bands 

are plotted via blue and gray colors. [76] 
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Considering the deposition temperature (~650 K) of the Cr2O3 thin film which is much higher 

than the energy difference between the O- and Cr-terminated Cr2O3/Gr/Ni(111) models in our 

calculation, the coexistence of different types of interface termination is possible from the 

viewpoint of thermal energy. In addition, the O- and Cr-terminated models represent the interface 

structure that are compatible with the observed LEED spots (Figure 4.1 (a c)). As shown in Figure 

3.2 (a, b), the LEED pattern was highly influenced by the surface structure. Our calculations 

confirm that both the surfaces of the O- and Cr-terminated models are reconstructed and 

compressed along the c directions, which is consistent with the fact that the LEED spots of 

Cr2O3/Gr/Ni(111) are the same as those of Gr/Ni(111)[42]. Furthermore, the calculated dC-Ni in 

Gr/Ni(111) agrees well with the previous calculation[80-82] and experimental value (2.1 Å) [98]. 

 

4.6 Conclusion 

 

Ultrathin Cr2O3 films with thickness varies from 0 to 1 nm were fabricated on graphene 

covered Ni(111) surface by MBE method. The quality of sample was confirmed by in-situ AES, 

LEED and XAS. The interfacial valence structure of Cr2O3/Gr/Ni(111) was been investigated in 

detail using ARPES. The coexistence of π and π’ bands are observed in ARPES measurements, 

which is consistent with the prediction in Cr- and O- termination models calculation, respectively. 

More interestingly, the near EF states were observed and confirmed to have Cr characteristic by 

zoom-in ARPES spectra. The states show a similar resonant behavior as Cr-3d main peaks, which 

enhance around 45~55 eV. The means that the near EF states originate from the hybridized mid-

gap states of Cr2O3. The Ni-contribution to near EF states can be omitted due to its more dispersive 

and passing natures at the EF, while the Cr-mid gap states is just proved from its flatter dispersion 
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and localized nature. Our ARPES results confirm the existence of mid-gap states on Cr2O3 for the 

first time, which is consistent with our DFT prediction. The experiment suggested that termination 

is critical for ultrathin Cr2O3 films band structure. By controlling the surface configuration, Cr2O3 

have potential to applied in spintronic devices. 
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Chapter 5  DFT Calculation Study of Ultrathin CrTe2 

Films 

 

5.1 Introduction 

 

The discovery intrinsic ferromagnetism at ultrathin van der Waals(vdW) films CrTe2 have 

attracted considerable interest. The bulk CrTe2 possesses FM ground states with a high Curie 

temperature of 310 K. The basic structure of bulk CrTe2 is shown in Figure 5.1(a, b), the 

corresponding element resolved band is shown in Figure 5.1(c). Recent research found that the 

ultrathin CrTe2 films exhibit FM properties at room temperature [99], while the others observed 

its AFM order at atomic scale in ML crystal[44]. There is also a prediction that the magnetism is 

varies with strain or doping. The confliction makes it being an open issue to study the magnetism 

configuration of ultrathin CrTe2 films. This chapter is devoted to calculation study of ultrathin 

CrTe2 films, providing a guideline for experimental works. 
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Figure 5.1 (a)Side view and (b) top view of bulk CrTe2, Cr and Te are represented by blue and 

yellow, respectively; (c) element-resolved band structure of CrTe2(van der Waals effect and 

Hubbard U effect of Cr are included). 

 

5.2 Simulation Parameters 

 

The first-principle calculations of CrTe2 were performed within the generalized gradient 

approximation (GGA) method using the VASP code [72, 73] and a plane wave energy cutoff of 

520 eV. The exchange-correlation interaction was described by the Perdew Burke Ernzerh (PBE-

GGA) [74]. The Hubbard U = 2 eV for Cr is included based on previous reports[12, 44, 100]. All 

atoms were allowed to relax until the residual force per atom was less than 0.01 eV/Å and energy 

difference was less than 10-6 eV. The initial magnetic moment of Cr was set to be 5 μB. The uniform 

Monkhorst-Pack k mesh of 9×9×9 and 7×7×1 were adopted for bulk and slabs integration over the 

Brillouin zone, respectively. All the slabs possess vacuum layers of 15 Å along the out-of-plane 

direction to eliminate the interaction among layers. The vdW correction was adopted [79] with a 

long-range dispersion correction(DFT-D2) in slab models. Magnetic configuration of slabs is 

shown in Figure 5.2. The 2×2 supercell was selected for match the basic requirement of the AFM 

magnetic configuration. 
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Figure 5.2 (a)FM configuration of 1UC CrTe2, (b)-(d) are zigzag-AFM configuration of 1-3UC 

CrTe2. 

 

5.3 Magnetic Configuration 

 

When thickness of CrTe2 decrease to several layers, its electronic properties change 

dramatically. Recently, magnetic response of 1 ML CrTe2 has been investigated via XMCD, which 

suggests that the ferromagnetism is kept for 1 ML CrTe2 [46]. The slab model of 1UC slab with 

FM configuration is shown in Figure 5.2(a), whose thickness is changed in the calculation, keeping 

common atomic configuration in each layer. In order to determine the trend of electronic properties 

of CrTe2 changes with thickness, the thickness dependence of DOS and spin-polarization of CrTe2 

are plotted in Figure 5.3. To simplify the calculation, FM ground states are selected for all the slabs. 

As seen from Figure 5.3 (a), the DOS accumulated with similar trends as thickness increase, the 

bulk properties are almost recovered for 3UC slabs. Besides, the thickness dependent spin-

polarization shows a different characteristic, as found in Figure 5.3 (b). It is clear that the spin-

polarization oscillation of 1UC (red curve) and 2UC (orange curve) films are stronger than that of 
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the others, which are originated from the lack of interlayer interactions. Besides, the spin-

polarization of 1UC-CrTe2 (red curve) near EF is smaller than those of 2-7 UC CrTe2. Thus, we 

will keep the focus on the different magnetic configuration of 1-3UC slabs in further discussion.  

 

(a) (b) 

  

 

Figure 5.3 (a) Spin-resolved DOS and (b) spin-polarization of 1-7 UC CrTe2 slabs with FM ground 

states. 

 

There are several reports discussed the magnetic configurations of 1T- CrTe2. Based on 

their prediction, the zigzag antiferromagnetic configuration has the lowest binding energy. Thus, 

we also considered innerlayer and interlayer AFM zigzag configuration in calculation, as 

highlighted by the arrow directions in Figure 5.2(b-d). The DOS of 1-3UC slabs with AFM 

configuration is shown in Figure 5.4. It is clear that the unoccupied states at 3.5 eV above EF for 

1UC and 2UC are more dispersive than that of the 3UC slab, which is originated from the surface 

dangling bonds. The DOS of 3UC slab shows a localized characteristic. The detailed orbital-

resolved bands are shown in Figure 5.5, one can see the unoccupied states at 3.5 eV of 1UC and 
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2UC is contributed by in-plane orbitals including Cr-3dxy, dyz, dzx, dx2-y2 orbitals (left panel) and Te-

px/py orbitals (right panel). 

 

 

 

Figure 5.4 DOS of 1-3 UC CrTe2 slabs with AFM configuration. 
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Figure 5.5 (a) orbital-resolved DOS of Cr element in 1-3UC CrTe2 slabs; (b) orbital-resolved DOS 

of Te element in 1-3UC CrTe2 slabs. 

 

5.4 CrTe2/Graphene  

 

In order to consider the effect of buffer layer, graphene is introduced in the bottoms of 

slabs, as shown in Figure 5.6. The most energy stable models are selected based on previous report 

[44], in which Te atoms embedded on the center position of honeycombed graphene, as seen from 

Figure 5.6(a). The CrTe2 slabs were enlarged to 2×2 to match the 3×3 graphene supercell. The in-

plane lattice constant is fixed to 3×3 graphene supercell and the lattice mismatch level is about 

3.94%. The thickness of CrTe2 is fixed to 1 and 2 UC with a 15 Å vacuum layer. The FM 

configuration for CrTe2 is fixed. The optimized interlayer-distance between CrTe2 and graphene 
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for 1UC and 2UC models are 4.44 Å, and 3.56 Å, respectively. The large interlayer distance means 

CrTe2 is physisorption on graphene and has weak interaction with substrate. 

 

 
 

Figure 5.6 (a) Top view of CrTe2/graphene model, side view of (b) 1UC, (c) 2UC CrTe2/graphene 

model. 

 

The DOS for 1UC and 2UC CrTe2/graphene slabs are plotted in left and right panel, 

respectively, as seen from Figure 5.7. The basic DOS distribution of 1UC slab are similar to that 

of 2UC. It should be noticed that a peak shows up near EF in 1UC-CrTe2 as highlighted by red 

frame, which is contributed by the spin-up channel of Cr-3dz2 orbitals and Te-pz orbital. As we can 

see from the spin-polarization of 1UC and 2UC CrTe2 on graphene in Figure 5.8, the spin-

polarization of 1UC is stronger than that of 2UC films. By comparing the spin polarization of 1UC 
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and 2UC CrTe2 with/without graphene (Figure 5.8/Figure 5.3 (b)), it is obvious that the graphene 

weakened the spin-oscillation of ultrathin CrTe2 films and made it shows a more bulk-like 

characteristic. The recovery of bulk properties in 1UC and 2UC CrTe2 on graphene hints that the 

oscillation comes from the unpaired dangling bonds. 

 

 
 

Figure 5.7  Left panel: (a) Element-resolved DOS, (b) Cr-orbital contribution, (c) Te-orbital 

contribution for 1UC CrTe2/graphene model; right panel: (c)-(d) are corresponding DOS for 2UC 

CrTe2/graphene model. 
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Figure 5.8 Spin-polarization of 1UC and 2UC CrTe2/graphene model. 

 

5.5 Conclusion 

 

To sum up, we calculated the thickness dependent CrTe2 slabs with the consideration of 

van der Waals effect and Hubbard U effect. Both of the magnetic configuration and substrate will 

influence the spin distribution. With the FM configuration, the 3-7UC CrTe2 slabs recover to bulk 

characteristic gradually, while the 1 and 2 UC films shows stronger spin-oscillation. With the AFM 

configuration, the unoccupied in-plane states (Cr-3dxy, dyz, dzx, dx2-y2 orbitals and Te-px/py orbitals) 

shown up for 1UC and 2UC CrTe2 slabs. The graphene buffer layer will weaken the spin-

oscillation of 1UC and 2UC CrTe2 slabs and made it recover to its bulk characteristic. The 

preliminary calculation can act as a guide before experiment and helpful for understanding the 

electronic structure of ultrathin CrTe2 films.  



- 92 - 

 



- 93 - 

Chapter 6  Summary 

 

In summary, the multiferroic materials have attract wide attention due to its adjustable ferroic 

properties by additional parameters. Thereinto, Cr2O3 would be a great research target for its 

intrinsic multiferroic characteristic. In this work, we use first-principles density functional theory 

(DFT) calculations and ARPES to study the band structure of Cr2O3/Gr/Ni(111) heterostructure. 

Our calculations have shown that the electronic band structures are distinct between the O- and 

Cr-terminated interfaces of the Cr2O3/Gr/Ni(111) heterostructure. An interesting spin-polarized 

mid-gap states are predicted to exist in the O-terminated model, whose spin direction can be flipped 

by reversing the substrate magnetization direction. In the ARPES experiments, we have observed 

the existence of such mid-gap band at the energy of ~ -0.20 eV in interface of Cr2O3 and graphene. 

The mid-gap band was further confirmed to have a Cr nature by resonance photoemission 

spectroscopy of Cr. Our findings indicate that one can control the spin-polarized mid-gap states in 

the antiferromagnetic Cr2O3 as well as the bandgap of graphene by interface engineering, paving 

the way for spintronic applications. 

The DFT calculation for CrTe2 slabs is performed for the thickness-controlled experiments 

in the future. The effect of thickness, magnetic configuration and graphene buffer layer are both 

considered during calculation. We find that the thickness is crucial for its properties, the CrTe2 

slabs recovers to its bulk properties as thickness increases. Besides, the 1UC and 2UC slabs show 

a stronger spin-oscillation than that of others. With the AFM magnetic configuration, there will be 

an unusual unoccupied state at 3.5 eV above the EF, which is distributed by the in-plane states. 

The graphene buffer layer will weaken the spin-oscillation of 1UC and 2UC films, and make it 

recovers to bulk properties.  
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