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ABSTRACT
Federated-learning-based active fault management (AFM) is devised to achieve real-time safety assurance for microgrids and the
main grid during faults. AFM was originally formulated as a distributed optimization problem. Here, federated learning is used to
train  each microgrid’s  network with  training data achieved from distributed optimization.  The main contribution of  this  work is  to
replace  the  optimization-based  AFM  control  algorithm  with  a  learning-based  AFM  control  algorithm.  The  replacement  transfers
computation from online to offline. With this replacement, the control algorithm can meet real-time requirements for a system with
dozens of microgrids. By contrast, distributed-optimization-based fault management can output reference values fast enough for a
system with several  microgrids.  More microgrids,  however,  lead to more computation time with optimization-based method. Dis-
tributed-optimization-based fault management would fail real-time requirements for a system with dozens of microgrids. Controller
hardware-in-the-loop real-time simulations demonstrate that learning-based AFM can output reference values within 10 ms irrespective
of the number of microgrids.
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T he  number  of  microgrids  is  increasing  every  year.  138
microgrids were added in the USA in 2013 and that number
increased to 546 in 2019[1]. Microgrids are small power sys-

tems that can operate with or without connecting to the main grid.
They  can  reduce  power  loss,  integrate  renewable  energy,  and
increase resilience[2–5].

Active fault management (AFM) for microgrids, systematically
devised  in  ref.  [6],  is  important  to  maintain  both  the  main  grid
and microgrids’ reliable operation during faults and also to speed
up  recovery  from  faults[6–8].  AFM  is  to  control  microgrids,  when
faults  happen  on  the  hosting  grid,  to  enable  fault  ride-through
capability, mitigate  negative  impacts  of  microgrid  interconnec-
tions, and eventually enhance grid and microgrid resilience[9–11].

Optimization has been used for fault management[6]. Compared
with  feedback  control,  which  focuses  on  certain  variables  while
ignoring  other  variables[12–14],  optimization  can  consider  multiple
variables, putting them as objectives and constraints. Optimization
can also include complex non-linear functions, such as power rip-
ples  during  asymmetrical  faults.  The  optimization-based  fault
management also has feedback and is a combination of optimiza-
tion  and  feedback  control.  Optimization  is  used  to  get  reference
values for microgrids and feedback control is to enforce those ref-
erence values.  Based  on  fault  management  with  centralized  opti-
mization for a single microgrid, distributed optimization is devel-
oped for fault management of networked microgrids. Distributed
fault  management is  implemented by assigning each subproblem
to a different CPU core. Those cores are within one CPU[15]. In this
way, the computation sequence of subproblems is totally decided
by each core’s computation capability.

One concern for integrating optimization into power grid fault
management  and  dynamic  control  is  real-time  performance
because optimization usually takes more time to get reference values
than widely used PID feedback control.  To address  this  concern,
controller  hardware-in-the-loop  (HIL)  simulation  with  RTDS
simulators  is  used  to  demonstrate  the  real-time  performance  of
distributed-optimization-based fault management algorithms[16]. In
the hardware setup, one individual computer exclusively runs one
microgrid  or  PV  farm’s  control  algorithm.  Real-time  simulation
results demonstrate that the algorithms can output reference values
within  100  ms,  which  can  be  considered  good  enough  for  fault
management and dynamic control.

However,  the  aforementioned  controller  HIL  simulation  has
only been used to demonstrate real-time performance for a system
with  less  than  30  controllable  units.  More  controllable  units,
microgrids  in  this  paper,  would  lead  to  more  computation  time
since  more  communication  time  is  needed  for  updates  during
distributed optimization.  If  the optimization-based fault  manage-
ment algorithm needs more than 100 ms to output reference val-
ues, the fault management is expected to have compromised per-
formance or even fail.

As  a  type  of  distributed  machine  learning  methods  operated
through  edge  computing,  federated  learning  enables  multiple
entities to collaboratively train a shared model while keeping each
entity’s data local[17–20]. Federated-learning-based fault management
can keep distributed optimization’s advantages, e.g., flexibility and
privacy, and at the same time avoid long computation time for a
power system with a large number of microgrids, e.g., hundreds of
microgrids. 
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The main contribution of this work is to scale up optimization-
based fault management for a large number of microgrids by fed-
erated learning. First, the training data are achieved by distributed
optimization.  The  inputs  are  microgrid  terminal  voltages,  fault
currents near fault locations, and load currents. Outputs are refer-
ence  currents  of  microgrids.  After  that,  training  data  are  used  to
train  neural  networks.  Every  microgrid  has  one  neural  network.
Some  of  each  microgrid’ network  parameters  are  coordinated
with other microgrids’ corresponding parameters during training.
Then, the trained neural networks are used in controller HIL real-
time  simulation.  The  learning-based  AFM  algorithm  is  put  on  a
computer, which is then connected to RTDS simulators by com-
munication networks. The real-time simulation results demonstrate
that during faults, learning-based AFM is able to output reference
values  to  microgrids  within  5  ms  irrespective  of  the  number  of
microgrids. This is because, after training, AFM controllers mainly
comprise simple addition and multiplication computations.

The  rest  of  this  paper  is  organized  as  follows.  Section  1  is  the
method  and  implementation  of  learning-based  AFM,  including
problem formulation of optimization-based AFM and the process
of learning-based AFM. Section 2 is a case study, including single-
phase-to-ground faults, federated learning results, resilient analysis,
and  scalability  analysis.  In  the  case  study  of  single-phase-to-
ground faults, three methods have been compared: learning-based
AFM,  optimization-based  AFM,  and  a  non-AFM  simple  ride-
through method. Section 2 presents a summary of this paper.

1    Methods  and  implementation  of  learning-
based AFM

1.1    Optimization-based AFM
This  section  describes  AFM’s formulation  as  a  distributed  opti-
mization problem. Figure 1 shows the schematic of learning-based
AFM for microgrids integration. Microgrids connect to the hosting
grid  by  interfacing  converters.  Three  types  of  microgrids  have
been  considered:  microgrids  with  DC  link  batteries,  microgrids
with AC link batteries, and microgrids without batteries. The cen-
tralized formulation is first presented, and then the decomposition
of  the  centralized  formulation  into  distributed  formulation  is
given.

1.1.1    Centralized optimization

The formulation of centralized AFM is given in Eqs. (1)−(7). The
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objective  function  has  three  parts, , ,  and .  are  the  fault
current  contributions,  the  magnitude  difference  between  fault
currents from the main grid and total fault current.  is the reactive
power output.  is  the power ripple.  Fault  current  contributions
and power ripples are to be minimized and reactive power output
is to be maximized. That is why there is a negative sign for  in
Eq. (2).
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where  subscript  represents  the  faulty  phases. ,
power set of . Subscript  indicates variables related to
microgrid .  Subscript j means power systems’ phases .
Superscripts  indicate  variables  related  to  the  main
grid, a single microgrid, and all microgrids, respectively. 
are  fault  currents  from  the  main  grid  and  from  all  microgrids,
respectively.  is  the  total  fault  current.  is  the
sum  of  all  microgrids’ fault  currents.  is  the  reactive  power
output  from  PV  farm . , ,  and  are  weighting  factors
between different parts in the objective function. The formulation
is given in the rectangular coordinate systems. Symbols Re and Im
are y and x coordinates,  respectively,  indicating the real  part  and
the imaginary part of complex numbers, respectively.

AFM has  two  types  of  constraint:  system-wide  coupling  con-
straints  and  local  constraints.  System-wide  coupling  constraints
contain decision variables of  more than one microgrid,  and local
constraints only involve decision variables of one microgrid.

Ims
j = ∑i Imi,j

Coupling  constraints:  tie  line  safety  rating  constraint.  This
means  the  sum  of  all  microgrids’ output  currents, ,
should be less than a safety threshold, I R,ms

[Re(Ims
j )]

2+[Im(Ims
j )]

2 ≤ (IR,ms)2. (3)

IR,mi

Local constraint 1: microgrid-wise safety rating constraint. Each
microgrid’s  output  currents  during  fault  should  be  less  than  its
own safety rating, :

[Re(Imi,j)]2 +[Im(Imi,j)]2 ≤ (IR,mi )2. (4)

Local constraint 2: zero sequence component elimination con-
straint. This constraint means the sum of each microgrid’s three-
phase currents is zero. This constraint is required if a microgrid’s
interface  converter  or  nearby  transformer  does  not  allow  zero-
sequence currents:

∑j Imi,j = 0. (5)

Local constraint 3: power balance constraint, meaning a micro-
grid’s active power output during faults is the same as before faults.
This constraint is  required if  a microgrid has no battery installed
and  is  not  required  if  a  microgrid  has  a  battery.  Power  balance
constraint is to reduce the large change in power flow and thus to
reduce disturbance on the microgrid and nearby grids:
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Fig. 1    Schematic of learning-based AFM for microgrids integration.
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Pm
i = Pbf

i . (6)

Local  constraint  4:  battery  power  buffer  constraint.  For
microgrids  with  batteries,  the  power  output  difference  between
before faults and after faults should be smaller than the power rating
of  the  PV  farm’s  battery.  Otherwise,  it  is  beyond  the  battery’s
capability to keep a power balance, meaning the sum power output
of the PV farm and its battery during the fault would be the same
as before the fault:

(Pm
i −Pbf

i )
2 ≤ (Pbty

i )2. (7)

1.1.2    Distributed optimization

N

λ

N

Distributed  and  asynchronous  surrogate  Lagrangian  relaxation
(DA-SLR)[21–24] is used to decompose the above centralized formu-
lation into the distributed formulation, resulting in  subproblems
with  a  subproblem  for  a  microgrid.  The  system-wide  coupling
constraint  Eq.  (3)  is  multiplied  by  Lagrangian  multiplier  and
then  added  to  the  objective  function.  The  value  of  the  objective
function will be increased as penalties if the coupling constraint is
violated. With this Lagrangian relaxation, one centralized problem
is  decomposed  into  subproblems  with  each  subproblem  only
having decision variables from one microgrid. Those subproblems
are  then  calculated  in  a  distributed  and  asynchronous  way  by
assigning  each  subproblem  to  a  single  core  within  a  multi-core
CPU.

[λa, λb, λc] g = [ga, gb, gc] gj (j= a,b, c)

Three types of subproblems would be achieved, corresponding
to three types of microgrids: microgrids without battery, microgrids
with DC-link battery, and microgrids with AC-link battery (Figure
2). All microgrids connect to the hosting grid by power converters.
DC-link battery and AC-link battery mean the battery is installed
in the converter’s DC side and AC side, respectively. In the following
subproblems, λ =  and .  are
given in Eq. (8) after relaxation of coupling constraint Eq. (3):
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Fig. 2    Diagram of studied system.
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All microgrids have fault current contributions  as objectives
and  the  constraints  of  current  rating  Eq.  (4)  and  zero-sequence
currents  elimination  Eq.  (5).  Microgrids  without  a  battery,  have
power ripples  as objective functions and power balance Eq. (6)
as constraints,  since no battery exists to buffer power ripples and
power  output.  Microgrids  with  DC-link  battery,  have  reactive
power output  as objective functions and power buffer of battery
Eq. (7) as constraints, since DC-link battery exists to buffer power
ripples  and power  output,  and there  are  limits  on power  flow of
battery.  Microgrids with an AC-link battery,  have reactive power
output  as objective functions and power balance Eq. (6) as con-
straints,  since  an  AC-link  battery  exists  to  buffer  power  ripples
and the total active power output of the microgrid’s converter and
its battery is controlled to be the same as before fault.

Subproblems for microgrids without battery:

min βi,1F1+ βi,2F3+λTg, (9)

s.t. Eqs. (4),(5), and (6). (10)

Subproblems for microgrids with DC-link battery:

min βi,1F1+ βi,2F2 +λTg, (11)

s.t. Eqs. (4),(5), and (7). (12)

Subproblems for microgrids with AC-link battery:

min βi,1F1+ βi,2F2 +λTg, (13)

s.t. Eqs. (4),(5), and (6). (14)

1.2    Learning-based AFM.
The  topology  of  a  single  microgrid’s  artificial  neural  network  is
feed-forward  neural  networks.  Among  machine  learning’s  three
main  functions:  classification,  regression,  and  clustering[25],  this
neural network  is  trained  for  regression.  Regression  means  esti-
mating  relationships  between  outputs  and  inputs.  In  the  case  of
AFM,  inputs  are  system  status,  such  as  microgrid  voltages,  fault
voltages,  fault  currents,  power,  etc.  Outputs  are  reference  values
for  the  microgrid’s  output  currents.  Previously,  outputs  were
decided  by  optimizations  used  in  AFM.  Here,  neural  works  are
used  to  approximate  the  optimization  function.  The  used  neural
network  is  feed-forward  with  a  multi-layer  perceptron  without
feedback between layers.

Figure  3 shows  the  schematic  of  federated  learning  used  in
learning-based AFM. Each microgrid has one neural work to train
and  all  the  microgrids  would  participate  in  coordinating  some
parameters  of  their  neural  networks.  Federated  learning  keeps
data and training localized, preserving privacy and leveraging local
computation  and  data  storage  resources.  Federated  learning  has
been largely used for remote devices, e.g., mobile phones and the
internet  of  things.  In  learning-based  AFM,  data  are  stored  and
trained locally at the microgrid side and all microgrids communi-
cate with  a  central  coordinator  periodically  for  parameter  updat-
ing.
 

Algorithm 1: Distributed and asynchronous federated learning for
microgrids’ active fault management (AFM)

NResult:  microgrids’ neural networks

Wj,i
bj,i(i= 1, ...,N, j= 1, ...,L)
1 initialization: each layer’s weights  and bias

, epoch E, maximum iterations K
k← 12 iteration 

∥Wc,k−Wc,k−1∥ > σ1 or ∥bk−bk−1∥ > σ23 while:  do

N4  neural networks start training
i′ i′

W1,i′ b1,i′
5 Neural network  of microgrid  finishes its E epoches training, sends
to the coordinator the first layer’s weights  and bias 

Wc,k bc,k6 The coordinator updates  and  by averaging, i.e.,

Wc,k =
1
N ∑N

i=1 Wc,k
1,i ,bc,k =

1
N ∑N

i=1 bc,k
1,i

k← k+ 17 iteration 

k≥ K8 if:  then

9 break

10 end

11 end
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W1 b1

W1 b1 Wc
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1
N ∑N

i=1 W1,i
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1
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i=1 b1,i W1,i b1,i

i

Algorithm 1 shows the process for distributed and asynchronous
federated learning for AFM. The coordinator first  chooses a  net-
work topology, e.g., the number of layers, the number of nodes in
each layer, and activation functions. Then, the coordinator trans-
mits network topology to all microgrids. All microgrids train their
neural  networks  with  their  own  data.  The  data  are  achieved  by
distributed  optimization  in  Eqs.  (10)−(14).  In  our  work,  the
weights  and  bias  between  the  input  layer  and  the  hidden
layer in Figure 3 are to be coordinated. After a microgrid finishes
its training, it sends  and  to the coordinator. The coordinator
would then update  and  by averaging, i.e., 

and .  and  are weights and bias from micro-
grid . The aforementioned process continues until some predefined
criteria are reached, such as the change of training accuracy being
below a threshold. Theoretical discussions about the convergence
of federated learning can be found in refs. [26–28].

2    Case study
The studied system has six microgrids (Figure 2). Microgrid 1 and
microgrid  4  do  not  have  batteries;  microgrid  2  and  microgrid  5
have DC-link batteries; microgrid 3 and microgrid 6 have AC-link
batteries.  Before  faults,  six  microgrids  output  2.4  MW,  1.0  MW,
2.0 MW, 1.2 MW, 1.2 MW, and 0.6 MW to the main grid, all with
power  factor  1.0.  Those  microgrids  connect  to  the  main  grid  by
power converters.

For  the  setup  of  controller  hardware-in-the-loop  (HIL)  real-
time simulation, the learning-based controller algorithms are run
on  a  personal  computer  or  server,  and  power  grids  are  run  in
RTDS  simulators.  The  controller  computer  and  simulators  are
connected to each other by internet networks.

2.1    Single-phase-to-ground faults
a

a

A single-phase-to-ground fault happens at phase  on the 110 kV
grid, as shown in Figure 2. The fault happens at 0.1 s and clears at
0.3 s. The fault is simulated by connecting the ground and phase 
with a resistor of 325 Ω.

2.1.1    With learning-based AFM

a
b c

Neural networks trained with federated learning act as fault man-
agement  algorithms  for  microgrids. Figure  4 shows  voltages  at
fault  locations and microgrids output voltages.  At  fault  locations,
phase  voltages are 59.3 kV during faults, 60.5% of pre-fault val-
ues. phase  and phase  voltages increase to 110.6% and 116.3%,

respectively. The  voltage  increase  is  caused  by  microgrids  out-
putting reactive power.

a

Figure 5(a) shows timestamp signals sent between RTDS simu-
lators  and  the  controller.  In  controller  HIL  experiments,  the
timestamp  signals  are  sent  from  RTDS  simulators  to  controllers
once every 20 ms and increase by 1 after each sending. After com-
puting reference values,  controllers send reference values and the
timestamp signals back to RTDS simulators. Delays between sent
and  received  timestamp  signals  are  controller  computation  time.
In Figure 5(a), the AFM computation time is 3.0 ms, including 1.8
ms two-way communication time. The reason for such fast com-
putation time is that after neural networks are trained, their com-
putations are mainly arithmetic,  e.g.,  addition and multiplication,
without  iterations. Figure  5(b) is  microgrid  1’s  phase  currents
sent  from the  controller  to  RTDS simulators.  Abrupt  changes  in
the reference values indicate new reference values have been sent
to RTDS simulators. After 0.16 s, new reference values are sent to
simulators  continuously,  but  their  values  keep  the  same  because
the system status becomes unchanged.
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tively  and  thus  microgrids’ current  contributions  are  7.9  A  or
4.5%. The magnitude difference should be as close to 0 as possible.
All microgrids  have  this  fault  current  contributions  in  their  sub-
problem  formulation. Figure  7 shows  the  power  outputs  of
microgrid 1, microgrid 2, and microgrid 3, including instantaneous
power, active power, and reactive power. The three microgrids are
of three types. microgrid 1 doesn’t have a battery and is controlled
to output the same amount of active power as before the fault and
to  minimize  power  ripples  in  instantaneous  power.  Microgrid  2
has a DC-link battery and is controlled to output reactive power as
much as possible. microgrid 3 has an AC-link battery and is con-
trolled  to  output  the  same amount  of  active  power  as  before  the
fault and to output reactive power as much as possible. The results
in Figure 7 show microgrids function as required.

2.1.2    With Optimization-based AFM

Distributed optimization acts as a fault management algorithm for
microgrids. Figure 8 shows the controller’s computation sequence
and  transferred  reference  values  to  RTDS  simulators.  The  fault
happens at 0.1 s and the fault detection signal was received by the
controller  after  8.8  ms.  The first  set  of  reference values  is  sent  to
RTDS simulators  at  0.156  s  since  it  takes  the  optimization-based
controller  47.2  ms  to  finish  the  first  optimization  computation.
From 0.1 s to fault clearance at 0.3 s, the controller has sent reference
values  to  RTDS  simulators  three  times,  taking  47.2  ms,  58.3  ms
and 56.4 ms, respectively.

IMa + Ims
a IMa

Figure 9 shows currents at fault locations. The total fault currents
 and fault currents from the main grid  have magnitudes

of  166.2  A and 173.4  A,  respectively.  Microgrids’ current contri-
butions are –7.2 A or –4.3%. Figure 10 shows the power output of
microgrid 1, microgrid 2, and microgrid 3, including instantaneous
power,  active  power,  and reactive  power.  In Figure  9 and Figure
10,  RTDS  simulators  received  reference  value  56  ms  later  after
fault happens, so from 0.1 s to 0.156 s, microgrids are using reference
values from pre-fault controller. At 0.156 s, microgrids start to use
reference  values  from  the  optimization-based  AFM  controller.
That  is  why  current  difference  and  power  outputs  have  abrupt
changes at 0.156 s.

2.1.3    Without AFM

IMa + Ims
a

IMa

The  subsection  presents  results  when  AFM  is  not  implemented.
Instead, microgrids are in power control mode during faults, out-
putting the same active power and reactive power while maintaining
currents  within  safety  ratings. Figure  11 shows  results  without
AFM, including currents at fault locations, current contributions,
and  power  output  of  microgrid  2.  Since  all  microgrids  have  the
same  power  control  methods,  other  microgrids  have  similar
power curves with microgrid 2 but with different values. The total
to-ground fault currents  and fault currents from the main
grid  have  magnitudes  of  183.1  A  and  152.4  A,  respectively.
Microgrids’ current contributions are 30.7 A or 20.1%.

Table 1 lists comparisons of the above-mentioned three control
methods  during  faults:  learning-based  AFM,  optimization-based
AFM,  and  without  AFM.  Metrics  for  comparison  include
response time, fault current contributions, power ripples of type 1
microgrid,  and total  reactive  power output  of  microgrids.  Except
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for response time, other metrics of learning-based AFM and opti-
mization-based AFM are expected to be close. Yet, learning-based
AFM performs better than optimization-based AFM with respect
to power ripples and reactive power. The reason is that the number
of optimization rounds is reduced to ensure the real-time perfor-
mance of optimization-based AFM. Optimization would terminate
before optimal values are reached. By contrast, during generating
training  data  from  distributed  optimization  in  learning-based
AFM, optimization only ends after optimal values are reached.

2.2    Federated learning
The analysis of federated learning is for the case of single-phase-to-
ground faults. The learning-based controller in Ssection 2.1 is the

result of this section’s federated learning. Before learning, a total of
6561 sets of data are achieved by distributed optimization.

There are six neural networks to train, with one microgrid having
one neural network. All six neural networks have the same topol-
ogy: an input layer with eight nodes, a hidden layer with 10 nodes,
and an output layer with six nodes. The six outputs are microgrids
output currents with two outputs for each phase and six outputs
for three phases. The number of hidden layers and the number of
nodes  in  each hidden layer  can be  customized based on training
performance.

Wc
1 bc

1

W1

b1

Wc
1 bc

1

Asynchronous  training  is  adopted.  It  means  in Figure  2,  the
coordinator would update weight  and bias  after any of the
six  microgrids  finishes  its  current  training  and  sends  out  its 
and  without waiting for all six microgrids finishing their current
training.  Parallel  computation  with  multiple  cores  within  one
CPU is used to realize asynchronous training. Figure 12(a) shows
the  difference  of  and  between  two  consecutive  rounds  of
training. Figure  12(b) shows  the  training  finish  sequence  for  the
six neural networks. The computation sequence is not predefined
and is decided by each core’s computation capacity.

Figures 13, 14, and 15 show the training error for microgrid 1,
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Table 1    Comparison of different control methods during faults

Metric Learning-based
AFM

Optimization-based
AFM

Without
AFM

Response time (ms) 3.0 54.0 ≤3.0
Fault current
contributions 4.5% –4.3% 20.1%

Power ripples of type 1
microgrid 5.3% 17.5% 26.3%

Total reactive power
output of microgrids

(MW)
4.7 2.3 0.0
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microgrid  2,  and microgrid  3’s  three  phases,  respectively.  The x-
axis is for currents’ real parts and the y-axis is for imaginary parts.
The error is calculated based on the following equation,

e= AL−AD

AR

(15)

AL AD

AR

where  and  are values obtained from federated learning and
distributed  optimization,  respectively.  is  a  microgrid’s  rated
value.  Root  mean  square  (RMS)  errors  for  microgrid  1’s  three
phases  in Figure  13 are  4.3%,  4.5%,  and  3.0%.  RMS  errors  for
microgrid 2’s three phases in Figure 14 are 10.9%, 9.9% and 8.8%.
RMS errors for microgrid 3’s three phases in Figure 15 are 6.7%,
6.2% and 3.7%.

2.3    Resilience analysis
Resilience has been defined as the ability of an entity to respond to
and recover from a disturbance[29–31]. In this paper, the entity is net-
worked  microgrids  and  the  disturbance  is  electrical  faults.  One
widely used resilience metric is refs. [32] and [33],

ξ = 0.5(ξ1 + ξ2) (16)

ξ1 =
d1

d0
(17)

ξ2 =
r t2
t1
dtdt

d0(t2− t1)
(18)

ξ ξ1 ξ2
d1

d0 t1 t2
ξ ξ1

ξ2 ξ

where  is  the  resilience.  is  the  invulnerability  and  is  the
recovery.  is the value of the variable of interest during disturbance
and  is the variable’s values before disturbance.  and  are the
disturbance happening time and clearing time, respectively. , ,
and  are all in the range of 0 to 1. Larger  means the system is
more  resilient. Table  2 and Table  3 show  resilience  metrics  for
voltages  and  current  contributions,  respectively.  Values  in  the
table are calculated based on Figure 16. The resilience metrics for
current contributions are calculated using the worst current con-
tributions, 54.4 A, as a base.
 
 

Table 2    Resilience metrics for microgrid voltages

Metric With AFM Without AFM

Invulnerability 58.9% 54.9%

Recovery 63.9% 61.2%

Resilience 61.4% 58.1%

 
 
 

Table 3    Resilience metrics for current contributions

Metric With AFM Without AFM

Invulnerability 85.5% 43.0%

Recovery 81.0% 46.0%

Resilience 83.3% 44.5%

 

2.4    Scalability analysis
The motivation of this  paper is  to use federated learning to train
optimization-based AFM controllers so that AFM controllers can
output  reference  values  fast  enough  when  the  system  has  more
than dozens of microgrids. Figure 17 shows a diagram of a studied
system with 36 microgrids for scalability analysis.  The main grid,
fault  type,  and  fault  location  are  the  same  as  in  the  Section.  2.1.
The  total  output  power  of  the  36  microgrids  is  8.4  MW  before
faults.

Figure  18(a) shows  computation  times,  i.e.,  the  time  for  the
controller to output reference values for microgrids, is 3.0 ms, the
same as the case study with 6 microgrids.  After each microgrid’s
neural  network  is  trained,  each  microgrid’s learning-based  con-
troller mainly consists of simple addition and multiplication com-
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a

putations. This  would  result  in  similar  computation  time  irre-
spective of the number of microgrids. Figure 18(b) is microgrid 1’s
phase  currents  sent  from  the  controller  to  RTDS  simulators.
The  fault  happens  at  0.1  s  and  RTDS  simulators  send  the  fault
detection signal  to controllers  at  0.105 s.  Controllers  sent out the
first reference values at 0.108 s, 3.0 ms after the fault detection signal
and system status are sent to controllers. Figure 18(c) and Figure
19 show  fault  current  contributions  and  power  output  of  three
types of microgrids, respectively. The curves in those four sub-fig-
ures correspond to the formulation in (9)–(14).

3    Conclusions
Active  fault  management  (AFM)  based  on  federated  learning  is
established to realize ultra integration of hundreds of microgrids,
enabling them to output reference values fast enough during fault
ride-through. AFM is first formulated as a distributed optimization
problem. Then federated learning is used to train each microgrid’s
neural network.  The  trained  data  are  from  the  distributed  opti-
mization  and  trained  neural  networks  are  used  as  microgrids’
controllers.  Learning-based  AFM  can  output  reference  values
much faster than distributed optimization because neural networks
mainly  contain  arithmetic  computations,  such  as  addition  and
multiplication while  computation of  distributed optimization has
iterations. The case study demonstrates that the computation time
of learning-based AFM is around 3 ms and the computation time
would  not  increase  as  the  number  of  microgrids  increases.  The

rationale of replacing computation-intensive control with learning-
based control  can be applied to other  dynamic control  for  better
real-time performance.  Future  work includes  transfer  learning in
fault  management  so  that  training  results  can  be  used  between
different types of faults and systems. Also, training for hundreds of
microgrids  should  be  carefully  designed  and  optimized  with
respect to training data acquisition and training speed.
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Appendix
Nomenclature
Subscripts
fp Faulty phase
i Micrgord i; neural network i
j Phase j, j∈ { a, b, c}
Superscripts
bf Value before faults
bty Value of battery
k Iteration
M Value of the main grid
m Value of a single microgrid
ms Value of multiple microgrids
R Safety rating
Others
Im Imaginary pars of complex numbers
Re Real part of complex numbers
Variables
α Weighting factor
β Weighting factor
λ Lagrangian multiplier
b Bias in neural network
F Objective function
I Current
N The number of microgrids; the number of neural networks
P Active power
Q Reactive power
V Voltage
W Weight in neural network
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