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ABSTRACT

Remarkable progress on single image super-resolution (SISR) has
been achieved with deep convolutional neural network (CNN) based
approaches. These methods usually divide the images into high-
frequency (HF) and low-frequency (LF) components and mainly
recover the high-frequency component in a supervised manner.
However, only simple interpolation manners, such as bilinear and
bicubic, are utilized in the LF components recovery process, which
limits the performance of these SISR approaches. We argue that
the recovery of LF components also plays important roles in SISR,
and to relieve the problem, we propose an iterative two-stream
network (ITS-Net) which recovers the LF and HF components with
convolution operations, respectively, thus better high-resolution
images can be obtained. To achieve this, we utilize a sub-network
with convolution and deconvolution operations to recover the LF
components, and an iterative learning strategy is used to obtain
well recovered LF and HF components. Extensive experiments on
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various benchmarking datasets demonstrate the effectiveness of our
approach comparing with state-of-the-art CNN based approaches.

Keywords: Image resolution, low-frequency, high-frequency, deep learning,
iterative learning.

1 Introduction

Researchers in many areas have taken single image super-resolution (SISR) as
fundamental technology, for it plays important roles in many applications, such
as virtual reality [2, 5], augmented reality [17, 26] and 3D reconstruction [6,
23]. SISR is a fundamental low-level computer vision problem, which aims to
reconstruct a desired high-resolution (HR) image with pleasing visual quality
from its low-resolution (LR) counterpart. However, it is a typical ill-posed
problem due to the fact that lots of detailed information would be lost during
the down-sampling process. Hence, how to recover a high-quality HR image is
still a challenging task.

Impressive progress has been achieved by deep convolutional neural net-
works (DCNN) [7, 18] in SISR, which divide the HR images into HF and LF
components, and mainly focus on recovering the high frequency components of
the HR images. In these approaches, such as Li et al. [15], the LF components
are usually recovered by simple interpolation manners, such as bilinear or
bicubic, and the final HR images are obtained by adding the HF and LF
components with convolutional operations. We would argue that the recoveries
of LF components also play important roles in SISR and the estimation of LF
components with simple interpolation manners which is insufficient for current
state-of-the-art approaches. Figure 1 demonstrates the general pipeline of
residual learning framework of current SISR approaches. The final HR images
can be obtained by adding the recovered HF components and LF components

Figure 1: The framework of residual learning strategy. Up-sample means commonly used
interpolations operations, such as bilinear or bicubic.
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(the up-sampled LR input), and interpolation operations, such as bicubic or
bilinear, are commonly used as the up-sampling operations for the LR input.
However, the LF information is not fully exploited, and it is insufficient to
describe LF components recovery with interpolation operations, which limits
the performance of these approaches.

Based on the above considerations, we propose an iterative two-stream net-
work (ITS-Net) to recover both LF and HF components for SISR, which uses a
simple but effective sub-net to replace the interpolation-based manners (bicu-
bic or bilinear) for LF components recovery. For the HF components branch,
state-of-the-art approaches have proven their effectiveness in SISR, hence, we
directly use the network structures that are proposed in Chao et al. [4], Kim
et al. [11], Li et al. [15] and Mei et al. [22] to validate the effectiveness of our
strategy. Besides, to effectively combine the LF and HF recovery branches, we
propose an iterative two-stream network to update the LF and HF branches
separately, thus the reconstruction ability of the network can be intrinsically
improved. In specific, instead of interpolation operation (bicubic or bilinear),
we propose to use convolutional operations for LF components recovery, thus
more effective information can be recovered and better HR images can be
obtained. Besides, an iterative learning strategy is used to sufficiently recover
the LF and HF components, which guarantees that the proposed framework
can be convergent. As shown in Figure 2, our ITS-Net approach shows better
visual quality in comparison with other state-of-the-art SISR methods.

Figure 2: The comparisons with state-of-the-art approaches: (a) ground truth HR image;
(b) bicubic; (c) EDSR [16]; (d) our result.

The contributions of our work for SISR can be summarized as follows:

• We propose a novel iterative two-stream network (ITS-Net) for SISR,
which contains two sub-networks to recover both low-frequency (LF) and
high-frequency (HF) components separately, thus better HR images can
be recovered. The sub-network of LF component branch only contains
several convolutional layers which is simple and effective.

• We propose an iterative learning strategy to sufficiently train the two-
stream network, and the LF and HF sub-networks can refine each other to
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learn more contextual information, thus the reconstruction performance
is intrinsically improved.

• Extensive experiments demonstrate the superiority of the proposed ITS-
Net compared with other state-of-the-art SISR methods.

2 Related Work

Recently, deep learning based image SR technology has been rapidly developed
in image SR. Chao et al. [4] introduced CNN into the SR task and proposed
the SRCNN model with a three-layer network to learn the mapping from LR
images to HR images. This model achieved better performance compared with
the traditional algorithms. Then, Kim et al. [11] proposed the VDSR model
that used a very deep network with 20 layers to improve the SR performance.
Lai et al. [14] proposed the lapSRN method that took the original LR images
as input and progressively reconstructed the sub-band residuals of HR images.
To reuse the features of each layer in CNN, Huang et al. [9] proposed a dense
convolutional network (DenseNet) by connecting each layer to every other
layer in a feed-forward fashion. Song et al. [27] proposed a channel attention
based iterative residual learning for depth map super-resolution. Liu et al. [18]
proposed a residual feature aggregation (RFA) framework for effective feature
extraction. Tai et al. [28] proposed a deep recursive residual Network (DRRN)
with a very deep CNN model (up to 52 convolutional layers) for SISR.

Deeper neural networks usually generate much more parameters which oc-
cupy a huge amount of storage resources and suffer from overfitting. Recurrent
structure can effectively reduce the parameters of the network and gain better
generalization power for image SR. Li et al. [15] proposed a SRFBN framework
by exploring the feasibility of feedback mechanism for image SR. Although it
designed a RNN with feedback connections to deliver the highest-level features
to a shallow layer, it fails to fully use high-level features captured under large re-
ceptive fields. To learn more useful information, Guo et al. [7] proposed a dual
regression network for single image super-resolution by learning an additional
dual regression mapping to estimate the down-sampling kernel and reconstruct
LR images with effective supervision. Yang et al. [31] proposed a texture trans-
former network for image super-resolution. Ma et al. [19] proposed restoring
high-resolution gradient maps by a gradient branch to provide additional struc-
ture priors for the SR process and imposed a second-order restriction with gradi-
ent loss. Mei et al. [22] proposed a Non-Local Sparse Attention (NLSA) with dy-
namic sparse attention pattern for image super-resolution. Pesavento et al. [25]
proposed an attention-based multi-reference super-resolution network. Mean-
while, to sufficiently extract and fuse different levels of features, Kong et al. [13],
Wang et al. [29], and Xie et al. [30] propose effective frameworks, where features
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with different levels of detail, including high-frequency, medium frequency and
low frequency, are processed discriminatively to efficiently recover HR images.

The above literature review reveals that a significant improvement on SISR
has been achieved by deep learning based methods. However, we find that
existing methods just focus on HF information and ignore the significance of
LF information for SISR.

3 Our Approach

3.1 Overview

Residual learning strategies have proven the effectiveness in single image super-
resolution (SISR) [11, 15], and these approaches mainly focus on recovering the
HF component, while the LF component is neglected. In this paper, we argue
that the recovery of LF component also works positively in SISR. Therefore,
we propose a novel ITS-Net, which can recover the HF and LF respectively.
In specific, taking the LR image Il as input, our ITS-Net (MITS) contains
two sub-networks for image SR, the LF sub-network for LF components (ILF )
recovery and HF sub-network for HF components (IHF ) recovery. Then, the
LF and HF components are combined for the estimation of HR image (Ih).

Figure 3(a) shows the pipeline of our ITS-Net, and the main difference
with state-of-the-art residual learning approaches [15] is that we use a sub-
network to replace the commonly used bilinear or bicubic interpolations for
LF components recovery.

Figure 3: (a) Shows the pipeline of the proposed ITS-Net, which contains two sub-networks
for HF and LF components recovery. (b) and (c) Illustrate the sub-networks for HF and LF
recovery, respectively.

The process can be formulated as:

ILF = MLF (Il)

IHF = MHF (Il)

Ih = IHF + ILF

(1)

where MLF and MHF are LF and HF components recovery operations, respec-
tively. Il and Ih mean the input LR and estimated HR images.
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3.2 LF Sub-network

In this work, for the branch of LF components estimation MLF , we use
convolutional operations instead of commonly used interpolation methods
(bilinear or bicubic) to obtain more effective LF information.

Figure 3(b) illustrates the structure of our LF sub-network MLF , which
includes two operations. Inspired by Chao et al. [4] and Kim et al. [11], the
proposed MLF contains N convolution layers (named C, kernel size of s×s and
m channels) and a deconvolution layer (named DC). We use Conv(s,mi,mo)
and Deconv(s,mi,mo) to denote a convolution and a deconvolution layer
respectively, where s is the size of the filter, mi is the number of input channels
and mo is the number of the output channels. The sub-network of LF can be
formulated as:

fLF
1 = C1(Il)

fLF
t = C(fLF

1 )

ILF = DC(fLF
t )

(2)

where C1 means one convolutional operation with Conv(s, 3,mo), C means
(N-2) convolutional operations with Conv(s,mi,mo), and DC means the
deconvolutional operation with Deconv(s,mi,mo), and pixelshuffle operation
can also be used here. fLF

1 and fLF
t are the features obtained by C1 and C

operations. ILF means the obtained results of the LF component recovery
branch.

We will provide more analysis of the number of layers N of the branch of
LF components estimation in the experiment.

3.3 HF Sub-network

For the HF component recovery, we directly use the well-verified network
structures which are utilized in state-of-the-art approaches. To sufficiently
evaluate the effectiveness of our proposed structure, the HF recovery structures
utilized in SRCNN [4], VDSR [11], SRFBN [15], and NLSN [22] are evaluated
here. As demonstrated in Figure 3, we combine the LF component recovery
network with the HF recovery structures.

Figure 3(c) illustrates the pipeline of HF component recovery. Following
SRCNN [4], to recover high-resolution images, three modules are utilized,
including feature extraction module (FFE), nonlinearing mapping module
(FNP ) and image reconstruction module (FIR). Inspired by SRCNN [4],
VDSR [11], SRFBN [15], and NLSN [22] also contain FFE , FNP and FIR for
HF components recovery, and the mainly differences among these approaches
are FNP . In specific, VDSR utilizes very deep network structure in FNP .
SRFBN exploits feedback network to extract effective HF information for
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high performance. NLSN utilizes a Non-Local Sparse Attention operation and
ResBlocks in the HF recovery process. Please see SRCNN [4], VDSR [11],
SRFBN [15] and NLSN [22] for more details of the corresponding FNP . In
this paper, for simplicity, the recovery of HF component can be formulated as:

fFE = FFE(Il)

fNP = FNP (fFE)

IHF = FIR(fNP )

(3)

where fFE and fNP are obtained features of FFE and FNP , and IHF is the
recovery HF component. And the final recovery HR image can be obtained by
Ih = ILF + IHF .

3.4 Iterative Learning Strategy and Loss

In this section, we provide more details of the proposed iterative learning
strategy and the loss function used in our paper. Note that L1 loss is used in
this paper.

Our ITS-Net (MITS) contains LF component recovery branch (MLF ) and
HF component recovery branch (MHF ), and the training process contains
three stages:

(1) With fixed MHF , the MLF is first trained to obtain pre-trained model
of MLF , and the loss function is defined as:

lLF = ||IGT − ILF ||1 (4)

where IGT is the HR ground truth and ILF is the output of MLF .

(2) The MITS is trained with pre-trained MLF obtained in (1), and the
parameters of sub-network MLF is fixed, which aims to optimize MHF ,
and the loss function is defined as:

Ih = ILF + IHF

l = ||IGT − Ih||1
(5)

where ILF and IHF are the the output of MLF and MHF , respectively.
Ih means the final recovered HR image.

(3) The MITS is finetuned without fixing MLF and MHF , and the parame-
ters of sub-network MLF and MHF are initialized with the parameters
obtained in (2), the loss function is same with Eq. 5.

Note that the iterative learning strategy can be regarded as a residual
learning process. In the first step, only LF recovery branch is utilized, which
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aims to recover coarse HR images, and as proved by previous approaches, the
recovered coarse HR images are better than results obtained by interpolation
operations. To make it better to understand, we define the results obtained by
LF branch as LF components. In the second step, the residual between coarse
HR images and ground truth can be obtained, and in such process, information
of edges and structures can be mainly refined which can be regarded as learning
HF components.

3.5 Implementation Details

To effectively train our ITS-Net, we initialize the network parameters with the
strategies in He et al. [8], kernel size with 3× 3 is utilized in our paper, and
Kingma and Ba [12] is employed to optimize the parameters of the network. As
described in Section 3.4, the ITS-Net contains three stages. In the first stage,
we set the learning rate as 1× 10−4, and 200 epochs are used in this stage. In
the second stage, we set the learning rate as 1× 10−4, and the learning rate
multiplies by 0.5 for every 200 epochs, and 600 epochs are employed. While
for the third stage, we set learning rate as 1.25 × 10−5, and 200 epochs are
employed.

4 Experiment

To prove the effectiveness of our approach, quantitative and qualitative com-
parisons are provided between our ITS-Net with state-of-the-art approaches
on different datasets.

4.1 Experimental Settings

Datasets: Following [24], DIV2K [1] is used as our training data, and to
make full use of training data. Five standard benchmark datasets: Set5 [3],
Set14 [32], BSDS100 [20], Urban100 [10] and Manga109 [21] are used to validate
the performance of our ITS-Net approach.

We use bicubic down-sampling (BI) as the standard degradation model
to generate LR images from ground truth HR images. Besides, to verify the
effectiveness of our ITS-Net, following [15, 16], we also use BD as a degradation
model which first applies Gaussian blur to HR images, then down-samples the
HR images to LR images with bicubic degradation. In our experiments, we
use 7× 7 sized Gaussian kernel with standard deviation 1.6 for blurring.

Evaluation metrics: Two commonly used image quality metrics PSNR
and SSIM are used as the metrics. PSNR is commonly used to quantify
reconstruction quality for images and SSIM can be used for measuring the
structure similarity between two images.
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Baseline approaches: We demonstrate the effectiveness of ITS-Net
by comparing it with the following state-of-the-art image super-resolution
methods, including: Bicubic interpolation, SRCNN [4], VDSR [11], DRRN [28],
IRCANN [33], EDSR [16], SRFBN [15], HAN [24], and NLSN [22]. Note that
HAN [24] uses parameters trained by RCAN [34] to initialize the network, and
better performance can be obtained, and in this paper, to compare equally,
we re-trained HAN [24] without using parameters of RCAN [34] to initialize
the network.

4.2 Quantitative Results

In this section, we provide quantitative comparison results between our ap-
proach and state-of-the-art approaches on various datasets under up-sampling
scales of ×3 and ×4 with BI and BD degradation, respectively. Tables 1 and 2
illustrate the quantitative comparison results of different datasets with BI and
BD degradations and under up-sampling scales of ×4 and ×3, respectively.
We can see that remarkable performance can be achieved by current SISR
approaches, such as EDSR, SRFBN, HAN and NLSN. Note that different
strategies are utilized in approaches of HAN [24] and RCAN [34], where atten-
tion and residual learning strategies are first used in the LR features before
up-sampling the LR features, and the LR component recovery strategy used in

Table 1: Quantitative comparison results between our approach and state-of-the-art ap-
proaches under up-sampling scale of ×4 for BI degradation. The best is shown in bold, and
the second is shown in underline. The improvements are shown in blue. The higher the
better.

Methods ×4 Set5 Set14 BSDS100 Urban100 Manga109
PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

Bicubic 28.42/0.8104 26.00/0.7027 25.96/0.6675 23.14/0.6577 24.89/0.7866
DRRN [28] 31.68/0.8888 28.21/0.7721 27.38/0.7284 25.44/0.7638 29.18/0.8914
EDSR [16] 32.46/0.8968 28.80/0.7876 27.71/0.7420 26.64/0.8033 31.02/0.9148
HAN [24] 32.54/0.8995 28.83/0.7875 27.72/0.7412 26.74/0.8065 31.17/0.9164

SRCNN [4] 30.48/0.8628 27.50/0.7513 26.90/0.7101 24.52/0.7221 27.58/0.8555
SRCNN[4]+ our 30.91/0.8748 27.92/0.7614 27.15/0.7174 25.05/0.7349 28.19/0.8699
improvements 0.43/0.0120 0.42/0.0101 0.25/0.0073 0.53/0.0128 0.61/0.0144

VDSR [11] 31.35/0.8830 28.02/0.7680 27.29/0.7260 25.18/0.7540 28.83/0.8870
VDSR[11]+ our 31.54/0.8894 28.20/0.7740 27.41/0.7292 25.31/0.7586 29.01/0.8932
improvements 0.19/0.0064 0.18/0.0060 0.12/0.0032 0.13/0.0046 0.18/0.0062

SRFBN [15] 32.47/0.8983 28.81/0.7868 27.72/0.7409 26.60/0.8015 31.15/0.9160
SRFBN[15]+ our 32.55/0.8999 28.87/0.7884 27.80/0.7421 26.73/0.8031 31.23/0.9178
improvements 0.09/0.0016 0.06/0.0016 0.08/0.0012 0.07/0.0016 0.08/0.0018

NLSN [22] 32.59/0.9000 28.87/0.7891 27.78/0.7444 26.96/0.8109 31.27/0.9184
NLSN[22]+ our 32.63/0.9016 28.92/0.7908 27.84/0.7456 27.01/0.8119 31.31/0.9196
improvements 0.04/0.0016 0.05/0.0017 0.06/0.0012 0.05/0.0010 0.04/0.0012
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Table 2: Quantitative comparison results between our approach and state-of-the-art ap-
proaches under up-sampling scale of ×3 for BD degradation. The best is shown in bold,
and the second is shown in underline. The improvements are shown in blue. The higher the
better.

Methods ×4 Set5 Set14 BSDS100 Urban100 Manga109
PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

Bicubic 28.34/0.8161 26.12/0.7106 26.02/0.6733 23.20/0.6661 25.03/0.7987
IRCANN [33] 33.38/0.9182 29.63/0.8281 28.65/0.7922 26.77/0.8154 31.15/0.9245
HAN [24] 34.67/0.9287 30.51/0.8455 29.22/0.8074 28.52/0.8587 34.10/0.9471

SRCNN [4] 31.63/0.8888 28.52/0.7924 27.76/0.7526 25.31/0.7612 28.79/0.8851
SRCNN [4]+ our 31.95/0.9043 28.87/0.8096 28.13/0.7721 25.59/0.7798 29.17/0.9045
improvements 0.32/0.0155 0.35/0.0172 0.37/0.0195 0.28/0.0186 0.38/0.0194

VDSR [11] 33.30/0.9159 29.67/0.8269 28.63/0.7903 26.75/0.8145 31.66/0.9260
VDSR [11]+ our 33.42/0.9197 29.82/0.8299 28.76/0.7964 26.86/0.8187 31.81/0.9298
improvements 0.12/0.0038 0.15/0.0030 0.13/0.0031 0.11/0.0042 0.15/0.0038

SRFBN [15] 34.66/0.9283 30.48/0.8439 29.21/0.8069 28.48/0.8581 34.07/0.9466
SRFBN [15]+ our 34.71/0.9293 30.55/0.8452 29.32/0.8081 28.57/0.8594 34.15/0.9480
improvements 0.05/0.0010 0.07/0.0013 0.11/0.0012 0.09/0.0013 0.08/0.0014

NLSN [22] 34.72/0.9295 30.57/0.8455 29.34/0.8083 28.58/0.8595 34.16/0.9482
NLSN[22]+ our 34.77/0.9304 30.61/0.8463 29.40/0.8091 28.63/0.8602 34.20/0.9491
improvements 0.05/0.0009 0.04/0.0008 0.06/0.0008 0.05/0.0007 0.04/0.0009

this paper can not be combined in these approaches. Therefore, in this paper,
we mainly evaluate our approaches with structures utilized in SRCNN [4],
VDSR [11], SRFBN [15] and NLSN [22].

As shown in Tables 1 and 2, the results with our learning strategy are
with better PSNR and SSIM, which proves the effectiveness of our approach.
Specifically, SRCNN [4] and VDSR [11] can be largely improved by our learning
strategy with degradations of BI and BD under up-sampling scales of ×3 and
×4. As shown in Table 1, the improvement of SRCNN on Urban100 dataset [10]
is 0.53 in PSNR evaluation metric with BI degradation under up-sampling scale
of ×4, while the corresponding improvement on Urban100 dataset [10] is 0.28
in PSNR evaluation metric with BD degradation under up-sampling scale of
×3 (as shown in Table 2). For VDSR [11], the average improvements with our
learning strategy are 0.16 and 0.132 in PSNR with BI and BD degradations,
respectively.

Meanwhile, for HF recovery frameworks with better performances, such
as SRFBN [15] and NLSN [22], as demonstrated in Tables 1 and 2, stable
improvements in PSNR and SSIM among all of the evaluation datasets can also
be obtained with our proposed strategies (with SRFBN [15] and NLSN [22] as
HF recovery frameworks), which proves that the sub-network of LF components
works positively to recover better HR images for different degradation models.
Note that the parameters of model used in HAN [24] is about 16 M, while the
count of parameters of SRFBN [15]+ our is only about 4 M. Hence, our ITS-Net
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shows the advantages with higher performance and fewer model parameters.
Besides, the stable improvements of our ITS-Net with different HF recovery
frameworks can also proves the robust compatible propriety of our approach
with different degradation models.

4.3 Qualitative Results

Figure 4 illustrates the qualitative comparison results between our approach
and state-of-the-art approaches under up-sampling scale of ×4 on Manga109
dataset [21] and Urban100 [10] dataset with BI degradation. We can find
that results obtained by bicubic interpolation suffers heavily blurring, and
approaches of (c) to (g) in Figure 4 can recover better HR images. Mean-
while, comparing with (b) to (f), more visual appealing results with sharper
boundaries and more details can be obtained by our approach, which also
demonstrates that the sub-network of LF components can improve the perfor-
mance of HR images with BI degradation.

Meanwhile, Figure 5 shows the qualitative comparison results between our
approach and state-of-the-art approaches under up-sampling scale of ×3 on
Urban100 [10] dataset with BD degradation, where the HR images are first
applied with Gaussian blur, then the input LR images can be obtained by
down-sampling the HR images with bicubic degradation. We can clearly see

Figure 4: Qualitative comparison results with state-of-the-art approaches under up-sampling
scale of ×4 with BI degradation on Manga109 dataset [21] (the first row) and Urban100 [10]
dataset (the second row). (a) Ground truth HR image; (b) bicubic; (c) SRCNN [4]; (d)
VDSR [11]; (e) EDSR [16]; (f) SRFBN [15]; and (g) SRFBN+ our.
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Figure 5: Qualitative comparison results with state-of-the-art approaches under up-sampling
scale of ×3 with BD degradation on Urban100 [10] dataset. (a) Ground truth HR image;
(b) bicubic; (c) SRCNN [4]; (d) VDSR [11]; (e) EDSR [16]; (f) SRFBN [15]; and (g)
SRFBN+ our.

that more details can be recovered by ITS-Net, and more visually appealing
results can also be obtained by our approach under BD degradation model.

4.4 Ablation Study

In this section, we provide more analysis of the different number of layers in
sub-network of LF components (with VDSR [11]) on Set5 dataset [3] under
up-sampling scale of ×4 with BI degradation, and the PSRN results are
demonstrated in Table 3. To reduce the training time, we use VDSR [11] as
the baseline here. We can see that as the number of layers increases, better
PSNR can be obtained, and the performance will be convergent. Hence, we
set the number of layers in sub-network of LF components as 5 in our paper.
As discussed in our paper, in the LF component recovery branch, only 5
convolution layers are utilized, the parameter size of the LF branch is only
about 0.1 M, which has little influence on the memory and evaluation time.

Besides, to show the effectiveness of the proposed iterative learning strategy,
we also provide ablation study here. As shown in Table 4, in comparison
with VDSR [11], directly training VDSR [11] with LF component branch can
improve the performance (VDSR+LF (joint)) (with 0.11 db improvement
in PSNR). Meanwhile, better PSNR results can be obtained by our iterative
learning strategy (VDSR+LF (iter)) with 0.13 db improvement in PSNR,
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Table 3: Results of PSNR with different number of layers in sub-network of low-frequency
on Set5 dataset [3].

Number 1 3 5 7

PSNR 34.48 34.49 34.54 34.54

Table 4: Results of PSNR with training strategies on Set5 dataset [3]. VDSR+LR (joint)
means result obtained by training VDSR wtih LR component recovery branch directly, and
VDSR+LR (iter) means result obtained by training VDSR wtih LR component recovery
branch with our iterative training strategy.

Methods VDSR VDSR+LF (joint) VDSR+LF (iter)

PSNR 31.30 31.41 31.54

which proves the effectiveness of the proposed iterative learning strategy.
Moreover, the proposed ITS-Net scheme with LF sub-network and iterative
learning strategy to learn LF and HF components is flexible and can be easily
combined with other effective frameworks to improve performance for SISR.

5 Conclusion

In this paper, we propose an iterative two-stream network (ITS-Net) for
accurate image SR, which consists of HF and LF components recovery branches.
Note that the LF recovery branch is simple but effective which is utilized to
replace the commonly used up-sampling operations (bicubic or bilinear), thus
the representation of LF components can be successfully enriched and better
HR images can be recovered. Meanwhile, to improve the compatible ability,
the iterative training strategy is employed which achieves more accurate image
SR performance by iteratively refining the high-frequency sub-network and the
low-frequency sub-network. Extensive experiments demonstrated that table
improvements can be obtained by our approach with different HF recovery
strategies, which proves the superiority of our proposed ITS-Net.
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