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Abstract
Online probability-based panels often apply two or more data collection modes to cover 
both the online and offline populations with the aim of obtaining results that are more 
representative of the population of interest. This study used such a panel to investigate 
how necessary it is, from the coverage error standpoint, to include the offline population 
by mixing modes in online panel survey research. This study evaluated the problem from 
three different perspectives: undercoverage bias, bias related to survey item topics and vari-
able characteristics, and accuracy of online-only samples relative to nationally representa-
tive benchmarks. The results indicated that attitudinal, behavioral, and factual differences 
between the online and offline populations in Australia are, on average, minor. This means 
that, considering that survey research commonly includes a relatively low proportion of 
the offline population, survey estimates would not be significantly affected if probability-
based panels did not mix modes and instead were online only, for the majority of topics. 
The benchmarking analysis showed that mixing the online mode with the offline mode did 
not improve the average accuracy of estimates relative to nationally representative bench-
marks. Based on these findings, it is argued that other online panels should study this issue 
from different perspectives using the approaches proposed in this paper. There might also 
be an argument for (temporarily) excluding the offline population in probability-based on-
line panel research in particular country contexts as this might have practical implications.
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Mixed-mode survey research is becoming increasingly common, and the use of 
web surveys offers a range of opportunities for mixing modes of data collection 
(Bryman 2016). There are many reasons for employing mixed modes, but the fol-
lowing three are especially common: to reduce costs, to maximize responses, and to 
save money in longitudinal surveys (Groves et al., 2009, p. 175). In addition to these 
benefits, probability-based online panels1 often apply two or more data collection 
modes to cover both the online and offline populations (Baker et al., 2010). While 
some of them collect data online only (e.g., Norwegian Citizen Panel), including 
by providing hardware with internet access (mixed-device, e.g., American Trends 
Panel, ELIPSS or LISS), others combine the online mode with telephone (e.g., Life 
in Australia™), mail (e.g., GESIS Panel), and face-to-face (e.g., KAMOS) data col-
lection as the offline modes (Kaczmirek et al., 2019, pp. 4-5). 

Generally speaking, mixing modes in probability-based online panel or web-
push research might be necessary since internet-only samples may not be repre-
sentative of the general adult population. This is due to significant differences in 
demographic and other characteristics between the online and offline populations 
(Baker et al., 2010), which still exist despite an increase of internet penetration over 
time (Mohorko et al., 2013; Sterrett et al., 2017). For example, in the United States 
in 2015, it was reported that 11% of adults did not self-identify as internet users and 
there were differences between the online and the offline populations (so-called 
onliners and offliners) in terms of age, race, marital status, education, and income 
(Keeter et al., 2015; Sterrett et al., 2017). In Europe, there were substantial dif-
ferences in internet access between countries, as well as differences between the 
online-offline populations in age, gender, and education (Mohorko et al., 2013). In 
Australia, it was estimated that about 14% of Australian households did not have 
home internet access (Australian Bureau of Statistics, 2018), and there were nota-
ble differences between people with or without access to the internet in terms of 
age, location (urban-rural), employment status, qualifications, gender, household 

1 More often than not, probability-based online panels collect data from the offline 
population using an alternative offline mode, such as telephone and mail (Kocar & 
Kaczmirek, 2021). This makes most probability-based (predominantly) online panels, 
active as of 2021, mixed-mode panels. In this study, we use the term “probability-based 
online panels”, which is consistent with terminology from Callegaro et al. (2014) and 
Baker et al. (2010).
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income, and country of birth (De Vaus, 2013, pp. 76-77). In addition, not every 
person with an internet connection has the skills or inclination to participate online 
(Pennay et al., 2016), which further decreases the share of the online population 
(Keeter et al., 2015), and the evidence suggest that those panellists should ideally 
be offered an offline mode to achieve better representation instead of providing 
them with technology (Cornesse & Schaurer, 2021). For all those reasons, an offline 
survey mode should be included or at least considered in probability-based panel 
research (Pennay et al., 2016).

To represent the general population, online panels have to find a way to include 
people without computer or internet access while balancing measurement equiva-
lence and coverage (Blom et al., 2016). Besides to not introduce socio-demographic 
coverage bias, data are collected from the offline population in mixed-mode survey 
research to reduce potential non-demographic coverage bias. While socio-demo-
graphic bias can be mitigated with calibration, the same approach is less effective in 
reducing non-demographic coverage bias in probability online panels (see Rookey 
et al., 2008, p. 965). There has been limited research on the effect of undercover-
age bias in online panels on the accuracy of derived non-demographic estimates, 
especially in the case of complete exclusion of the offline population (e.g., Eckman, 
2016) and relative to nationally representative benchmarks. Furthermore, because 
internet access and willingness to complete surveys online is changing so rapidly 
and varies across different country contexts, studies that have been undertaken may 
need to be updated with more recent data and/or in different geographic/cultural 
contexts. As Kaczmirek et al. (2019, p. 3) raised a question if the offline popula-
tion should even be included in probability-based online panel research to balance 
different types of errors and practical considerations (e.g., time, cost, questionnaire 
design), this research addresses the problem of undercoverage bias2 and its effect 
on the accuracy/consistency by using data from six Australian probability-based 
online panel surveys. By comparing the estimates from online and offline (tele-
phone) samples, the study aims to address the following research questions:

 � RQ1: How much undercoverage bias would there be if the offline population 
was completely excluded from probability-based online panel research? 

 � RQ2: What question and variable characteristics, such as question topic, repre-
sent the biggest differences between onliners and offliners?

2 ‘Undercoverage bias’ investigated in this paper is a hypothetical undercoverage bias 
which would be the result of completely excluding the offline population. Undercover-
age bias is, in practice, measured as attitudinal, behavioral, knowledge, and factual 
differences between the populations (online vs offline), as well as the effect of those 
differences on the estimates in case of exclusion of the offline population. As of 2021, 
the probability-based online panel investigated in our study is a mixed-mode panel 
(online and telephone modes).
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 � RQ3: Does calibration (raking) reduce the non-demographic differences 
between onliners and offliners?

 � RQ4: Does including the offline population improve the accuracy of estimates 
relative to the nationally representative benchmarks?

Before addressing these research questions, we will present the contemporary 
research on this highly relevant topic for the online panel research practice and 
build the study on the existing evidence on undercoverage bias in probability-based 
online panels.

Literature Review
Socio-demographic Undercoverage Bias in Online Panels

Including both online and offline populations in probability-based online panel 
research generally reduces undercoverage bias and results in better socio-demo-
graphic coverage. For example, the complete GIP (Germany) and LISS (the Neth-
erlands) panels, which include both online and offline respondents, were found 
to be closer to the general populations than the population consisting of online 
respondents only (Blom et al., 2017; Leenheer & Scherpenzeel, 2013). Previous 
research has shown that online and offline populations in probability-based online 
panels differ in various socio-demographic characteristics, which are often consis-
tent across online panels3 from different countries. Some of those characteristics 
are age (Blom et al., 2015; Blom et al., 2017; Bosnjak et al., 2013; Hoogendoorn 
& Daalmans, 2009; Keeter et al., 2015; Leenheer & Scherpenzeel, 2013; Toepoel 
& Hendriks, 2016), gender (Blom et al., 2015; Blom et al., 2017), education (Bos-
njak et al., 2013; Cornesse & Schaurer, 2021; Keeter et al., 2015; Revilla et al., 
2016; Toepoel & Hendriks, 2016), household size/structure/couple status (Blom et 
al., 2017; Keeter et al., 2015; Leenheer & Scherpenzeel, 2013; Revilla et al., 2016; 
Toepoel & Hendriks, 2016), ethnical background (Blom et al., 2017; Keeter et al., 
2015; Leenheer & Scherpenzeel, 2013; Toepoel & Hendriks, 2016), urbanization 
level (Blom et al., 2017; Keeter et al., 2015; Leenheer & Scherpenzeel, 2013), reli-
gion (Keeter et al., 2015; Toepoel & Hendriks, 2016), sexual orientation (Zhang 
et al., 2009) and income (Bosnjak et al., 2013; Hoogendoorn & Daalmans, 2009; 

3 Differences in those characteristics have been reported for CentERdata (Hoogendoorn 
& Daalmans, 2009), LISS (Leenheer & Scherpenzeel, 2013; Toepoel & Hendriks, 
2016), German Internet Panel (Blom et al., 2015; Blom et al., 2017), GESIS Panel (Bos-
njak et al., 2013), ELIPSS (Revilla et al., 2016), and American Trends Panel (Keeter et 
al., 2015).
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Keeter et al., 2015; Toepoel & Hendriks, 2016). Most of those characteristics are 
not included as covariates in typical post-stratification weighting.

Furthermore, non-internet households have lower response rates and higher 
attrition rates (Blom et al., 2017; Leenheer & Scherpenzeel, 2013; Revilla et al., 
2016), which would ideally be accounted for in post-survey adjustment and panel 
recruitment/refreshment. However, including offliners results in more representa-
tive samples in comparison to weighting adjustments (Blom et al., 2017). Also, and 
more importantly, the main issue is that an exclusion of the offline population from 
probability-based online panel research does not only result in socio-demographic 
representation bias, but in potentially biased estimates for many survey topics 
(Kaczmirek et al., 2019). A few different studies have already looked at funda-
mental non-demographic differences between onliners and offliners for which no 
adequate benchmarks were available.

Attitudinal, Behavioral, and Other Factual Differences 
Between the Online and Offline Populations 

The evidence suggests there are notable non-demographic differences between 
online and offline populations in probability-based online panel research, with or 
without statistically significant undercoverage bias and its effect on the final sur-
vey estimates. The differences between the populations are best captured in topics 
strongly related to internet access (Eckman, 2016), and internet and technology 
(Keeter et al., 2015). They can also be observed for various attitudes, behaviors, 
beliefs and other concepts such as: political attitudes, knowledge, voting and civic 
actions (Blom et al., 2017; Keeter et al., 2015; Pforr & Dannwolf, 2017; Toepoel 
& Hendriks, 2016; Zhang et al., 2009), personality traits (Bosnjak et al., 2013; 
Schaurer & Weiß, 2020; Toepoel & Hendriks, 2016), health (Toepoel & Hendriks, 
2016), purchasing power (Blom et al., 2015), financial circumstance (Keeter et al., 
2015; Toepoel & Hendriks, 2016), housing (Toepoel & Hendriks, 2016), media con-
sumption (Pforr & Dannwolf, 2017), and compliance with COVID-19 safety mea-
sures (Schaurer & Weiß, 2020). 

It has been reported that online and offline respondents differ in between one-
third (Keeter et al., 2015; Rookey et al., 2008) and two-fifths (Eckman, 2016, p. 47) 
of attitudinal and behavioral questions (with statistically significant differences), 
and there seem be no trends in the direction, questionnaire section, or question type 
(Rookey et al., 2008). While the differences between the populations often tend to 
be relatively modest (Keeter et al., 2015), and univariate difference often do not 
translate into statistically significant differences at the multivariate level in coun-
tries with high internet penetration (Eckman, 2016), certain target groups are with 
much greater differences between the online and offline populations, such as those 
65 years of age and older (Keeter et al., 2015).
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Socio-demographic bias in data (if observable) can be reduced with different 
post-survey methods, such as post-stratification weighting which adjusts the sample 
totals to the population totals using nationally representative benchmarks (Kalton 
& Flores-Cervantes, 2003). On the other hand, weighting adjustment using socio-
demographic covariates (including with regression models like GREG) does not 
sufficiently reduce non-demographic differences between onliners and offliners in 
probability-based online panel research (e.g., Pforr & Dannwolf, 2017; Rookey et 
al., 2008; Zhang et al., 2009). This suggests that excluding the offline population 
cannot be sufficiently adjusted with calibration or other post-survey adjustment 
methodology.

Estimation of Survey Accuracy with Benchmarking

There are at least two ways of estimating the effect of undercoverage bias on the 
accuracy of estimates. One way is by comparing survey results including the offline 
population with those excluding this population (see Eckman, 2016; Keeter et al., 
2015; Rookey et al., 2008). The other approach is to compare the results obtained 
with and without the offline population with the estimates derived from a represen-
tative external data source – usually an expensive and sufficiently large government 
survey with great attention to data quality and accuracy of survey estimates (Bialik, 
2018). 

The practice of benchmarking is often used to study the accuracy of nonproba-
bility-based online panels in comparison to probability-based ones (e.g., Kaczmirek 
et al., 2019; MacInnis et al., 2018; Pennay et al., 2018; Yeager et al., 2011), to per-
form mode effect analyses (Vannieuwenhuyze & Loosveldt, 2013), and to check 
the accuracy of findings in surveys and determine how to improve survey qual-
ity (Bialik, 2018). Benchmarking analysis can represent added value in coverage 
error research because the differences in distributions, which could be attributed 
to measurement mode effects in mixed-mode online panels, can add a net effect on 
undercoverage bias. Another advantage of high-quality government survey bench-
marks is that they are often carried out with single-mode data collection (Vannieu-
wenhuyze & Loosveldt, 2013). On the other hand, the disadvantage of benchmark-
ing analysis is that the required national representative data for non-factual and 
knowledge items are often not available, and in some cases, there is less trust in the 
validity of benchmarks4 (Singh, 2011).

In this study, we use both approaches to estimation of undercoverage bias. The 
added value of this research is an ability to compare attitudinal, behavioral and 

4 This appears to be a less of an issue in certain countries (including in Australia, where 
this study was undertaken) where official statistical agencies are able to compel poten-
tial respondents to complete their surveys with the use of financial sanctions for those 
that do not comply.
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other factual estimates to nationally representative non-demographic benchmarks 
due to a well-planned questionnaire design in one of the analyzed surveys.

Methods
Data

We analyzed data from the Life in Australia™ surveys. Specifically, six out of the 
first 16 waves before the first panel refreshment in June 2018 were used in this 
study. Life in Australia™ is the only probability-based online panel in Australia. It 
was established and is managed by the Social Research Centre. The panel has been 
used to collect data on important topics for different clients, from academic to gov-
ernment and non-governmental organizations (see the list of studies in Kaczmirek 
et al., 2019, p. 20). However, as those research projects were funded by different 
clients, the current study only had access to the data collected for the Australian 
National University (ANU) as the largest Life in Australia™ client (waves 1, 2, 3, 7, 
10, and 14). We used all available data to increase the range of survey topics and the 
number of survey items, required for greater statistical power to address RQ2. More 
information about the surveys is provided in Table 1 below.

While all six data files were analyzed to address research questions RQ1-3, 
only one out of the six data sources could be used in the benchmarking part of 
the study5 (RQ4) due to the unavailability of high-quality nationally representative 
benchmarks for the majority of the Life in Australia™ substantive survey items. 
The Health, Wellbeing, and Technology Survey 2017 (also known as Life in Aus-
tralia™ Wave 2, Pennay & Neiger, 2020) was analyzed to study the accuracy of 
estimates relative to nationally representative estimates. The questionnaire was 
designed based on the availability of high-quality benchmarks for Australia (see 
Table 5 in the Appendix) to study the accuracy of a probability-based online panel. 
Life in Australia™ Wave 2 data files can as well be used to establish the accuracy 
of online-only samples in comparison to mixed-mode samples.

5 While there was a very small number of national level estimates included in the other 
five Life in Australia™ waves, including from the Household, Income, and Labour Dy-
namics in Australia (HILDA) Survey, we considered benchmark uncertainty from this 
source too large due to sample attrition and the HILDA panel not being refreshed since 
2011.



methods, data, analyses | Vol. 17(1), 2023, pp. 93-120 100 

Population, Samples, and Data Collection Modes

In Life in Australia™, the panellists are defined as “residents of Australia aged 
18 years or older (English speaking)” and were recruited in the second half of the 
year 2016 (n=3,322). The response rate at the establishment of the panel, calculated 
as the product of the recruitment rate and the profile rate, was 15.5% (AAPOR 
RR3 (The American Association for Public Opinion Research 2016)). To under-
take recruitment, a dual-frame Random Digit Dialing (RDD) sample design was 
employed, with a 60:40 (pilot) and 70:30 (the main recruitment effort) split between 
mobile phone and landline sample frames6. The last birthday method was used to 
select potential panel members in landline frames and the phone answerers were 
selected for the mobile sample; only one person per household was invited to join 
the panel. Out of all panellists who were recruited, joined the panel, and were later 
invited to monthly surveys on different topics, about 87% can be defined as online 
(onliners) and about 13% as offline panellists (offliners). The online self-comple-
tion mode (CAWI) was used to collect data from the online panellists and the tele-
phone mode (CATI) was used to cover the offline population. Data were collected 
at approximately monthly intervals. An incentives scheme was used for recruit-
ment and monthly data collection – conditional incentives $10 per wave, with pan-

6 Baffour et al. (2016) reported that 95% of Australians own a mobile phone and 80% of 
Australians have a landline, using single frames would lead to significant differences in 
estimates of populations’ characteristics, and better coverage is provided in dual-frame 
telephone surveys.

Table 1 Life in Australia™ survey data collected for the ANU

Title of Life in  
Australia™ survey

Month  
and year Wave Final 

sample size
Completion 

rate (COMR) Data DOI

Australian Personas 
Survey, 2016

December 
2016 1 n=2,603 78.8% 10.26193/JFWRPI

Health, Wellbeing and 
Technology Survey 2017

January 
2017 2 n=2,580 78.6% 10.26193/YF8AF1

ANU Poll 2017: Housing March 
2017 3 n=2,513 77.7% 10.26193/EL5WHN

ANU Omnibus Survey 
2017 July 2017 7 n=2,290 74.3% /

ANU Poll 2017: Job 
Security

October 
2017 10 n=2,270 74.6% 10.26193/7OP0TI

World Values Survey, 
2018 April 2018 14 n=2,106 71.4% 10.26193/ZXF0SQ
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ellists either receiving a supermarket coupon or donating to charity (Kaczmirek 
et al., 2019). As can be seen in Table 1, the Life in Australia™ survey sample size 
decreased with each survey, which is a result of an increasing proportion of nonre-
spondents over time, as well as accumulating voluntary panel attrition.

Data Processing and Analysis

There are three main components of this study: (1) undercoverage bias – extent 
of univariate bias (RQ1), (2) undercoverage bias – survey item characteristics 
(RQ2 and RQ3), and (3) benchmarking analysis (RQ4). We will present analytical 
approaches for each of these components separately. All data processing and analy-
ses, except for multiple linear regression analyses in the second component (Stata), 
were carried using R software. The following packages were used for functions 
not directly provided by R’s base or stats packages: Hmisc, missforest, anesrake, 
survey, sjstats, and questionr. 

Undercoverage bias – extent of univariate bias. To estimate undercoverage 
bias at the univariate level in all six surveys and present evidence to answer RQ1, 
the following adapted Equation 1 from Eckman (2016) for absolute relative bias 
was used:

 

 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑎𝑎 𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎 ������� �  �𝑦𝑦���� � 𝑦𝑦���������
𝑦𝑦���������

�  (1)

where where 𝑦𝑦���� is   is the mean from the online population (excluding offliners) and and 𝑦𝑦���������    
is the mean from the full sample (onliners and offliners). Because the variables 
were measured in different units, absolute relative bias was estimated and averaged 
across all items (reporting median). The statistical significance of undercoverage 
bias was tested with different tests/models, with a significant regression coefficient 
indicating bias (consistent with Eckman, 2016). In addition to Chi-Square testing 
with nominal variables, linear (continuous variables), binary logistic (dichotomous 
variables), and ordinal regression models (ordinal variables) were analyzed with a 
substantive survey item as the response variable and the population as the predictor 
(0=online, 1=telephone). 

Since the majority of survey items were categorical (nominal and ordinal), 
dummy variables were also created for those variables (e.g., an ordinal variable 
with five levels generated five dichotomous variables) and their absolute relative 
bias was compared. As different statistical tests must be used to test for significant 
differences in categorical variables, relative distance had to be calculated alterna-
tively, like with sets of dummies. In practice, such results are often reported for 
one variable category only, e.g., the percentage of people strongly agreeing with a 
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particular statement, which further justifies the undercoverage bias calculation with 
dummies. 

Undercoverage bias – survey item characteristics. To extend the bias estima-
tion findings and present evidence to answer RQ2, multiple linear regression mod-
els were created (see Equation 2):

2): 

� �  𝛽𝛽� �  𝛽𝛽� 𝑋𝑋� � …�  𝛽𝛽�𝑋𝑋� � �    (2)

where Y is the effect size, X1 - Xn are the survey item characteristics such as item 
topic and question content, and ɛ is the error. 

Comparison of the distributions of onliners and offliners was carried out by 
calculating effect sizes (Y from Equation 2) as measures of association between 
pairs of variables. A total of 368 effects sizes were calculated for associations 
between each of 368 substantive items from six Life in Australia™ surveys (listed 
in Table 1) and mode of completion (0=online, 1=telephone). The calculated dif-
ferences between both populations were based on Cramer’s V and Rank-Biserial 
Correlation (R-BS) measures as effect sizes; a higher coefficient value represented 
a greater difference between the studied populations in the concept measured. Two 
different effect size measures had to be used to calculate effect sizes for differ-
ent variable types (nominal, ordinal, continuous), and they were calculated with 
both unweighted and weighted data. By raking survey data, the sample totals were 
adjusted to the selected population totals for both onliners and offliners separately. 
It was assumed that weighting would decrease some of the undercoverage bias.

The variable information (X1 - Xn from Equation 2) was coded for all 368 
variables from six Life in Australia™ waves. Using the European Language Social 
Science Thesaurus (ELSST) (UK Data Service, n.d.), survey item topics were iden-
tified and combined into 20 distinctive broad topics – the most common was values 
and social capital (12.8%), followed by housing and finance (both at 7.3%). To code 
the question content by type, the classification by Dillman (1978) was used; out of 
the four types, the combined attitudes and beliefs category was the most common 
type (65.5%), followed by behaviors (19.0%). The following variable types were 
used in the models: binary, nominal with 3+ categories, ordinal, and continuous 
(combining interval and ratio variable types). The most common variable type was 
ordinal (50.5%), followed by binary (33.7%). The modal categories were used as 
reference categories in the regression models presented in the Results section (e.g., 
values and social capital for broad topic). 

For better statistical power, the Life in Australia™ ordinal variables were 
included in all models, both the ones for categorical variables (with Cramer’s V 
value as the dependent variable) and for models with non-parametric effect sizes 
as dependent variables (with Rank-Biserial Correlation coefficient). Since R-BS 
coefficient values range from −1 to 1, and we were only interested in the magnitude 
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of effect sizes and not the direction, an absolute version of R-BS coefficient with 
positive values only was used. 

As the effect sizes were derived from the data collected from the same respon-
dents in the same wave and partially matching respondents in different waves (due 
to unit nonresponse and voluntary attrition), we had to identify a way of dealing 
with dependencies in the data so as not to violate any assumptions of ordinary 
least squares regression. The literature suggests approaches such as panel data 
analysis, bootstrapping regression models, and regression with clustering. Here, it 
was decided to carry out a combination of bootstrapping and clustering. Bootstrap-
ping was carried out to mitigate the problem of dependencies and calculate stan-
dard errors more accurately (Fox, 2015). Clustering was carried out to deal with 
regression model errors potentially being independent across clusters but correlated 
within clusters, i.e., waves with a unique sample composition (Cameron & Miller, 
2015). This was performed using Stata 13.

For more detailed technical information about the selection of statistical tests 
and effect size measures, the selection of substantive survey items, data processing, 
coding, raking, and statistical modeling, please see the Appendix.

Benchmarking analysis. In this part of the research, the results from Life 
in Australia™ Wave 2 survey were compared with the nationally representative 
benchmarks listed in Table 5 (see Appendix). All substantive measures from the 
study from Kaczmirek et al. (2019) were selected for use in our analyses, which 
partially replicated the approach of the original benchmarking study. To measure 
bias, the average absolute error (AAE) measure proposed by Yeager et al. (2011) 
was used (see Equation 3), which was computed across three categories, that is sec-
ondary demographics, substantive items, and combined secondary demographics 
and substantive items:

items: 

��� � ∑ ��������
�

����    (3)

where where 𝑦𝑦��  is   is the j-th estimate from Life in Australia™ Wave 2 survey and yj is the 
value for a corresponding benchmark. To estimate the accuracy of the online-only 
samples, the AAE values were compared between the online-only and online-
offline samples. Bootstrapping was used to test for statistical significance of differ-
ences7. The absolute relative bias measure from the undercoverage bias estimation 
(see Equation 1) was also used in this part of the article. 

Weighted estimates for the selected items and for all analyzed samples, in 
addition to the unweighted estimates, were calculated to assess the effect of calibra-

7 Following Pennay et al. (2018, pp. 14-15) and Yeager et al. (2011), we used bootstrap-
ping (n=1000 replications, each drawn sample was reweighted/raked to match socio-
demographic population benchmarks) to calculate standard errors and to carry out sta-
tistical testing. 
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tion on bias. It was decided to employ a consistent approach with no base weights 
derived. Raking weights were calculated for each sample separately, i.e., the 
online-offline and online-only samples, to balance the samples on key socio-demo-
graphics. The same raking covariates/primary demographics as in Kaczmirek et al. 
(2019) were used, while in contrast, the weighting benchmarks were taken from the 
Australian Census 2016 (Australian Bureau of Statistics, 2016). Raking was carried 
out to adjust the samples to the national distributions by gender, age by education, 
state by capital city in state, country of birth (Australia, English-speaking back-
ground, non-English-speaking background), and telephone status (mobile, landline, 
dual user). All larger weights were trimmed down to a value of 5. The random for-
est technique was used to impute missing values (Stekhoven & Buehlmann, 2012) 
for the listed weighting variables so as not to exclude any cases with valid values 
for substantive items.

Benchmarks from some of the largest government-funded national surveys in 
Australia were used in this study: the Australian Census 2016 (Australian Bureau of 
Statistics, 2016), National Health Survey 2014-15 (Australian Bureau of Statistics, 
2015), the National Drug Strategy Household Survey 2013 (Jefferson, 2015) and 
General Social Survey 2014, as well as the Australian Electoral Commission (2015) 
administrative data (benchmarks from Kaczmirek et al., 2019). These surveys 
should be considered as the best quality social research data sources in Australia, 
and the validity of the benchmarks should be the highest. For more methodological 
details, see Table 5 in the Appendix.

Results
This section will present the results of all analyses. It is divided into the following 
subsections: undercoverage bias – extent of univariate bias, undercoverage bias – 
survey item characteristics, and accuracy of estimation – benchmarking.

Undercoverage Bias – Extent of Univariate Bias

This section addresses the first research question, RQ1. To do so, the analysis from 
Eckman (2016) was partially replicated. To showcase the magnitude of differences 
between the populations, data were not weighted in the following analyses studying 
bias8.

8 Since Eckman (2016, p. 46) did not use weights and we applied the same analytical 
strategy to address RQ1, weighting was not used here in the univariate undercoverage 
bias part of the analysis for comparability purposes. The effect of weighting on under-
coverage bias (RQ3) is addressed in the ‘survey item characteristics’ and ‘benchmark-
ing’ subsections of the Results.
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The results in Table 2 reveal a fairly significant bias at the univariate level. 
With between 12.9% and 14.1% of offliners participating in the Life in Australia™ 
surveys, the results indicated that between 52.2% (out of 46, Wave 3) and 80.0% 
(out of 45, Wave 7) of items exhibited significant undercoverage bias, as determined 
by significance testing with regression modeling and Chi-Square testing. Further, 
dummy variables were generated from all categorical variables to estimate the 
average absolute bias. In this study, the median absolute relative bias was between 
4.7% (Wave 10) and 6.4% (Wave 1), which is substantially more than in the study 
by Eckman (2016). Absolute relative bias seemed to be associated with significant 
undercoverage bias as examined with dummy variables (and a limited number of 
interval/ratio variables) and was less severe than the bias observed with the origi-
nal variables. As categorical variables were split into dichotomous variables with 
lower proportions, and onliners and offliners might not differ in every single dimen-
sion measured by the variable, undercoverage was significant for a smaller portion 
(between 34.5% (Wave 3) and 63.8% (Wave 2)) of variables/variable categories.

Undercoverage Bias – Survey Item Characteristics

To identify the differences between onliners and offliners, which may be more gen-
eralizable than only comparing the distributions of individual items (univariate 
bias) or their dummies, four multiple linear regression models were constructed 
to address the second and third research questions RQ2 and RQ3. We primarily 
attempt to identify survey topics with the largest differences between the online 
and the offline populations to add new evidence to the existing research in the field 

Table 2 Undercoverage bias in six Life in Australia™ waves

Wave % offline 
panellists

Variables with 
significant* 

undercoverage biasa (n)

Dummy and continuous 
variables with significant* 

undercoverage biasb (n)

Absolute relative 
biasc (ARB)
Median (n)

1 12.9% 77.4% (106) 55.3% (512) 6.4% (512)

2 13.8% 69.1% (55) 63.8% (232) 5.9% (232)

3 13.5% 52.2% (46) 32.9% (228) 5.0% (228)

7 14.2% 80.0% (45) 57.2% (201) 6.3% (201)

10 14.1% 62.5% (48) 34.5% (229) 4.7% (229)

14 14.1% 72.1% (68) 58.6% (251) 5.3% (251)
a Each variable is tested for undercoverage bias, no matter the scale (total n=368), b Each 
categorical variable is recoded into a set of dummy variables and tested for undercoverage 
bias together with all continuous variables (total n=1,653), c absolute relative bias can be 
reported for all newly created dummies and continuous variables (total n=1,653), *p<0.05.
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(see ‘Attitudinal, behavioral, and other factual differences between the online and 
offline populations’ subsection of the Literature review), while also presenting the 
magnitude of those differences.

The results in Table 3 reveal some non-negligible differences between onlin-
ers and offliners which can be observed for the vast majority of topics - given that 
the reference category for values and social capital was fairly average in terms of 
the mean effect size9, the non-significant coefficient should be interpreted as no dif-
ference between that topic and values and social capital. To address RQ2, the most 
significant topical differences measured with Cramer’s V were observed for inter-
national relations, followed by internet10. Out of the other topics, public figures 
and health, media and finance (the latter only after weighting) had average effect 
sizes and household and family, science and technology, and government and pol-
icy items had below-average effect sizes. Household and family stood out as a topic 
with very few average differences between the online and offline populations.

Table 3 Ordinary least squares regression models with predictors of differences 
between onliners and offliners (carried out with bootstrapping and 
clustering – clusters as Life in Australia™ waves)

Cramer’s V, 
weighted data

Cramer’s V, 
unweighted data

R-BS 
coefficient, 

weighted data

R-BS 
coefficient, 

unweighted data

Predictors Beta 
coef. p value Beta 

coef. p value Beta 
coef. p value Beta 

coef. p value

Broad topics
Values and social capital 0 0 0 0
Environment 0.032 0.244 0.032 0.258 0.100 0.062 0.084 0.000**
Finance 0.024 0.000** -0.010 0.680 -0.049 0.000** -0.024 0.000**
Gender equality 0.003 0.714 0.002 0.627 0.042 0.219 0.049 0.000**
Government and policy -0.015 0.000** -0.026 0.000** -0.030 0.000** -0.037 0.000**
Health 0.032 0.000** 0.016 0.000** 0.007 0.010* 0.002 0.508
Household and family -0.063 0.000** -0.069 0.000** 0.063 0.148 -0.155 0.007**
Housing 0.004 0.886 -0.003 0.844 0.023 0.632 0.031 0.348
Internet 0.114 0.000** 0.166 0.000** 0.328 0.000** 0.466 0.000**
Labor, employment, 
work -0.004 0.610 -0.045 0.000** 0.019 0.026* 0.252 0.003**

9 Constants equal to between 0.106 (R-BS coefficient, weighted data) and 0.135 (Cra-
mer’s V, unweighted data).

10 This topic stood out even after several internet items with the highest effect size values 
were removed as part of outlier detection analysis and treatment. More procedural 
details about excluding outliers are provided in the Appendix.
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Cramer’s V, 
weighted data

Cramer’s V, 
unweighted data

R-BS 
coefficient, 

weighted data

R-BS 
coefficient, 

unweighted data

Predictors Beta 
coef. p value Beta 

coef. p value Beta 
coef. p value Beta 

coef. p value

Lifestyle 0.006 0.522 -0.008 0.340 0.025 0.428 0.023 0.000**
Multiculturalism 0.009 0.611 -0.018 0.555 0.034 0.291 0.083 0.003**
Politics and elections -0.017 0.038* -0.015 0.023* -0.038 0.000** -0.024 0.231
Science and technology -0.021 0.001** -0.062 0.000** 0.020 0.435 -0.020 0.001**
Wellbeing 0.005 0.450 -0.032 0.005** -0.024 0.164 -0.063 0.000**
Discrimination -0.023 0.013* -0.012 0.067
International relations 0.160 0.000** 0.180 0.000**
Media 0.029 0.001** 0.039 0.000**
Public figures 0.069 0.000** 0.093 0.000**
Other -0.001 0.898 0.012 0.139 0.029 0.013* 0.063 0.000**

Type of question content
Attitudes and beliefs 0 0 0 0
Behaviors -0.006 0.415 -0.006 0.608 -0.031 0.261 0.003 0.430
Attributes 0.008 0.608 0.048 0.001** 0.078 0.000** 0.277 0.000**
Knowledge -0.024 0.064 -0.070 0.000**

Variable type
Ordinal 0 0 0 0
Nominal -0.002 0.515 -0.002 0.718
Binary -0.039 0.003** -0.059 0.000**
Interval/ratio 0.083 0.046* 0.088 0.025*

No. of variable values 0.003 0.000** 0.002 0.000** -0.003 0.000** -0.005 0.000**

Constant 0.108 0.000** 0.135 0.000** 0.106 0.000** 0.129 0.000**

N 342 342 194 194

Adjusted R-Squared 0.349 0.286 0.416 0.563

Root Mean Square Error 0.053 0.066 0.066 0.083

*p<0.05, **p<0.01

The R-BS models showed that the differences between onliners and offliners 
were captured the most prominently in internet, but also in labor, employment, 
work, and partially in health, environment, and multiculturalism. The topics with 
below-average differences were finance (in contrast to the Cramer’s V model), poli-
tics and elections, and government and policy. Except for the internet and gov-
ernment and policy topics (and to some extent international relations), there were 
no observable trends – in some cases, weighting decreased bias in others it had 



methods, data, analyses | Vol. 17(1), 2023, pp. 93-120 108 

no effect; effect sizes differed substantially between Cramer’s V and R-BS models 
for the same topics; topics with above and below-average effect sizes could not be 
grouped further into broader homogenous topics with more or less undercoverage 
bias.

To address RQ3, both weighted and unweighted estimates of the differences 
between onliners and offliners are presented. The results show that raking reduced 
some of the differences between onliners and offliners. After weighting, both the 
Cramer’s V coefficients for topics and mean Rank Biserial coefficients for topics 
were decreased (see constants and coefficients), but most of the magnitude of the 
effect size remained. Nevertheless, on average, the differences between onliners 
and offliners were small (see the interpretation of effect sizes in Cohen, 1988, pp. 
79-81). Moreover, the effect of weighting on the decreased magnitude of differences 
can be observed for attributes as a type of question content. This should come as 
no surprise since attributes are, generally speaking, other “non-weighting” socio-
demographic or factual information about respondents and are associated with pri-
mary socio-demographics used in calibration. As no other type of question content 
category stood out as a predictor of differences in the weighted models, it can be 
concluded that the differences between onliners and offliners, when controlling for 
primary demographics, are fairly stable across question content. 

On the other hand, the differences measured with binary variables were 
smaller than those measured with ordinal variables (the reference category) in the 
Cramer’s V models, and the differences measured with continuous variables were 
greater than those measured with ordinal variables in the R-BS Coefficient models. 
Moreover, the number of variable values had a statistically significant effect in all 
four models. These results indicate that regression modeling and controlling for 
variable characteristics, in contrast to analyses such as ANOVA, can provide more 
robust results.

Accuracy of Estimation – Benchmarking

Finally, benchmarking was performed to establish how the observed differences 
between onliners and offliners affected the accuracy of estimates relative to the 
nationally representative benchmarks (see Table 4). Our focus was on the com-
parison of the Life in Australia™ online-offline and online-only samples. With this 
benchmarking analysis, the aim was to address RQ4. By presenting weighted and 
unweighted results, we will provide additional evidence to address RQ3.

The primary focus of this analysis was on the comparison of the accuracy 
of estimates if the offline population was completely excluded. Firstly, the results 
indicated that the Life in Australia™ estimates for all 18 items with available 
nationally representative benchmarks would differ very little if no offliners were 
included. The absolute relative bias (median) was 2.6% for unweighted and 1.7% 
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for weighted data. For unweighted data, ARB was about half that of the median 
ARB for all items from all six Life in Australia™ surveys that were analyzed in the 
first part of this paper (see Table 2, far right column). Also, the difference in ARB 
between weighted and unweighted Life in Australia™ Wave 2 estimates indicates 
that weighting can slightly decrease undercoverage bias as the difference between 
onliners and offliners in practice. This is consistent with our previous results (see 
Table 3). 

Despite observing differences in the average absolute errors between samples 
with or without offliners, with errors being consistently smaller in samples includ-
ing offliners (e.g., combined AAE for online+offline, weighted data: 5.41, com-
bined AAE for online only, weighted data: 5.74), none of those differences tested 
with bootstrapping were statistically significant at p<0.05. The evidence suggests 
that excluding the offline population would not deteriorate the quality of estimates 
in the Life in Australia™ for the studied concepts. This general finding applies to 
both calibrated and unweighted data. In the case of secondary demographics, the 
results showed that weighting (AAE 7.00 -> 5.75) was more efficient in reducing 
error than including the offline population (AAE 7.00 -> 6.65).
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Discussion and Recommendations
Mixed-mode surveys seem to be almost the standard in probability-based online 
panel research, but they do not come without a price tag. Increasing costs of inter-
viewer-administered data collection, no threat of mode effects in single-mode sur-
veys, a unified paradata system, and more convenient data collection and panel 
management are some of the reasons for not carrying out mixed-mode research. 
Based on the current findings, we share the opinion of Kaczmirek et al. (2019) 
and Revilla et al. (2016) who discussed the serious dilemma of whether research-
ers should include offliners (or to provide equipment) to balance different types of 
error, while not overlooking practical considerations such as time, cost, and ques-
tionnaire design.

Making a decision on (temporarily) excluding the offline population is a 
multi-dimensional problem. One could argue that the offline population should be 
included no matter the costs due to the offline population being fundamentally dif-
ferent to the online population; this has been supported by evidence from multiple 
studies (e.g., Eckman, 2016; Keeter et al., 2015; Rookey et al., 2008; Schaurer & 
Weiß, 2020). Similarly, the undercoverage bias analysis described here revealed 
statistically significant bias for more than half of all studied variables from all sur-
veys. Yet, the magnitude of differences between the populations, as well as the 
size of the offline population, should be a factor in the decision making, as the 
effect of undercoverage is a function of these two dimensions. With statistically 
significant but relatively small differences, and with a small proportion of offline 
respondents in the general population (in countries with high internet penetration 
rates, high-level internet literacy, and low online privacy concerns), there might be 
a much less significant effect of undercoverage than one would expect. Based on 
the evidence presented in this study, exclusion of the offline population generally 
does not substantially affect the derived estimates, which is consistent with findings 
from Toepoel and Hendriks (2016). However, caution should be taken in the case 
of probability-based online panels with a larger proportion of offliners, such as the 
GESIS Panel (see Schaurer & Weiß, 2020).

The findings of this research are based on data from one country only (Austra-
lia) and country-specific effects cannot be ruled out. The results indicate that inclu-
sion of the offline population in probability-based online panel research seems to 
be, to some extent, unnecessary from the coverage error and accuracy perspectives. 
This could potentially be generalized to other developed countries with high inter-
net penetration rates, narrower socio-economic and demographic distributions, and 
consequently, relatively minor differences between those with and without internet 
connection. At the very least, offliners could be temporarily excluded for certain 
topics which the current study identified as lesser predictors of differences between 
the populations, such as household and family, government and policy, or partially, 
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finance. On the other hand, it might be more prudent to think reversely - what items 
should never be included in probability-based online panel surveys if data are col-
lected from an online sample only, e.g., internet or international relations items in 
Life in Australia™. However, overall, the current study observed differences across 
the majority of topics with no particular trends. This is in line with the findings of 
Rookey et al. (2008) and other authors who have reported differences for various 
topics (e.g., Blom et al., 2015; Bosnjak et al., 2013; Eckman, 2016; Keeter et al., 
2015; Schaurer & Weiß, 2020; Zhang et al., 2009). 

We have to note that the observed bias might well be a result of a combina-
tion of fundamental differences between the populations (potential undercoverage 
bias), differential nonresponse in panel studies over time, as well as measurement 
error, such as due to measurement mode effects. With our regression modelling, 
we observed that variable type and number of variable categories had a signifi-
cant effect on the differences between onliners and offliners. This indicates that 
measures of the magnitude of effect size might be more dependent on the num-
ber of categories/ranges of continuous variables than theory suggests (see Cohen, 
1988; Glass, 1965), and that measurement mode effects were present in our data. 
For example, in the case of binary variables, the difference between the populations 
might be smaller due to acquiescence, i.e., tendency to agree with the interviewer. 
In this study, we did not attempt to disentangle the effects of coverage from the 
effects of survey participation in different modes on the observed bias. That would 
require a proper experimental design.

Moreover, the evidence suggests that while differences between onliners and 
offliners are present in probability-based mixed-mode research in Australia, any 
negative impacts on data accuracy should be minimal for the majority of topics, 
question contents, and variable types, even relative to the nationally representative 
estimates. In this study, we had a privilege to analyze online panel data with cor-
responding non-weighting benchmarks, something that was not done in previous 
research on undercoverage bias. Using this approach, we confirmed that online-
offline probability-based online panel samples produce slightly different estimates 
compared to online-only samples, but we could not confirm that those estimates 
were consistently more accurate. In the future, it would be worth exploring if 
undercoverage bias and its effect on survey estimates decrease at the bivariate or 
multivariate level, as previously reported by Eckman (2016) for probability-based 
online panels and by Biddle et al. (2018) for opt-in panels.

The current analyses were limited, to some extent, by the number of studied 
items and their characteristics. With a larger sample of items and variables with 
available benchmarks, possibly from questions related to different broad topics and 
with more continuous variables, future studies would have greater statistical power 
and better evidence for data-informed decision making. The current findings might 
have to be slightly adjusted in that case. This study presents a combined approach 
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to studying undercoverage bias and its effects on data accuracy, and as this was 
examined in the Australian context only, future research should focus on online-
offline population differences in other countries. This is particularly pertinent in 
regions with both lower internet penetration rates and wider socio-economic and 
demographic distributions. Such studies could help establish how necessary mixing 
modes and inclusion of the offline population are in a particular country’s context. 
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Appendix
Selection of Statistical Tests and Effect Size Measures 

In practice, various bivariate measures of association are used for pairs of variables 
of different types and distributions, such as epsilon squared, eta squared, Spear-
man’s rho, or Pearson’s r (see the bivariate effect size review from Kocar, 2018). 
Most of them were unsuitable for our analysis. For example, Bosnjak et al. (2013), 
who compared sample composition discrepancies in online panels, used Cohen’s d 
(comparing means) and Hasselblad and Hedges’s d (percentages). 

However, our study had to use an effect size measure for nominal variables 
which would indicate the same magnitude of association regardless of the number 
of cells in the contingency table or the degrees of freedom. Since the minimum 
number of either rows or columns was always two (modes: online and telephone), 
Cramer’s V coefficient could be used, whereby min(r-1, c-1)=2 always equals Phi 
and Cohen’s w values (see Cohen, 1988 for more information). This enabled com-
parability of coefficients, which would have been more challenging with larger con-
tingency tables. 

Secondly, due to the fairly low number of interval and ratio variables in the 
selected Life in Australia™ data (n=17), and as not all of them were normally dis-
tributed, non-parametric tests were used for ordinal and continuous substantive 
survey items and survey mode as a binary variable (0=online, 1=telephone). This 
was considered an acceptable adjustment since the Rank-Biserial Correlation mea-
sure is based on the Mann-Whitney U test, and the literature indicates that this test 
is only 5% less effective than a t-test even when the assumption of normality holds 
(Lehmann, 2004, p. 176). 

Data Processing and Effect Size Analysis

The data processing and effect size analysis was performed according to the fol-
lowing steps:
 � Selection of all substantive survey items in the Life in Australia™ data (six sur-

veys), excluding: (1) those with less than 20% valid responses (to avoid statistical 
power issues with small samples of offliners), (2) primary socio-demographics 
which were not asked in each wave but added to the data from the Life in Aus-
tralia™ profile dataset, (3) open-ended question items, (4) paradata variables. A 
total of 368 items were selected;

 � Coding of variables, adding information on: broad item topic, type of question 
content, variable type, and number of variable categories as predictor variables;

 � Calculation of raking weights for each of the six Life in Australia™ surveys, 
for onliners and offliners separately (to balance the samples on key socio-demo-
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graphics) using the selected covariates – calibration was carried out to adjust the 
samples to match the 2016 Australian Census distribution by age, gender, educa-
tion, state, country of birth (Australia, English-speaking background, non-Eng-
lish-speaking background), and telephone status (mobile, landline, dual user);

 � Calculation of Cramer’s V (Cohen, 1988) and Rank-Biserial Correlation coef-
ficient (Glass, 1965) for each Life in Australia™ substantive survey item in a pair 
with survey mode (weighted data and unweighted data);

 � Creation of a new data matrix with Life in Australia™ survey items as cases 
(rows), and effect size measures (dependent) and coded survey item information 
(predictors) as variables (columns);

 � Construction of multiple linear regression models with Cramer’s V value and 
Rank-Biserial Correlation coefficient (weighted and unweighted, a total of four 
models) as response variables, and broad item topic, question content, and vari-
able type as regressors;

 � Testing for all assumptions of ordinary least squares (OLS) regression and 
adjustment of the models according to the assumption test results (see outlier 
detection analysis below).

Outlier Detection Analysis

Outlier detection analysis identified a number of outliers affecting the normality of 
the residuals. Thus, a few units/cases (i.e., survey items) were removed based on the 
following criteria for outlier detection: standardized residuals (as discrepancy mea-
sures), leverage (as a distance measure), Cook’s distance and DFBETA (as influence 
measures). We identified a limited number of survey items which stood out with 
extreme values for most of the outlier detection measures.

In the end, nine outliers out of 351 nominal or ordinal variables were removed 
from the Cramer’s V models and nine outliers out of 202 ordinal or continuous 
were removed from R-BS coefficient models. It was observed that a number of out-
liers in the Cramer’s V models were internet broad topic survey items and remov-
ing them decreased the clearly inflated Adjusted R-Squared coefficients from 0.445 
to 0.349 (weighted) and 0.375 to 0.286 (unweighted), respectively. At the same time, 
the Root Mean Square Errors, as an absolute measure of fit, decreased significantly 
after removing outliers, which indicates a better absolute fit for both models. 

While a number of internet topic survey items were identified as outliers and 
removed from the model, the remaining ones were intentionally left in the model 
to compare the magnitude of differences between internet and other topics. In the 
models with R-BS coefficient values as dependent variables, Adjusted R-Squared 
increased and Root Mean Square Errors decreased after removing outliers, which 
meant a better absolute and relative fit in those regression models.
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