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ABSTRACT               I 

                  

 

Abstract 

 

In this thesis, a design of a high-speed, power-efficient, wide-range clock and data 

recovery (CDR) without a reference clock is proposed. A frequency acquisition 

scheme using a stochastic frequency detector (SFD) based on the Alexander phase 

detector (PD) is utilized for the referenceless operation. Pattern histogram analysis is 

presented to analyze the frequency acquisition behavior of the SFD and verified by 

simulation. Based on the information obtained by pattern histogram analysis, SFD 

using autocovariance is proposed. With a direct-proportional path and a digital inte-

gral path, the proposed referenceless CDR achieves frequency lock at all measurable 

conditions, and the measured frequency acquisition time is within 7μs. The prototype 

chip has been fabricated in a 40-nm CMOS process and occupies an active area of 

0.032 mm2. The proposed referenceless CDR achieves the BER of less than 10-12 at 

32 Gb/s and exhibits an energy efficiency of 1.15 pJ/b at 32 Gb/s with a 1.0 V supply.  

 

 

Keywords : Acquisition time, bang-bang phase detector (BBPD), bang-bang phase-

frequency detector (BBPFD), clock and data recovery (CDR), dual-loop, frequency 

acquisition, low power, phase-locked loop (PLL), referenceless, stochastic frequency 

detector (SFD), stochastic phase-frequency detector (SPFD), unlimited frequency 

detection. 

Student Number : 2016-20984 
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Chapter 1  

 

Introduction 

 

 

 

 

 

1.1 Motivation 

 

Recently, global data traffic is increasing unprecedentedly as smartphones have 

become more common and the use of video media platforms such as YouTube and 

Netflix has increased. In addition, lifestyle changes due to the COVID-19 pandemic 

are also accelerating this trend. For example, a global shutdown increased various data 

traffic volumes: High volume downstream video streaming, video conferencing, and 

game downloads mix with upstream video conferencing, social network live streams 

and uploads, as well as lower volume work and messaging applications [1] . This 

phenomenon is well descripted in Fig 1.1 and Fig 1.2. The leading cause of the ex-

ploding internet traffic is video streaming. According to Sandvine, in the first half of 
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2021, bandwidth traffic was dominated by streaming video, accounting for 53.72% of 

overall traffic, with Youtube, Netflix, and Facebook video in the top three [2] . Fig 

1.3 shows this trend well. Furthermore, this trend will intensify as the video definition 

increases. CISCO predicts that two-thirds of the installed flat-panel TV sets will be 

Ultra-High-Definition (UHD) or 4K by 2023, which is shown in Fig. 1.4 [3] . UHD 

as a percentage of IP VoD traffic will be higher at 35% by 2022 compared to 2017 

[4] .  

 

Fig. 1.1 The new COVID-19 broadband hosehold and the traffic growth in the early 

phase of the COVID-19 pandemic (2020) [1]  
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Fig. 1.3 Global internet traffic share [2]  
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In short, the amount of data that each user consumes per month will grow contin-

uously. However, not only the data bandwidth which each user consumes but also the 

total number of internet users and device connections is increasing. Global internet 

user growth is depicted in Fig. 1.5, and global device and connection growth is illus-

trated in Fig 1.6. Thus, this never-ending global datasphere is inevitable. IDC predicts 

that the global datasphere will grow to 175 zettabyes by 2025 [5] .  

The total data bandwidth for wireline interface must rise at a corresponding rate to 

handle the ever-increasing data traffic. A simple way to increase the data bandwidth 

is increasing the number of I/O pins. On the other hand, this solution requires a pro-

portional physical area and has limitations. Thus, it is suitable for linear growth but 

not for exponential growth shown by recent data traffic. For this reason, various wire-

line interface standards are evolving in the direction of raising per-lane data transfer 

rate. This trend is shown in Fig. 1.7. 

 

Fig. 1.4 Increasing video definition [3]  



Chapter 1. Introduction                                               6 

 

Currently, the standard that is mainly used in the industrial networks is OIF-CEI 

based Ethernet. According to HMS networks, the industrial network market is ex-

pected to grow by 8% in 2022, and 66% of all new installed nodes are Ethernet, which 

is shown in Fig. 1.8 [7] . The most recently established standard is 400 Gigabit Ether-

net (400GbE) and 200GbE, and Ethernet standards currently in commercial use are 

1GbE, 10GbE, 40GbE and 100GbE. As the data transmission rate rises, the distance 

 

Fig. 1.5 Global Internet user growth [3]  

 

 

Fig. 1.6 Global device and connection growth [3]  
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Fig. 1.7 Per-lane data-rate vs. year for a variety of common I/O standards [6]  

PCIe: Peripheral Component Interconnect express; QPI/KTI: QuickPath Intercon-

nect/Keizer Technology Interconnect; HT: HyperTransport; SATA: Serial Ad-

vanced Technology attachment; SAS: Serial Attached Small computer system inter-

face; USB: Universal Serial Bus; DDR: Double Data Rate SDRAM; GDDR: Graphics 

DDR; CEI: Common Electrical I/O; HDMI: High Definition Multimedia Interface; 

DP: DisplayPort. 
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that can be transmitted by copper wire is getting shorter. Thus, traditional copper wire-

line networks are becoming less and less common in Ethernet standards, and fiber-

optic networks are instead increasing in proportion. This trend is illustrated in Fig. 1.9. 

Since silicon chips cannot produce optical signals, there must be an electrical-to-op-

tical signal converter in the interface system to use fiber-optic networks. Moreover, 

the new Ethernet standard must be compatible with the previous standards, so Ethernet 

interface systems must support both electrical and optical cables. For these reasons, 

there are specified form factors that suit Ethernet standards: small form-factor plug-

gable (SFP) transceiver. The SFP converts the serial electrical signals to serial optical 

signals and vice versa, so it can be connected with a fiber-optic cable and a copper 

cable both [9] . Fig. 1.10 shows an example for 400GbE form factors. By the way, 

 

Fig. 1.8 Market shares 2022 according to HMS Networks [7]  
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there is no clock pin in the SFP or QSFP electrical pin-out, so SFP and QSFP trans-

ceivers need clock and data recovery (CDR) to regenerate the transmitted data. In 

addition, there is no space in SFP or QSFP modules to place a reference clock gener-

ator. Hence, SFP and QSFP must adopt referenceless CDR. 

Implementing a referenceless CDR is a challenging task because the addition of a 

frequency tracking scheme requires a local oscillator and an additional loop to control 

frequency acquisition. Furthermore, referenceless CDR has difficulty in wide-fre-

quency range operation because it has a limited frequency capture range. Despite these 

shortcomings, referenceless CDR is widely used in the wireline communications [11] 

- [52] . The main reason for using referenceless CDR is the reduced number of I/O 

pins, which is directly related to the system cost. A system like the HDMI interface 

employs forwarded clock architecture to lower the complexity of the receiver. How-

ever, it requires three additional pins, including one ground shield pin, to transmit the 

differential clock. A system like PCIe interface adopts an external 100MHz differen-

tial clock reference. Note that PCIe Gen 2 and 3 also supported data clocked reference 

clock architecture, which is the same as referenceless clock architecture, but this spec-

ification is deleted from PCIe Gen 4. In this case, three additional pins, including one 

ground shield pin, are assigned, and the clock generator should be placed in the same 

printed-circuit-board (PCB). Therefore, referenceless CDR is used when there is no 

space to allocate additional pins to packages such as connectors or when it is chal-

lenging to attach additional reference clock generators to the board. Repeaters and 

active cables are representative examples. 

  Systems that use referenceless CDR architecture do not receive external refer-

ence clocks, so they need a way to generate their own clocks and synchronize them 
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with input data. Therefore, a method of obtaining frequency information from input 

data is required for the referenceless CDR, which significantly affects the perfor-

mance of the CDR. In this thesis, we propose a design method for referenceless CDR 

using a stochastic frequency detector. We analyze data histograms to predict CDR 

lock behavior and introduce the way to choose optimal coefficient values for robust 

operation.  
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1.2 Thesis Organization 

 

This thesis is organized as follows. In Chapter 2, the backgrounds of the clocking 

architectures of high-speed serial link and general considerations of CDR are ex-

plained. The basic operations and architectures of the general CDR are provided. Also, 

frequency acquisition schemes for referenceless CDR are described. 

In Chapter 3, a referenceless CDR architecture based on the stochastic frequency 

detector is presented. First, the basic concept of the stochastic frequency detector 

(SFD) is described, and a method for analyzing the frequency acquisition behavior of 

SFD is presented. According to the proposed analysis method, it is possible to infer 

the points at which false lock occurs, thereby enabling a stable SFD design without a 

false lock. Secondly, simulation results of the proposed referenceless CDR are pre-

sented. Then, the circuit implementation of the proposed referenceless CDR is de-

scribed. Finally, the measurement results of the implemented CDR are presented.  

Chapter 4 summarizes the proposed work and concludes this thesis.  
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Chapter 2  

 

Backgrounds 

 

 

 

 

 

2.1 Clocking Architectures in Serial Link 

Interface 

 

Serial link interface is a communication interface between two digital systems. 

Serial link transmitter serializes low-speed on-chip parallel data into high-speed data 

and transmits high-speed data stream through wireline. Likewise, serial link receiver 

receives transmitted data stream and deserializes high-speed input data into low-speed 

parallel data to make data processable in a digital domain. This interface system is 

also referred to as the SerDes interface. Fig. 2.1 shows the simplified block diagram 

of the SerDes interface.  
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As the amount of data to process continuously rises, most the wireline communi-

cation systems use the SerDes interface to cope with increased throughput. As a result, 

the required bandwidth per pin keeps increasing, and several issues arise from the 

high-speed data rate. The signal-to-noise ratio (SNR) of the transmitted data is de-

graded by high-frequency channel loss and crosstalk. Various equalization schemes 

are adopted to compensate for channel loss and crosstalk [53] - [65] . Additionally, 

the timing margin of the receiver becomes tight, so the robust design of timing circuits 

is directly related to the performance of the receiver. Therefore, in order to understand 

the timing circuit properly, understanding the clocking architecture of SerDes is a pri-

ority. 

To accurately receive and decode transmitted data, the transmitter and receiver 

clocks must be synchronized or capable of operating asynchronously. The SerDes 

clocking architecture is classified according to the types of synchronization scheme 

between transmitter and receiver clocks. Table 2.1 shows the classification of signal-

clock synchronization [66] . Among the five types of signal-clock synchronization, 

three types are mainly adopted in SerDes architecture: synchronous, mesochronous, 

and plesiochronous.  

Table 2.1 classification of signal-clock synchronization [66]  
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Synchronous clocking architecture is a clocking scheme with no frequency and 

phase differences between the receiver clock and the transmitted data. It means that 

there is no need to additionally adjust the clock phase for data sampling. Typically, 

synchronous clocking is implemented with forwarded-clocking architecture. Fig. 2.2 

is an example of synchronous clocking architecture with a forwarded-clocking 

scheme. In order to operate synchronous clocking architecture reliably, the delay of 

the data channel and the clock channel should be matched, and the delay of the trans-

mitter side (clock to driver delay) and the receiver side (clock buffer delay) should be 

matched or within a reasonable range. If the aforementioned delays are controlled 

tight enough to guarantee robust operation, synchronous clocking architecture is a 

simple and effective way to construct a SerDes interface with low cost. However, it is 

difficult to take a synchronous clocking architecture in the modern SerDes interface. 

As the data rate goes up, the timing margin for the robust sampling decreases while 

the clock skew and propagation delay remain the same. Furthermore, synchronous 

clocking architecture is sensitive to delay variations in on-chip circuits and PCB back-

plane. For these reasons, synchronous clocking architecture is used in relatively low-

speed applications. 

  Mesochronous clocking architecture is a clocking scheme with only a phase differ-

ence between the receiver clock and the transmitted data. Almost all systems using 

forwarded clocking architecture belong to this classification. Fig. 2.3 shows a typical 

case of a mesochronous SerDes system adopting forwarded clocking architecture. 

Since the frequency is the same as TX, only a delay adjustment is required to ensure 

optimal sampling timing. Such a delay adjustment method may be implemented man-

ually or automatically. If the SerDes system has a pre-training sequence, 
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CDR is not required because the controller can perform delay adjustments. In this case, 

a variable delay line or phase-interpolator (PI) is sufficient. In contrast, CDR is re-

quired if the system does not have a controller. CDR can be performed with a simple 

deskewing circuit such as a delay-locked loop (DLL) or a PI. Meanwhile, the mes-

ochronous system may also be configured with a common clock architecture rather 

than forwarded clocking architecture. Fig. 2.4 is an example of the mesochronous 

system using common clock architecture. Instead of a transmitted clock, the receiver 

phase-locked-loop (PLL) generates a clock having the same frequency as the trans-

mitter. Then, CDR with the aforementioned deskewing circuit adjusts the clock phase. 

Common clock architecture is widely used in PCIe applications [67]. Although mes-

ochronous clocking architecture requires an additional clock channel or external ref-

erence clock generator, it is widely used in some applications because of its simple 

CDR structure. 

In the plesiochronous clocking architecture, there is a slight frequency difference 

between the transmitted data and the receiver clock. Fig. 2.5 shows an example of 

plesiochronous clocking architecture. Since there is no common clock, the transmitter 

and receiver generate clocks with their own reference clock. Thus, each clock cannot 

be synchronized, resulting in a slight frequency difference. This frequency difference 

causes a continuous drift in the relative phase of the clocks. An elastic buffer can be 

used to resolve this problem, but it is valid when there is little attenuation of data. 

Most receivers need to regenerate the attenuated data; thereby, CDR is required in 

general. Unlike mesochronous systems, CDR in plesiochronous systems must track 

not only phase but also frequency. Consequently, frequency acquisition ability must 

be added to the receiver, which makes the design of the receiver challenging. 
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Still, plesiochronous clocking architecture is generally used in the system where the 

addition of a clock channel is costly or impossible.  
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2.2 General Considerations for Clock and 

Data Recovery 

 

2.2.1 Overview 

 

One of the critical tasks in building a high-speed analog SerDes interface is getting 

the receiver clock to be properly aligned to the incoming data. Since most of the Ser-

Des interface is mesochronous or plesiochronous clocking architectrues, in order to 

perform synchronous operations such as retiming and demultiplexing on random data, 

receivers must generate a clock synchronized with input data. Clock alignment is usu-

ally done using a feedback system called clock and data recovery (CDR) block. The 

CDR circuitry creates a clock signal that is aligned to the phase and, to some extent, 

the frequency of the transmitted signal. Fig 2.6 illustrates a role of a CDR circuit. The 

clock recovery circuit senses the data and produces a periodic clock. As shown in Fig. 

2.7, the decision circuit samples the noisy data at the rising edge of the recovered 

clock. This series of processes, called CDR, allows the receiver to regenerate noisy 

data into clean data. In order for the CDR to operate properly, the recovered clock 

must satisfy three conditions [68] . First, the recovered clock must have a frequency 

equal to the data rate. Second, it must have a certain phase relationship with respect 

to data, enabling optimal sampling of the input data. Third, it must exhibit a small 

jitter as it is the principal contributor to the retimed data jitter.  
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Fig. 2.6 Role of a CDR circuit in retiming data [68]  

 

 

 

Fig. 2.7 Optimum sampling of noisy data [68]  
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2.2.2 Jitter  

 

According to the SONET standard, jitter is defined as the short-term variations of 

a digital signal's significant instants from their ideal positions in time [69] . In short, 

jitter is timing errors within a system. The presence of jitter changes the edge positions 

with respect to the sampling point. An error will occur when a data edge falls on the 

wrong side of a sampling instant. Jitter is mainly expressed in unit-interval (UI), which 

is the minimum time interval between conditional changes in the data transmission 

signal, also known as pulse time or symbol duration time. 

Since jitter has a random component, it cannot be accurately predicted at a specific 

time. Therefore, jitter must be specified using statistical terms such as mean value and 

standard deviation. Jitter analysis is important to estimate the performance of the re-

ceiver because the data-eye opening can be estimated as the amount of total jitter at a 

specific bit error rate (BER). To accurately estimate the amount of total jitter, the total 

jitter must be decomposed into random jitter (RJ) and deterministic jitter (DJ). 

 

 

2.2.2.1 Random Jitter (RJ) 

 

Random jitter comes from processes that are truly random noise sources, such as 

thermal noise and flicker noise. Since random jitter cannot be accurately predicted in 

a given cycle, statistical approaches are used to analyze the amount of random jitter. 

The most useful method to measure the random jitter is finding the standard deviation 

of the random distribution, which is the same as the root mean square (RMS) jitter. 



Chapter 2. Backgrounds                                              27 

 

As depicted in Fig. 2.8, random jitter is assumed to follow Gaussian distribution and 

to be uncorrelated with other system noise sources. The two tails extending away from 

the center of the curve asymptotically approach zero, but not zero. Therefore, a 

probability density function (pdf) of random jitter is considered to be unbounded as 

test time increases. The BER caused by the random jitter is proportional to its standard 

deviation σ. Moreover, if there are multiple sources of uncorrelated random jitter, the 

total amount of random jitter is the RMS of each random jitter. 

σtotal = √𝜎1
2 + 𝜎2

2 +⋯+ 𝜎𝑛
2 

  

 

Fig. 2.8 The normal distribution [70]  
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2.2.2.2 Deterministic Jitter (DJ) 

 

Deterministic jitter is jitter with a non-Gaussian pdf. It has identifiable causes and 

is always bounded in amplitude. The sources of deterministic jitter are generally re-

lated to imperfections in the behavior of a device or transmission medium: limited 

bandwidth of the signal path, signal reflection, clock duty-cycle distortion, switching 

power supply noise, crosstalk from neighboring signals, and electromagnetic interfer-

ence (EMI) of surroundings. Deterministic jitter consists of four components; data-

dependent jitter (DDJ), duty cycle distortion (DCD), bounded uncorrelated jitter 

(BUJ), and sinusoidal jitter (SJ). The way to quantify DJ is to use peak-to-peak value 

since it is bounded [72] . 

Data-dependent jitter (DDJ), also known as pattern jitter or inter-symbol interfer-

ence (ISI), is the timing error correlated with the bit sequence in a data stream. The 

terms "data-dependent jitter" and "pattern jitter" are used to describe the effects of 

jitter in the time domain, while the terms "ISI" are more commonly applied in the 

frequency domain. DDJ appears in the form that the response of the current bit is 

affected by the response of the previous bit. The primary source of DDJ is the limited 

bandwidth of the signal path. The high frequency signal has a shorter settling time 

than the low-frequency signal. This changes the starting conditions of the transition at 

different frequencies and results in timing errors depending on the data pattern applied.  

Pulse width distortion (PWD) or duty cycle distortion (DCD) is the deviation in 

duty cycle value from the ideal value. For many serial data systems, this value is equal 

to the bit time deviation of 1 and 0 bits. It can also be defined as the difference in 
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propagation delay between high and low latency at low latency. PWD causes distor-

tion in the eye diagram where the eye crossings are offset up or down from the vertical 

midpoint of the eye. The main source of the PWD is timing differences between rising 

and falling edges within a system. It can also be caused by ground shift if the signal 

is single-ended or by voltage offsets between differential inputs if the signal is differ-

ential. 

Bounded uncorrelated jitter (BUJ) is any deterministic jitter that is bounded in am-

plitude but uncorrelated to the data pattern. Generally, the source is interference from 

other signal sources such as EMI, capacitive and inductive coupling, and power sup-

ply switching noise.  

Sinusoidal jitter (SJ) or periodic jitter (PJ) refers to the sinusoidal or periodic var-

iations of the rising and falling edges of the signal within time. The primary source of 

the SJ is interference from signals that are related to the data pattern. In addition, 

ground bounce and other power supply variations are common causes, although the 

levels of sinusoidal jitter normally encountered are very low.  

 

 

2.2.2.3 Total Jitter (TJ) 

 

Total jitter (TJ) is defined as the amount of eye closure due to jitter at a particular 

BER [71] . The peak-to-peak total jitter can be obtained by subtracting the eye-open-

ing at a specific BER level at the bit interval. Since total jitter is composed of deter-

ministic jitter (DJ) and random jitter (RJ), TJ pdf is the convolution of the Gaussian 

distribution (RJ pdf) and the non-Gaussian distribution (DJ pdf). Typically, TJ pdf is 
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modeled using a dual-Dirac model. In the dual-Dirac model, DJ is assumed to follow 

a distribution formed by two Dirac-delta functions. Then, TJ distribution can be con-

sidered as two Gaussian distributions over two tail regions, which is shown in Fig. 2.9. 

In other words, TJ model is Gaussian approximation to the outer edges of the jitter 

distribution displaced by DJ(δδ), where DJ(δδ) is |μL − 𝜇𝑅| [73] . 

  Alternatively, DJ distribution can be modeled as sinusoidal or uniform distribu-

tion. Fig. 2.10 and 2.11 shows the resulting distribution of the total jitter. Note that 

the central part of the dual-Dirac distribution may not match the actual distribution. 

However, it does not matter because an important feature of the dual-Dirac distribu-

tion is that the Gaussian tails can be matched to the tail of the actual jitter, which en-

ables the estimation of the BER. 

 

 

Fig. 2.9 The convolution of the sum of two delta functions separated by DJ and 

Gaussian RJ distribution of width σ [73]  
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Fig. 2.10 Application of the dual-Dirac model (DJ: sinusoidal distribution) [73]  

 

Fig. 2.11 Application of the dual-Dirac model (DJ: uniform distribution) [73]  
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Therefore, if the standard deviation of the RJ (σ) and the DJ(δδ) is given, peak-to-

peak total jitter can be approximated as follows 

 

TJ(BER) = 𝐷𝐽(𝛿𝛿) + 2𝑄𝐵𝐸𝑅 × 𝜎 

 

where 𝑄𝐵𝐸𝑅 is calculated from the complementary error function, as given in Table 

2.2. 

 

  

Table 2.2 Values of QBER  
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2.2.3 CDR Jitter Characteristics 

 

2.2.3.1 Jitter Generation 

   

  Jitter generation refers to the amount of jitter produced by a CDR circuit itself 

when jitter-free data is applied to its input. Generally, as shown in table 2.3, jitter 

specifications stated in wireline standards are 0.1UI peak-to-peak and 0.01UI RMS. 

Factors that generate jitter are as follows: First, device noise, including voltage-con-

trolled oscillator (VCO) intrinsic phase noise; Second, ripple on the control voltage; 

Third, supply and substrate noise. Fig. 2.12 shows the closed-loop jitter of the oscil-

lator. The jitter rises with the square root of time until 𝑡1 =
1

2𝜋𝑓𝑢
, where 𝑓𝑢 is the 

loop bandwidth. Then, it is saturated thereafter with the effect of noise shaping by 

PLL. 

  

Table 2.3 SONET Jitter Generation [69]  
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2.2.3.2 Jitter Transfer 

 

The jitter transfer function represents the amount of jitter attenuation at a particu-

lar offset frequency. In other words, jitter transfer is a measure of the amount of jit-

ter transferred from the input to the output of the system. Jitter transfer is important 

for cascaded clock recovery circuits in long-distance transmission systems because 

if the jitter is amplified, it should not exceed the jitter tolerance of the subsequent 

system. Hence, jitter transfer measurement is required to confirm that there is no 

amplification of jitter by network elements in the transmission system.  

From the CDR point of view, the jitter transfer function shows a frequency re-

sponse at which the input jitter starts to be filtered. For example, if the input jitter 

varies slowly, the output must follow the input to ensure phase-locking. On the other 

hand, if the input jitter varies rapidly and exceeds the bandwidth of the CDR circuit, 

 

Fig. 2.12 Accumulation of cycle-to-cycle jitter in a phase-locked oscillator:  

(a) actual behavior (b) conceptual behavior [68]  
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the CDR cannot keep up with the input jitter and filters it. Thus, the jitter transfer 

exhibits the same low-pass characteristics as PLL. Fig. 2.13 shows the jitter transfer 

mask stated in SONET. 

 

  

 

Fig. 2.13 Jitter Transfer Mask [69]  
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2.2.3.3 Jitter Tolerance 

 

Jitter tolerance (JTOL) is the amount of peak-to-peak jitter that can be applied at a 

particular BER to the extent that the PLL does not lose its lock. The jitter tolerance 

is affected by both the loop bandwidth and the offset frequency. If the frequency of 

the jitter is lower than the CDR loop bandwidth, the PLL simply passes through the 

jitter with little attenuation, resulting in a high jitter tolerance. Likewise, a PLL with 

a low loop bandwidth will have lower jitter tolerance than a wideband PLL. Here, a 

trade-off relationship is established in the CDR design. If the CDR bandwidth is de-

creased to lower the jitter transfer bandwidth, then jitter tolerance degrades substan-

tially at high jitter frequencies.  

The approximate condition of maximum phase error of the recovered clock to pre-

vent BER increase is 0.5UI, which is very close to the zero-crossing points of data. 

It can be mathematically expressed as follows. 

 

 𝜑𝑖𝑛 − 𝜑𝑜𝑢𝑡 <
1

2
UI (2.1) 

 

Since 𝜑𝑜𝑢𝑡 = 𝜑𝑖𝑛𝐻(𝑠), where 𝐻(𝑠) is the jitter transfer function, equation 2.1 

can be modified as 

𝜑𝑖𝑛[1 − 𝐻(𝑠)] <
1

2
UI 

𝜑𝑖𝑛 <
0.5UI

1 − 𝐻(𝑠)
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Therefore, the mathematical expression of jitter tolerance is  

 

𝐽𝑇𝑂𝐿(𝑠) =
0.5

1 − 𝐽𝑇𝐹(𝑠)
 

 

Fig. 2.14 and Fig. 2.15 shows the jitter tolerance mask specified in SONET and 

OIF-CEI, respectively. 

 

Fig. 2.14 SONET Jitter Tolerance Mask 118[69]  
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Fig. 2.15 OIF-CEI Jitter Tolerance Mask [74]  

∙ fb : maximum baud-rate supported by channel 

∙ fCRU : jitter corner frequency given by fb/6640 
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2.3 CDR Architectures 

 

CDR architectures can be classified by the existence of feedback control. It is re-

lated to the phase relationship between the received input data and the local clock at 

the receiver, which is described in Chapter 2.1. Commonly used CDR topologies may 

be divided into three major categories: Topologies using feedback phase tracking, an 

oversampling-based topology without feedback phase tracking, and topologies using 

phase alignment but without feedback phase tracking [75] . However, except for the 

first category, it has been rarely used in wireline systems recently. In this chapter, we 

will discuss some types of CDRs in the first category that are still widely used today. 

 

 

2.3.1 PLL-based CDR – with external reference clock 

 

The PLL-based CDRs can be classified according to the existence of a reference 

clock. The CDR without a reference clock will be discussed later to see the PLL-based 

CDR with a reference clock first.  

In order to lower the VCO jitter from the ripple of the control voltage, it is desirable 

to decompose the VCO control into coarse and fine inputs [76] . A CDR architecture 

utilizing such a scheme is depicted in Fig. 2.16. In this CDR architecture, two voltage-

controlled oscillators (VCOs) are used for the two tracking loops. VCO2 is a replica 

of VCO1, and the gain of VCO2 is greater than the gain of VCO1. Here, the phase 

tracking loop with a phase detector (PD) locks the phase of VCO1 into input data 
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through fine control. Because the gain of VCO1 is relatively lower than that of a con-

ventional single-loop PLL, ripples of the fine control voltage introduce less jitter than 

the conventional one. The frequency tracking loop with the phase-frequency detector 

(PFD) locks the phase and frequency of VCO2 output to the phase and frequency of 

the input reference clock. In general, since the frequency of the reference clock is 

lower than the input data rate, a divider is used to increase the frequency of the output 

clock by N times than the reference clock. Since VCO1 and VCO2 are identical, the 

control voltage of the frequency tracking loop can be used in the coarse control of the 

phase tracking loop.  

CDR architecture using dual VCO has an advantage in reducing ripples, whereas 

 

Fig. 2.16 PLL-based CDR architecture with dual VCO. 
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it has several design issues. The first one is the center frequency mismatch due to 

random mismatches between the two VCOs. Even if two VCOs are identical and share 

the same coarse control voltage, there can be a difference in the operating frequency 

due to PVT variation and mismatch. For this reason, the phase tracking loop must still 

achieve a sufficiently wide capture range to guarantee locking even with the initial 

frequency difference [76] . The second issue is the frequency mismatch between in-

coming data rate and lock frequency (𝑁𝑓𝑅𝐸𝐹) of the frequency tracking loop. There 

can be an error of 5 to 10 ppm between the frequency of transmitted data and 𝑁𝑓𝑅𝐸𝐹. 

As a consequence, VCO1 and VCO2 may pull each other through the substrate or 

supply lines. If the bandwidth of the frequency tracking loop is larger than that of the 

phase tracking loop, the pulling caused by VCO2 can be corrected, but the pulling 

caused by VCO1 cannot be fixed. Another design issue is area overhead. Employing 

two PLL requires a large area, and this area issue may worsen the aforementioned 

mismatch problem. If the VCO type is an LC oscillator, this problem becomes worse. 

Fig. 2.17 describes a relatively simple CDR architecture that acquires frequency 

and phase in two steps. In this architecture, the frequency tracking loop is enabled first 

to lock the oscillator to 𝑁𝑓𝑅𝐸𝐹. When the frequency error between the PFD inputs 

falls to a sufficiently low level, the lock detector detects it and determines the locked 

state. Then, the frequency tracking loop is disabled, and the phase tracking loop is 

enabled to lock the VCO to the data. Though the frequency lock is achieved, the lock 

detector should continue to operate as the CDR may lose the lock due to unexpected 

noise. On the other hand, this CDR architecture has a critical design issue which needs 

to be verified thoroughly: loop transition. After the frequency lock, loop transition 
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occurs from frequency tracking loop to phase tracking loop. Here, if the transition 

disturbs the control voltage significantly, VCO frequency may jump out of the capture 

range of the phase tracking loop, resulting in a failure of phase locking. 

The aforementioned CDR architectures use analog PLL, which adopts a charge 

pump (CP), analog low-pass loop filter and VCO. Unlike the CDR architectures above, 

an all-digital PLL (ADPLL) based CDR uses a digital loop filter (DLF) and a digi-

tally-controlled oscillator (DCO) instead of CP, analog LPF, and VCO. Fig. 2.18 

shows the simplified block diagram of ADPLL-based CDR. Compared to analog 

PLL-based CDR, ADPLL-based CDR has several advantages. Since the loop compo-

nents are mostly in the digital domain, the CDR loop becomes less vulnerable to pro-

cess, voltage and temperature (PVT) variations and external noise sources. In addition, 

using digital logic rather than the analog components can minimize the required layout 

 

Fig. 2.17 PLL-based CDR architecture using sequential locking. 
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area because it can be combined with other digital elements of the receiver, such as 

the decision-feedback equalizer (DFE) adaptation loop. Moreover, programmability 

resulting from digital implementation makes it easy to control loop parameters such 

as proportional gain and integral gain after chip manufacturing. However, the digital 

implementation of the CDR loop also has drawbacks. Compared to analog PLL-based 

CDR, ADPLL-based CDR shows longer latency because the input data and PD out-

puts must be deserialized to be processed in a digital domain. A long latency in the 

digital loop introduces a larger limit cycle as well as the jitter; thus, it can degrade the 

phase and frequency tracking ability and the stability of the loop [77] . Moreover, 

dithering due to the finite resolution of the DCO is translated to jitter.  

  

 

Fig. 2.19 PLL-based CDR architecture with dual VCOs 

 

Fig. 2.18 ADPLL-based CDR architecture 
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2.3.2 DLL/PI-based CDR 

 

Delay-locked loop (DLL)-based CDR and phase interpolator (PI)-based CDR are 

similar to PLL-based CDR using dual VCOs. Instead of VCO1, DLL or PI adjusts the 

clock phase to fit the input data. Instead of the control voltage, the frequency tracking 

loop passes the frequency-adjusted clock to the DLL or PI. As a result, DLL or PI-

based CDR avoids the drawbacks of multi-VCOs: pulling and mismatch.  

One of the most significant merits of using DLL or PI is the stability of the system. 

By directly controlling the clock phase, the pole is not generated in the closed-loop 

transfer function of PLL. Furthermore, DLL and PI loops are 1-st order systems; there 

is no jitter peaking in the transfer function. For these reasons and the advantage of 

sharing a frequency tracking loop, DLL or PI-based CDR is appropriate for multi-

channel integration. 

Fig. 2.20 shows an example of DLL-based CDR. A frequency tracking loop is 

required because DLL does not work with a frequency offset. In the forwarded clock-

ing system, the frequency tracking loop can be removed, as depicted in Fig. 2.21. 

However, DLL suffers from several issues, including harmonic locking and stuck 

problems. These problems stem from the initial condition and limited delay range of 

the voltage-controlled delay line (VCDL). 

Fig. 2.22 and 2.23 illustrates an example of PI-based CDR. It has the same dynam-

ics and structure as DLL-based CDR, but there are several differences. First, the loop 

filter and control block is implemented in the digital domain. PI-based CDR also re-

quires a frequency tracking loop, but it also works when the frequency offset is small. 

Furthermore, the delay range is unlimited with the phase-rotator.  
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Fig. 2.20 DLL-based CDR architecture 

 

 

 

Fig. 2.21 DLL-based CDR architecture : forwarded clocking 
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Fig. 2.22 DLL-based CDR architecture 

 

 

 

Fig. 2.23 DLL-based CDR architecture : forwarded clocking 
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2.3.3 PLL-based CDR – without external reference 

clock 

 

PLL-based CDR architecture without an external reference clock is referred to as a 

referenceless PLL-based CDR or referenceless CDR. While frequency detectors (FDs) 

in PLL-based CDR with an external reference compare the frequency of the VCO and 

the reference clock, frequency detectors in referenceless CDR compare the frequency 

of the input data and the recovered clock. That is, the referenceless CDR extracts the 

frequency information from the incoming data stream and automatically adjusts the 

recovered clock frequency to the input data rate.  

There are two types of referenceless CDR architecture: dual-loop and single-loop 

referenceless CDR. Fig. 2.24 and Fig. 2.25 show the dual-loop and single-loop refer-

enceless CDR architecture, respectively. As shown in Fig. 2.24, dual-loop architecture 

use a separate FD to achieve the frequency acquisition [13] [15] [17] [18] [23] [32] , 

[48] [80] . During CDR initiation or phase lock loss, the FD is activated to generate a 

control signal through the digital loop filter (DLF) to move the DCO oscillation fre-

quency to the data rate. When the frequency difference falls within the capture range 

of the phase tracking loop, the PD takes over and adjusts the clock phase to the data 

phase. The rotational FD and the Pottbacker FD are the most popular choice for the 

dual-loop referenceless CDR [78] . The detailed operation of the FD is stated in Chater 

2.4.1. The bandwidth of the frequency tracking loop should be much smaller than that 

of the phase tracking loop because short-term spectral lines of random input data, 

which are close but unequal to the nominal data rate, may occasionally appear,   
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Fig. 2.24 Dual-loop referenceless CDR architecture 

 

 

 

Fig. 2.25 Single-loop referenceless CDR architecture 
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possibly confusing the frequency detector [76] . However, most separate FDs are sen-

sitive to input jitter, and dual-loop architectures suffer from increased hardware com-

plexity and inherent loop interference. Therefore, as shown in Fig. 2.25, the single-

loop referenceless CDR has been widely explored in recent works [19]  - [21] , [24] 

- [26] , [33] , [43]  [45] [47] , [50] - [52] , [79] . It has the advantage of simplicity in 

comparison to the dual-loop architecture. 

Besides the structural aspects described above, the frequency acquisition scheme 

is the most challenging task in the referenceless CDR. Several frequency acquisition 

schemes for the referenceless operation are introduced in Chapter 2.4.2. 
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2.4 Frequency Acquisition Scheme 

 

2.4.1 Typical Frequency Detectors 

 

2.4.1.1 Digital Quadricorrelator Frequency Detector 

 

Digital quadricorrelator frequency detector was proposed by A. Pottbacker in 

1992 [78] . Fig. 2.26 shows the block diagram and the function of the Pottbacker  

 

(a) Block Diagram 

 

(b) Relationship among Q1, Q2, Q3. 

Fig. 2.26 Pottbacker FD (known as DQFD) 
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(a)  

 

 

(b)  

Fig. 2.27 Timing diagrams of Pottbaker FD when the clock frequency is (a) lower 

and (b) higher than input data rate 
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FD. The FD consists of 3 flip-flops. The input non-return-to-zero (NRZ) data stream 

samples an in-phase clock and a quadrature-phase clock, which is delayed 1/4 of the 

clock period. If the VCO clock frequency is lower than the input data rate, Q1 leads to 

Q2, and output Q3 keeps a logic low value. Likewise, if the VCO clock frequency is 

higher than the input data rate, Q1 lags Q2, and output Q3 exports a logic high value. 

As a result, the average of Q3 over a predetermined time window represents the po-

larity of frequency offset in the corresponding time window. A timing diagram to help 

understand the operation of Pottbaker FD is shown in Fig. 2.27. 

The principle of quadricorrelator frequency detector is shown in Fig. 2.28. With 

the quadrature-phase of clocks, two PD (flip-flops) converts the clock and input data 

into cos(∆𝜔𝑡) and sin(∆𝜔𝑡) where ∆𝜔 = 𝜔𝑐𝑙𝑘 −𝜔𝑑𝑎𝑡𝑎. Thus, if ∆𝜔 is positive, 

then Q1 leads Q2, and if ∆𝜔  is negative, Q1 lags Q2 because 

sin(−∆𝜔𝑡) =−sin(∆𝜔𝑡). In short, the phase difference between Q1 and Q2 shows 

the sign of frequency difference.  
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2.4.1.2 Rotational Frequency Detector 

 

In contrast to the quadricorrelator, the rotational FD includes no filter and differ-

entiator [83] . Hence, it is particularly suitable for certain applications but has a more 

limited operating frequency range than quadricorrelator. Fig. 2.29 shows the operation 

principle of rotational FD. The rotational FD detects the rotating direction of the data 

edge in the phasor domain. When the clock frequency is higher than the data rate, the 

data edge in the phasor domain rotates clockwise. On the contrary, when the clock 

 

Fig. 2.29 Operation principle of rotational FD 
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frequency is lower than the data rate, the data edge in the phasor domain rotates coun-

ter-clockwise. Detailed timing diagram of the rotational FD is shown in Fig. 2.30.  

 

  

 

(a) 

 

(b) 

Fig. 2.30 Timing diagram of rotational FD when the clock frequency is (a) higher 

than the data rate and (b) lower than the data rate 
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2.4.2 Prior Works  

 

The frequency acquisition scheme is the most critical task in referenceless CDR, 

and various schemes have been studied to achieve high energy efficiency, fast acqui-

sition time, and a wide frequency capture range. However, in general, FD has a trade-

off between frequency capture range, acquisition time, and power consumption, mak-

ing the optimal design of referenceless CDR difficult. In [19]  and [46] , a wide fre-

quency capture range is achieved, but they use a pre-training sequence during the fre-

quency tracking phase. [18]  achieves a wide frequency capture range with stochastic 

subharmonic frequency extraction, but it shows a long frequency acquisition time due 

to its low operating frequency. [31] uses the number of consecutive late or early sig-

nals from bang-bang phase detector (BBPD) outputs to detect the frequency difference. 

This scheme has the advantage of being able to lock even if the density of input data 

transition is low, but it also takes a long time to reach the frequency lock and requires 

the lowest reset of the DCO frequency. 

As discussed in Chapter 2.4.1, frequency information can be obtained through a 

phase difference of 90 degrees. Therefore, most of the previously proposed schemes 

are based on oversampling structure. In [22] , a data delay buffer generates quadrature-

phase data instead of a quadrature clock. It can reduce the overhead of the quadrature-

phase clock generation and distribution. Though, this method should be able to know 

because of analog delay buffers and is not suitable for a wide-range operation. In [20] , 

[21] , [25] , [48]  and [80] , the high-speed quadrature clock is sampled by the input 

data. In this case, the frequency tracking loop becomes sensitive to the ISI of the input 
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data, which is a factor that has become difficult to use in the recent high-speed wire-

line system. In [47] , [50] , and [79] , the incoming data is sampled by quadrature 

clocks. [47]  and [50]  use BBPD to generate frequency up/dn signals. [50]  

achieved unlimited frequency capture range by generating additional blocking signals. 

[79]  uses modified BBPD that uses an additional quadrature clock. With the obser-

vation of stochastic occurrence, reduced the sampling point of the additional quadra-

ture phase to one and implemented FD with relatively simple hardware.  

On the other hand, employing a quadrature clock faces several challenges in high-

speed applications. Commonly, the maximum data rate and the structure of the system 

are determined by the maximum frequency of the oscillator. If an LC oscillator is used 

for a clock generator, generating multi-phase clocks requires additional hardware 

since the LC oscillator outputs a differential clock. In this case, the multi-phase clock 

generator introduces large jitter, thereby reducing the advantage of the LC oscillator. 

If a ring oscillator is used for a clock generator, the number of stages must be increased 

to generate multi-phase clocks, which leads to a decrease in the maximum operating 

frequency. Moreover, skew between multi-phase clocks and increased power con-

sumption due to the increased number of samplers and clock trees are problems. In 

[43]  and [45] , baud-rate referenceless CDR is implemented with rotational FD. 

With additional data samplers, it divides the data level into three sections and detects 

the frequency information by rotation direction of the data. However, it shows a long 

frequency lock time compared to oversampling-based referenceless CDR architec-

tures. In [52] , phase and frequency detection is done by a single Alexander PD. 

Through stochastic observations of pattern histograms, phase and frequency detection 

are achieved with minimal hardware overhead.  
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3.1 Overview 

 

Referenceless CDR refers to a CDR in which a frequency lock is performed with-

out an external reference clock. Thanks to cost savings obtained by not using external 

reference clocks, referenceless CDR is widely adopted in wireline communication 

systems using embedded clock structures such as repeaters and active cables. Since 

systems employing referenceless CDR do not receive external reference clocks, they 

must generate clocks with their own PLL, and they need the means to synchronize 
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their own generated clocks with input data. Accordingly, the referenceless CDR re-

quires a scheme for extracting frequency information from input data, and the scheme 

dramatically influences the performance of the CDR. As previously discussed, most 

of the previously proposed frequency acquisition schemes have a tradeoff between 

capture range, frequency acquisition time, and power consumption. If high power ef-

ficiency is achieved, the frequency acquisition time is long, or the capture range is 

small, and if the capture range is extensive, the power consumption is largely due to 

increased hardware. Meanwhile, a frequency acquisition scheme based on stochastic 

PFD is proposed, which achieves both frequency and phase detection with a low 

power consumption [52] . In [52] , three consecutive sequential data-edge-data sam-

ples are monitored for the case where the clock is early and late. Among the various 

phase and frequency offset conditions, the phase difference of ±0.2UI and the fre-

quency difference of ±97% are selected as the final representative histogram condi-

tions. Fig. 3.1 (a) shows the corresponding representative pattern histograms. By us-

ing these histograms, the weights are calculated by the Bayes’ theorem. Fig. 3.1 (b) 

shows the decision and the calculated weights. As shown in Fig. 3.2, the stochastic 

PFD (SPFD) proposed in [52]  achieves a wide range of frequency acquisition oper-

ations without interfering with PD operation. However, selecting the representative 

condition of the phase and frequency offset is a little ambiguous.  

In this paper, we introduce a method for analyzing stochastic frequency detectors. 

In addition, the concept of autocovariance was introduced into SPFD to propose ref-

erenceless CDR so that there are no false locking points. As a result, we propose a 

design methodology for designing robust SFD-based referenceless CDR. 
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(a) 

 

(b) 

Fig. 3.1 (a) The representative pattern histograms (b) and corresponding early/late 

decision and weight used in [52]  
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(a) 

 

(b) 

Fig. 3.2 Simulated (a) phase detection gain curve and (b) frequency detection curve 

of [52]  
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3.2 Proposed Frequency Detector 

 

3.2.1 Motivation 

 

Since the proposed frequency acquisition scheme is extended from the stochastic 

PFD in [52] , we will start by reviewing the frequency acquisition behavior of the 

previous SPFD. Fig. 3.3 shows the circuit implementation of [52] . 3-bit DED patterns 

are counted in the digital domain, and analog BBPD is adopted for the direct-propor-

tional path of DCO. To see the detailed frequency acquisition behavior of this system,  

 

Fig. 3.3 Circuit implementation of referenceless CDR with stochastic FPD [52]  
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we modeled the SPFD with system-Verilog. Fig. 3.4 shows a simulated frequency 

acquisition behavior of the SPFD in [52]  at various loop gain conditions: direct-

proportional path gain for DCO (Kp) and integral path gain for digital loof filter (Ki). 

Note that Kp is linear order and Ki is exponential order. 32Gb/s pseudo-random binary 

sequence 7 (PRBS7) traversing a 7-dB loss channel is applied as input data. The 

weights of the 3-bit patterns are determined as shown in Fig. 3.3: (wG0, wG1, wG2, 

wG3)=(-1, -1, 3, 3). The phase noise of the DCO modeling is -80dBc/Hz at 1MHz 

offset with the center frequency of 8GHz. The simulation results show conditions in 

which frequency locking is not achieved. The dashed line displays an 8 GHz line. To 

show up-tracking and down-tracking cases, the initial DCO frequency is set to the 

lowest at 0μs and set to a high point at 100μs. Waveforms with the same Ki are plotted 

in the same color series. That is, the same color series waveforms are the result of 

simulation while fixing Ki and changing Kp. 

Before 100μs, it can be seen that there are conditions for locking properly and con-

ditions for false locking. Fig. 3.5 shows an enlarged view of the front part of the graph. 

In waveforms before 100us, only a small number of conditions succeed in achieving 

frequency lock at 8GHz, and those conditions are when Kp is 1. Even though Kp is 1, 

the conditions where the frequency lock does not occur at 8 GHz are when Ki is 5 and 

10. Here we can assume that there is a set Ki that can achieve frequency lock. And the 

larger the integral gain Ki, the faster the acquisition time instead of the amplitude of 

dithering. What can be seen here is that if Kp is too large, the phase of the DCO 

controlled in the direct-proportional path becomes larger than the value generated by 

the frequency difference in the digital loop filter (DLF), and thus the frequency lock 

is not performed at the target frequency. Conversely, if Ki is too large, the frequency 
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lock is roughly performed near the target frequency, but the phase lock is not per-

formed properly, and the DCO frequency is locked elsewhere.  

On the other hand, no frequency lock is achieved under any conditions after 100μs. 

Instead, the frequency is stuck at a point slightly higher than 8GHz under all simula-

tion conditions. Fig. 3.6 shows an enlarged view of the latter part of the graph. Under 

the condition of Ki=5 and Kp=3, the DCO frequency stucks at 8.63GHz, and the re-

maining conditions are stuck between 8.2GHz and 8.3GHz. In order to analyze this 

result, the frequency detection curve should be examined. Since the gain near zero 

was very small in the FD gain graph Fig. 3.2 (b), we need to zoom in on the FD gain 

curve near the zero frequency difference. 
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3.2.2 Pattern Histogram Analysis 

 

The method of obtaining FD gain at each point is to fix the DCO frequency and 

average the updated value of DLF for a long time. Each point matches the code of the 

DCO. On the other hand, FD gain is calculated by adding the values obtained by mul-

tiplying the frequency of occurrence of 3-bit patterns by weight, so the frequency of 

occurrence of individual patterns is also plotted and analyzed.  

Fig. 3.7 shows the open-loop pattern histogram of the each sequential data-edge-

data patterns near the frequency difference of 0. dn0 equals patterns 000 and 111, dn1 

 

Fig. 3.7 Open-loop pattern histogram 
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equals patterns 001 and 110, up2 equals patterns 010 and 101, and up3 equals patterns 

011 and 100. ∆𝑓 is the normalized frequency difference between the DCO and input 

data (∆𝑓 = (𝑓𝑑𝑎𝑡𝑎 − 𝑓𝐷𝐶𝑂)/𝑓𝐷𝐶𝑂). As shown in FIG. 3.7, as the DCO frequency in-

creases, the non-transition pattern dn0 (000, 111) tends to increase, while the pattern 

up2 (010, 101) in which two transitions occur tends to decrease. dn1 and up3 do not 

show a significant difference according to the change in DCO frequency.  

Fig. 3.8 shows the simulated FD gain of the SPFD in [52] . The corresponding 

graph was obtained by multiplying the patterns in Figure 3.7 by -1, -1, -3, and 3. The 

overall shape of the graph is a straight line, but the spike pops down near zero.  

 

Fig. 3.8 FD gain curve with 3-bit pattern weights (-1, -1, 3, 3) 
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According to this FD gain curve, the frequency lock is achieved at the frequency dif-

ference of around 0% or -1%, but this is not the case. This means that there are incor-

rect assumptions in obtaining the graphs in Fig. 3.7 and Fig. 3.8. 

The pattern histogram in Fig. 3.7 plots the values counted by the DLF in an open-

loop state with the feedback path to the DCO disconnected. Under this condition, the 

direct-proportional path is also disconnected. In conventional digital PLLs or CDRs, 

direct proportional paths are employed to reduce the latency of updating DCO codes 

to reduce jitter [84]  or increase loop stability [85] . On the other hand, BBPD-based 

PLL has a pull-in range which is the frequency range that the PLL can lock after some 

cycle-slipping [81] . In other words, BBPD has a frequency tracking capability at a 

small frequency difference. Fig. 3.9 shows the simulated FD gain curve of the BBPD 

in the direct-proportional path at various proportional gains. As the proportional gain 

increases, the peak of the FD gain moves outward, which means that the frequency 

capture range of the BBPD increases. It is also shown in Fig. 3.10.  Based on the 

information so far, it can be seen that the waveforms in Fig. 3.5 achieved frequency 

locking due to the influence of BBPD in the direct-proportional path. Therefore, in 

order to accurately analyze the FD gain of SPFD, it is necessary to look at the results, 

including the influence of the direct-proportional path.  

Fig. 3.11 shows the revised open-loop pattern histogram of each sequential data-

edge-data pattern near the frequency difference of 0. The overall aspect of the 3-bit 

patterns has changed a lot. dn1 and up3 show a large gain near the frequency differ-

ence of 0, and their respective polarities are opposite to each other. Near the frequency 

difference 0, dn0 shows a slightly reduced value, and up2 shows a slightly increased 

value. The effect of direct-proportional path pulling and pushing phase  
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Fig. 3.9 BBPD FD gain in the direct-proportional path 

 

 

Fig. 3.10 Direct-proportional path frequency capture range 
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every moment is no longer zero near frequency difference 0%. Fig. 3.12 shows the 

modified FD gain curve, including the effect of the direct proportional path. Due to 

the influence of BBPD, there is a change in the zero-crossing point. 4 zero-crossing 

points are added near zero. Among them, the frequency difference of -3.6%, which 

coresponds to 8.3GHz, is the same as the point where most waveforms lock after 

100μs. And there's a point that goes down slightly below zero around +3%, where the 

clock frequency is 7.74 GHz; it corresponds to the part where the false lock occurs 

 

Fig. 3.11 Open-loop pattern histogram including direct-proportional path 
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below 8 GHz when Kp is large in Fig. 3.5. If the integral gain is large, the code value 

that changes in the digital loop filter near 0% will be out of the capture range of the 

analog BBPD, which will cause locking near -4%. The graph in Fig. 3.12 can illustrate 

all of the frequency acquisition behaviors discussed earlier, so it can be seen that this 

graph accurately represents the gain of the SPFD near zero.  

For SPFD to operate reliably without false lock, only one zero-crossing point must 

 

Fig. 3.12 FD gain curve with 3-bit pattern weights (-1, -1, 3, 3) including direct-pro-

portional path 
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exist in the FD gain curve at 0%. However, the linear combination of the patterns dn0, 

dn1, up2, and up3 could not produce the corresponding graph. There are two condi-

tions that must be satisfied when configuring stochastic FD with a linear combination 

of 3-bit pattern histograms. The first is that the weighted sum of histograms must be 

zero near the frequency difference of 0%, and the second is that there is only one zero-

crossing point in the whole graph. The weight (-1, -1, 3, 3) presented above almost 

satisfies the first condition but does not satisfy the second condition. In order to satisfy 

the second condition, the slope of the overall FD curve must be increased. However, 

in increasing the slope, the first condition is not satisfied. Among the four patterns, 

the pattern with the largest slope according to frequency difference is dn0, followed 

by up2. Increasing the weight of dn0 to increase the slope of the FD curve breaks the 

first condition, that the sum of histograms should be zero near 0% because dn0 has 

the highest average among the patterns. Increasing the weight of up2 to increase the 

slope of the FD curve also breaks the first condition. up2 shows a high frequency of 

occurrence near 0%, and the problem is that this is the maximum value in the vicinity. 

For these reasons, it is not possible to obtain an FD curve satisfying both of the above-

described conditions by the linear combination of the sequential 3-bit patterns.  
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3.2.3 Introduction of Autocovariance to Stochastic 

Frequency Detector 

 

To overcome the preceding limitations, we have considered the autocovariance 

which is used to analyze time-series data in statistics. Time-series data are not inde-

pendent over time, so the current state is very closely related to the past and future 

states. The autocovariance function is used to indicate the degree of correlation of 

time-series data over time. With the usual notation E for the expectation operator, if 

the stochastic process {Xt} has the mean function μt = E[Xt], then the autocovariance 

is given by  

 

γ(ℎ) = cov(𝑋𝑡 , 𝑋𝑡+ℎ) 

= E[(𝑋𝑡 − 𝜇𝑡)(𝑋𝑡+ℎ − 𝜇𝑡+ℎ)] 

 

(3.1) 

where h is the lag time, or the amount of time by which the signal has been shifted. If 

{Xt} is a weak-sense stationary or wide-sense stationary (WSS) process whose mean 

function and correlation function do not change by shifts in time, equation (3.1) can 

be modified as follows. 

  

 

γ(ℎ) = E[(𝑋𝑡 − 𝜇𝑡)(𝑋𝑡+ℎ − 𝜇𝑡+ℎ)] 

= E[𝑋𝑡𝑋𝑡+ℎ − 𝜇𝑡𝑋𝑡+ℎ − 𝜇𝑡+ℎ𝑋𝑡 + 𝜇𝑡𝜇𝑡+ℎ] 

= E[𝑋𝑡𝑋𝑡+ℎ] − 𝜇𝑡E[𝑋𝑡+ℎ] − 𝜇𝑡+ℎE[𝑋𝑡] + 𝜇𝑡𝜇𝑡+ℎ 

= E[𝑋𝑡𝑋𝑡+ℎ] − 𝜇2 

 

 

 

(3.2) 

 This concept can be similarly applied to the FD of the CDR. If the current state is 

a situation in which the DCO frequency is higher than the data rate, there is a high 
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probability that the state will be maintained even after a short time and vice versa. 

Thus, the introduction of the autocovariance concept into SFD will result in patterns 

that are more sensitive to current frequency differences. Using this, it will be possible 

to design an FD that satisfies both of the above-mentioned conditions. In this paper, 

we propose the stochastic frequency detector using autocovariance.  

The lag time h of the proposed SFD is determined to be one digital clock cycle. 

When processing data in a digital domain, the incoming 32-bit deserialized data is 

processed as a unit. Since it takes several clock cycles for the current incoming data 

to be reflected in the DCO via digital logic, the frequency bias will remain somewhat 

the same for the current and the subsequent clock cycle data. By calculating the auto-

covariance of current digital data and then clock cycle data, we can extract data that 

is more sensitive to frequency information, and the corresponding data is expected to 

have a steeper slope on the FD curve. Fig. 3.13 shows a conceptual diagram for cal-

culating the autocovariance of the 3-bit pattern in the digital domain. The data and 

edges are deserialized to 32-bits and sent to the digital domain. To classify consecu-

tive D-E-D patterns, D[n] is shifted 1 bit to the left, and bitwise operations are per-

formed with D[n] and E[n]. The autocovariance operation is performed on this clas-

sified pattern, with the corresponding pattern before one clock cycle. 

If the input data is random and the DCO clock is also fixed with a specific code, 

statistical properties such as mean and correlation will not change over time. In this 

case, it can be assumed that the statistical properties of patterns sampled for a short 

period of time at a particular DCO frequency will not change over time, and each 

sequential three-bit pattern can be considered a WSS process. Therefore, equation (3.2) 

can be used to calculate autocovariance.  
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Fig 3.14 illustrates the detailed implementation of SFD logic. First, a 3-bit pattern 

classification of 32-bit data from the deserializer is performed. Thereafter, the pattern 

occurrence frequency is calculated by adding each digit of the classified pattern. The 

sum obtained is sent to the DLF and simultaneously sent to the autocovariance calcu-

lation block, multiplied by the sum prior to one clock cycle. The product obtained in 

this way is subtracted from the average value in the DLF. The average values and 

weight values of the patterns are input from the outside. Fig. 3.15 shows histograms 

of the autocovariance for each pattern. adn0 is autocovariance of dn0, adn1 is auto-

covariance of dn1, aup1 is autocovariance of up1, aup2 is autocovariance of up2.  

 

Fig. 3.15 Pattern histograms of the autocovariance for 3-bit patterns 
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(a) 

 

 

(b) 

Fig. 3.16 (a) The FD curve and (b) weights of the proposed SFD 
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The aup2 pattern is originally a pattern that rarely occurred, so frequency gain is bur-

ied, and adn1 and aup3 show a large gain only near zero, and the slope of adn0 is 

increased. Fig. 3.16 (a) shows a comparison of the FD curves of the proposed SFD 

and the previous SPFD in [52] . The FD gain of 3-bit pattern-based SPFD is increased 

by 8 times and plotted so that the peak values are similar to each other. The weight 

values used in the proposed SFD are shown in 3.16(b). Fig. 3.17 illustrates a simulated 

frequency acquisition behavior of the proposed SFD at various loop gain conditions. 

In most waveforms, frequency lock is achieved at 8 GHz. The graph shows the bound-

aries of Kp where frequency acquisition is achieved successfully for each Ki. Detailed 

waveforms of the proposed SFD are in Appendix A. 
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3.3 Circuit Implementation 

 

3.3.1 Implementation of the Proposed Referenceless 

CDR 

 

Fig. 3.17 illustrates the system block diagram of the proposed referenceless CDR. 

The proposed CDR is designed to operate up to 32Gb/s. Considering the operation 

range of the ring DCO, quarter-rate clocking architecture is adopted. The proposed 

CDR consists of continuous-time linear equalizer (CTLE), ring DCO, eight samplers 

 

Fig. 3.18 System block diagram of the proposed CDR architecture 
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for quarter-rate data and edge sampling, analog BBPD, two 4:32 deserializers, and a 

digital block with an embedded stochastic frequency detector and loop filter. The ring 

DCO generates an 8-phase clock, four of which are sent to the data sampler and the 

other four to the edge sampler. A StrongArm latch is used as the sampler structure. 

The outputs of the samplers are deserialized at 4:32 deserializers and then sent to dig-

ital CDR logic. The analog BBPD generates four up/dn signals, and the signals are 

fed back to the DCO for a direct-proportional path. A digital loop filter generates 10-

bit frequency control words (FCW) for an integral path. FCW is decoded into ther-

mometer code to prevent the DCO frequency from jumping due to glitches. The DCO 

frequency is controlled by both integral and direct-proportional paths. The phase ac-

quisition of the proposed CDR is entirely dependent on the direct-proportional path. 

Digital blocks are only involved in frequency acquisition. Therefore, the architecture 

of the proposed CDR can be viewed as a dual loop CDR with analog phase tracking 

loops and digital frequency tracking loops. Since the latency in the digital loop is 

much longer than that of the analog loop, the bandwidth of the analog loop is higher 

than that of the digital loop, which allows the CDR to reliably achieve phase-lock in 

an appropriate gain setting.  
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3.3.2 Continuous-Time Linear Equalizer (CTLE) 

 

Fig. 3.19 depicts the circuit diagram of CTLE. CTLE used in the system is designed 

to boost up to 25 dB using the Cherry-Hopper structure. RC bank is designed to allow 

DC gain and pole position adjustment to be 3 bits, respectively. The frequency re-

sponse of the CTLE is illustrated in Fig. 3.20, and The setting used for the measure-

ment is highlighted in light green. 

 

Fig. 3.19 Circuit diagram of the CTLE 
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3.3.3 Digitally-Controlled Oscillator (DCO) 

 

  Fig. 3.21 shows the block diagram of the 8-phase DCO. The DCO is composed of 

a digitally-controlled resistor (DCR), 4-stage pseudo-differential inverters, varactor 

loads with direct-proportional logic, and level shifters. A code controls the DCR from 

0 to 1023 generated by the thermometer code Row/Col. The frequency adjustment 

method of the DCO is to adjust the delay of the four-stage inverter using the voltage 

VDD_DCO lowered through the DCR as the supply voltage. Level shifters are used 

 

Fig. 3.21 Block diagram of the 8-phase DCO 
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to increase the low output swing to the full swing due to the lowered supply voltage 

by DCR. The phase error information from the analog BBPD is fed back to the varac-

tor in proportion to the direct-proportional gain to temporarily change the DCO fre-

quency.  
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3.4 Measurement Results 

 

The proposed referenceless CDR prototype has been designed and fabricated in 

40nm CMOS technology. The chip photomicrograph is shown in Fig. 3.22 with 

anctive area of 0.032 mm2. The proposed CDR has two voltage domains separated 

into digital and analog, both using 1.0 V. As shown in Table 3.1, the digital domain 

includes DES and CDR digital blocks, while the analog domain includes DCO, CTLE, 

and BBPD.  

 

Fig. 3.22 Chip photomicrograph 
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Table 3.1 Detailed power breakdown of the proposed CDR 

 

 

Table 3.2 Detailed area of the proposed CDR 

 

Block

CDR Digital

Power [mW]Supply

VDDDIG
Deserializer

VDDANA

DCO

CTLE

BBPD

13.7

23.0

Total power consumption : 36.7mW

Block

CDR Digital

Deserializer

DCO

CTLE

BBPD

Total

Area (mm
2
)

0.01525

0.00323

0.00736

0.00516

0.00136

0.03236
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Digital domain consumes 13.7 mW and analog domain consumes 23.0 mW at 

32Gb/s. The prototype chip achieves and an energy efficiency of 1.15 pJ/b at 32Gb/s. 

The detailed area of the proposed CDR is described in Table 3.2.  

Fig. 3.23 shows the measurement setup of the prototype chip. The pulse pattern 

generator module (PPG) of the Signal Quality Analyzer (Anritsu MP1800A) gener-

ates a PRBS7 pattern for the input data. For the jitter tolerance measurement, the Sig-

nal Quality Analyzer generates data to which random jitter is added, and the 4Gb/s 

recovered data from the device under test (DUT) is fed back to the error detector (ED) 

module of the Signal Quality Analyzer. The recovered clock from the DUT is moni-

tored by the real-time oscilloscope (Tektronix MSO71604C). With the real-time os-

cilloscope, frequency acquisition behaviors and jitter histograms of the recovered 

clock can be measured.  

 

Fig. 3.24 Measured DCO gain curve 
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The measured frequency gain of the DCO is depicted in Fig. 3.24. The operating 

range of the DCO is from 3.26 GHz to 10.48 GHz. Thus, the prototype chip can op-

erate from 13.04 Gb/s to 41.92 Gb/s. However, the maximum operating data rate is 

limited to the PPG equipment limit of 32Gb/s.  

Fig. 3.25 shows a measured transient response of 28 Gb/s input data. Since there is 

no external trigger signal in the prototype chip, the trigger signal for the real-time 

oscilloscope is tied to the power supply of the digtal domain. The trigger signal rises 

to 1 as the power supply of the digital domain is turned on, and the oscilloscope starts 

measuring the transient response from the time the trigger rises to 1. As a result, after 

about 1.5 ms of time, the power supply of the digital domain is stabilized, and then a 

proper FCW value starts to enter the DCO. For this reason, even though the function 

of setting the initial frequency code of the DCO is implemented, the initial frequency 

starts from the low points when measuring the transient response. In order to show 

various results at once, we post-processed the measured transient responses, as shown 

in Fig. 3.26. Considering the equipment limit and the operation range of the DCO, it 

can be seen that frequency lock is achieved properly under all measurable conditions. 

In addition, the frequency lock is achieved under all conditions before 8us, so the 

frequency acquisition time of the proposed referenceless CDR can be considered to 

be less than 7us. 

Fig. 3.27 shows the measured JTOL curve of the proposed referenceless CDR. The 

jitter tolerance is measured with 32 Gb/s input data at the bit error rate of 10-12. At the 

jitter frequency lower than 31 MHz, the JTOL of the CDR exceeds the maximum jitter 

amplitude of the test equipment. The jitter tracking bandwidth is about 100MHz. 
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Fig. 3.28 shows the measured jitter histogram of the recovered clock at the 32 Gb/s. 

The clock jitters are measured with the external jitter source disabled. The measured 

RMS and peak-to-peak jitters are 2.9 ps and 27.5 ps, respectively. Table 3.3 summa-

rizes the overall performance of the proposed CDR and compares it with other refer-

enceless CDRs.  

 

 

 

 

 

Fig. 3.28 Measured jitter histogram of recovered clock at 32Gb/s 
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Chapter 4  

 

Conclusion 

 

 

 

 

 

In this dissertation, design techniques of referenceless CDR based on the stochastic 

frequency detector are proposed. In addition, this thesis also proposes an analysis 

technique that can explain the frequency acquisition behavior of the SFD. Using the 

proposed analysis technique, the incomplete frequency acquisition behavior of the 

previous SPFD is fully solved by introducing the autocorrelation function.  

The proposed referenceless CDR adopts a dual-loop architecture with a direct-pro-

portional path and a digital integral path. The direct proportional path is configured 

by feeding the output of a separate analog BBPD back to the varactor of the DCO. 

The digital integrated path consists of a path through which the frequency control 

word of the DCO generated by the DLF adjusts the DCR of the DCO.  

The proposed referenceless CDR shows a fast frequency lock time and unlimited 

capture range with a small active area of 0.032mm2. The prototype chip is fabricated 

in 40-nm CMOS technology and achieves an energy efficiency of 1.15pJ/b at 32 Gb/s.
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Appendix A 

 

Detailed Frequency Acquisition 

Waveforms of the proposed SFD 

 

 

 

 

 

  This chapter contains graphs detailing the waveforms in Figure 3.17 for each Ki. 

The graphs are obtained with system-Verilog. For each Ki, there is an optimal Kp in 

which the dithering amplitude is minimized. As Ki increases, the dithering amplitude 

also increases, and it is difficult to say that frequency lock is performed from Ki 7. Ki 

used for the measurement is 4. 
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초 록 

 

본 논문은 기준 클럭이 없는 고속, 저전력, 광대역으로 동작하는 클럭 

및 데이터 복원회로의 설계를 제안한다. 기준 클럭이 없는 동작을 위해서 

알렉산더 위상 검출기에 기반한 통계적 주파수 검출기를 사용하는 주파수 

획득 방식이 사용된다. 통계적 주파수 검출기의 주파수 추적 양상을 분석

하기 위해 패턴 히스토그램 분석 방법론을 제시하였고 시뮬레이션을 통해 

검증하였다. 패턴 히스토그램 분석을 통해 얻은 정보를 바탕으로 자기공

분산을 이용한 통계적 주파수 검출기를 제안한다. 직접 비례 경로와 디지

털 적분 경로를 통해 제안된 기준 클럭이 없는 클럭 및 데이터 복원회로

는 모든 측정 가능한 조건에서 주파수 잠금을 달성하는 데 성공하였고, 

모든 경우에서 측정된 주파수 추적 시간은 7μs 이내이다. 40-nm CMOS 공

정을 이용하여 만들어진 칩은 0.032 mm2 의 면적을 차지한다. 제안하는 클

럭 및 데이터 복원회로는 32 Gb/s 의 속도에서 비트에러율 10-12 이하로 동

작하였고, 에너지 효율은 32Gb/s 의 속도에서 1.0V 공급전압을 사용하여 

1.15 pJ/b 을 달성하였다. 

 

주요어 : 뱅뱅 위상 검출기, 뱅뱅 위상-주파수 검출기, 클럭 및 데이터 

복원회로, 주파수 검출기, 통계적 주파수 검출기, 듀얼 루프, 위상 동기 루

프, 기준 클럭 없는 시스템, 제한 없는 주파수 검출 
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