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 A restoration scheme for images that are corrupted with both blur and 

impulsive noise is proposed in this paper to reconstruct an image with 

minimum degradation. The restoration scheme consists of two stages in 

sequence where the first stage is applied to the blurred image and the second 

stage is applied to de-blurred image that has been subject to noise through 

electronic transmission. The first stage uses frequency domain filtering while 

the second utilizes spatial filtering to reduce the indicated blur and noise, 

respectively. In particular, truncated inverse filtering is used for reducing the 

blur and an adaptive algorithm with an estimated threshold is used for 

minimizing the noise. Simulation of the introduced method uses several 

performance measuring indices such as mean absolute error (MAE) and peak 

signal-to-noise ratio (PSNR). Results of these simulations show great 

performance of the proposed method in terms of reducing the blur and noise 

significantly while keeping details and sharpness of the image edges. 
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1. INTRODUCTION  

Image restoration is one of the main areas of image processing that deals with the elimination or 

reduction of degradation that images have been subject to [1-3]. Image degradation is often known or estimated 

and the aim of image restoration then is to reconstruct the original image appearance. If a model for the 

degradation process is available, the inverse process or inverse filtering can be applied to restore the image to 

its original form. 

The image degradations may include blurring due to camera motion, for example, [4-18] or noise 

which is effectively equivalent to errors in the image pixel values and is due to many causes such as electronic 

image transmission [19-27]. Law enforcement, for example, is an application of image restoration in which the 

image is blurred due to motion. In several situations, it might be necessary to read the letters on a blurred item 

on a moving object such as a blurred license plate on a moving car or even identifying a human face in the car.  

Many authors in the field of image processing have been working on developing algorithms or 

schemes to improve the quality of images that are subject to blur and noise. In [4], some restoration methods 

such as inverse filter, Weiner filter and Last Squares (LS) are implemented and analyzed. An image restoration 

with estimation of the point spread function (PSF) and using Weiner filtering and inverse filtering for images 

blurred by motion is presented in [5]. In [6], a blind deconvolution method is proposed to restore ultrasound 

images based on inverse filtering with a restoration kernel. A method is proposed in [7] to estimate the optimum 

level of noise elimination of the two-dimensional inverse filter. A comparison between inverse filter and 

Wiener filter in reducing noise and blur is shown in [8]. In [9], a two-stage parametric inverse filtering scheme 

is proposed for restoration of ultrasound images. The introduced algorithm in [10] uses sparse representation 

of double discrete wavelet transform to reconstruct low light photos that are contaminated with noise and blur. 

Invariants to Gaussian blur proposed in [11] can find applications in blur-invariant image recognition. 
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The proposed scheme in [12] uses a blur kernel that consists of a linear combination of basic two 

dimensional (2-D) patterns. The introduced method in [13] removes the motion blur based on transformation 

of the 2-D blurred image into one dimensional (1-D) horizontal blurred vectors. In [14], adaptive optics images 

are restored using maximum a posteriori estimation with image Gaussian statistics and blur kernel. The 

proposed scheme in [15] addresses the problem of blind image deconvolution using multiple blurry images 

algorithm. In [16], the proposed image deblurring method increases the frequency fall-off of the PSF by 

convolving the blurry input images with a deconvolution kernel composed of a linear combination of finite 

impulse response (FIR) filters. Estimation of blur kernels is not required in the introduced scheme in [17] using 

two images acquired in low light. In [18], the proposed method classifies the image blur into intentional blur 

and unintentional blur.  

In [19, 21, 22, 24, 25, 27] several methods are proposed to reduce the impulse noise utilizing spatial 

domain. The proposed methods in [20, 23, 26] employ non-local mean (NLM) methods for image restoration. 

In this paper, the first stage of the proposed image restoration scheme reduces blur using inverse truncated 

filtering algorithm. In the second stage, the proposed scheme minimizes the impulse noise using a spatial-

domain method using a slide filtering window of an adaptive size varying based on the estimated impulsive 

noise percentage. 

 

2. PROPOSED METHOD  

The PSF of the imaging system as it is often called in image processing is equivalent to the well-

known function called impulse response of the system, which is the output or the response of the system when 

the input is a Dirac delta function. Similarly, the PSF measures the spread in the imaging system output 

intensity due to an infinitely sharp input point. The PSF is of a crucial importance because it completely 

characterizes the imaging system in the sense that given the PSF of the system, the output of the system can be 

determined for any given input using convolution.   

The Optical Transfer Function (OTF) denoted by 𝐻(𝑛𝑥, 𝑛𝑦) of an imaging system is the Fourier 

transform of the PSF. The Modulation Transfer Function (MTF) denoted by 𝑀(𝑛𝑥, 𝑛𝑦) is the magnitude square 

of the OTF and is defined by 

 

𝑀(𝑛𝑥, 𝑛𝑦) = |𝐻(𝑛𝑥 , 𝑛𝑦) |                                                                                   (1) 

 

Since the OTF is in general complex-valued, the MTF is a real-valued function.  

 

The inverse filter denoted by 𝐼(𝑛𝑥, 𝑛𝑦) can be defined as  

𝐼(𝑛𝑥 , 𝑛𝑦) =  
1

𝐻(𝑛𝑥, 𝑛𝑦)
                                                                                      (2) 

 

   

Evidently, the recovery of any input spatial frequency (𝑛𝑥, 𝑛𝑦) at which the value of  𝐻(𝑛𝑥, 𝑛𝑦) is 

close to zero results in an infinite value of 𝐼(𝑛𝑥, 𝑛𝑦) which is reflected in calamitous results. To solve this 

problem, a truncated inverse filter is used in this paper where 𝐼(𝑛𝑥, 𝑛𝑦) is set to zero whenever 𝐻(𝑛𝑥 , 𝑛𝑦) is 

below a small predetermined threshold value. The steps of the inverse filtering are as follows: 

 

Construct Gaussian PSF and extend it over the entire matrix that represents the image. 

Find 𝐻(𝑛𝑥 , 𝑛𝑦) that corresponds to the PSF. 

Generate blurred image via Fourier transform (FT). 

Find the FT of the image. 

Perform truncated inverse filtering.  
 

In the second stage of the proposed method, impulsive noise and in particular salt-and-pepper noise 

is used in the simulation results. The noisy pixels are determined based on whether the pixel values are either 

minimum value (0) or maximum value (255).  The uncorrupted pixels are untouched and only the noisy pixels 

are processed by replacing each corrupted pixel value by the average value of the remaining pixel values in the 
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filtering window [19]. The noise percentage or density ND is the ratio of the estimated number of noisy pixels 

to the total number of pixels in the image, and is defined as follows:  

𝑁𝐷 =  𝑁𝑖/ 𝐾. 𝐿,                                                                                                   (3) 
 

where 𝑁𝑖 is the estimated number of noisy pixels and the product 𝐾. 𝐿 is the total number of noisy pixels in the 

processed image [19].  

The filtering window in the adaptive threshold method is the small sliding window on which the 

filtering process is being applied. The common values of the size of this filtering window 𝑆 × 𝑆 are 3 × 3, 

5 × 5 or 7 × 7 depending on the noise density ND. The larger the noise density is, the larger the size of the 

window [24, 26].  

 

 

𝑆 × 𝑆 =  {

3 × 3                           𝑁𝐷 ≤ 45%

5 × 5           45% ≤  𝑁𝐷 ≤ 75%

7 × 7                           𝑁𝐷 ≥ 75%

}                                               (4) 

 

 

The largest size of the filtering window used in this paper is 𝑆 × 𝑆 = 7 × 7 for a noise density 𝑁𝐷 =
90% which is an extremely high value.  

Various measuring quality metrics indices are typically used in the field of image restoration to 

measure the quality of the filtering methods or schemes [2], i.e., the similarity or closeness between the original 

clean image and the recovered image. In addition, those indices measure the capabilities of the filtering schemes 

to preserve the sharp edges and fine details in the tested images.  

In this paper, Mean Absolute Error (MAE) and Peak Signal to Noise Ratio (PSNR) in decibels (dB) 

are used to measure the performance of the proposed method. The MAE measures the average of the absolute 

error pixel values between the original and filtered images. The PSNR can be expressed as a function of the 

mean square error (MSE). The MSE is an average of the total summation of the square errors between the input 

and output pixels of the image filtering scheme. The lower the value of MSE or MAE, the lower the error and 

the higher the similarity between the original clean image and the restored image. In contrast, the higher the 

value of PSNR, the lower the error and the higher the closeness between the clean image and the filtered one. 

These performance measuring indices are defined as follows: 

 

𝑀𝐴𝐸 =
1

𝐾𝐿
∑  ∑|𝐹𝑖,𝑗 − 𝐶𝑖,𝑗|

𝐿

𝑗=1

𝐾

𝑖=1

                                                                           (5) 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
(𝑁 − 1)2

𝑀𝑆𝐸
)    dB,                                                                  (6) 

where MSE is defined by 

𝑀𝑆𝐸 =
1

𝐾𝐿
∑  ∑(𝐹𝑖,𝑗 − 𝐶𝑖,𝑗)

2
𝐿

𝑗=1

𝐾

𝑖=1

                                                                        (7) 

 

The MAE is the mean absolute error between the recovered filtered output image (F) and the clean 

uncorrupted input image (C),  𝑁 = 2𝑛 where 𝑛 is the number of bits used to represent each pixel (also called 

the bit depth of an image), K is the number of pixels in the horizontal dimension of the image which is 

equivalent to the number of rows in the matrix that represents the image, and L is number of pixels in the 

vertical dimension of the image which is equivalent to the number of columns in the matrix that represents that 

image. Finally, 𝐹𝑖,𝑗 and 𝐶𝑖,𝑗  are the pixel values in the (𝑖, 𝑗)𝑡ℎ locations of the output filtered image and the 

original clean input image, respectively.  

For a grayscale image with a bit depth of 8 bits per pixel, for example, there will be (28  −  1)2  =
 2552 =  65025 as the numerator of the PSNR. 
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3. RESULTS AND DISCUSSION  

Many images have been tested using the proposed method. However, the results of using three images 

are shown in this section of the paper, namely Lake, Lina and Cameraman images. Figures 1, 2 and 3 show 

simulation results of the proposed method using Lake image with low, medium and high amount of blur, 

respectively, and impulse noise percentage of 50%. Figures 1.a, 2.a, 3.a depicts the PSF and MTF in each of 

the three cases mentioned above. As clearly demonstrated from these figures, the larger the circle at the center 

of the MTF, the less blurred the image, and the smaller the circle, the more blurred the image is.  

It should be noted that in practice, the system PSF could be random or deterministic. Typically, it is a 

deterministic quantity that is entirely dependent on the physical nature of the image processing system 

hardware. Once the imaging system design is completed, the system PSF is considered as a fixed quantity. On 

the other hand, noise is typically random and is usually modeled using statistical measurements.                    

In addition, it is of a crucial importance to emphasize that a truncated inverse filter has been used in 

the simulations in this paper. In such a filter, an infinity value of the inverse filter 𝐼(𝑛𝑥, 𝑛𝑦), and hence an 

unstable system, is avoided by setting its value to zero whenever 𝐻(𝑛𝑥, 𝑛𝑦) approaches a predetermined low 

threshold value. In the simulation results in this paper, the threshold value used is 1 × 10−6. 

Figures 1.b, 2.b, 3.b illustrate the performance of the inverse filtering in the first stage of the 

proposedistic function method. In each of these three figures, the original clean Lake image, the blurred image 

and the recovered (de-blurred) image are shown. The recovered image is very similar to the original clean 

image as depicted in these figures.  

Figures 1.c, 2.c, 3.c show the performance of the overall proposed filtering scheme. The restored 

image in the inverse filtering stage is subjected to impulse noise of 50% and this noisy image is processed in 

the second stage of the proposed method to produce the final reconstructed image. From both quantitative and 

qualitative results, the introduced method shows superior performance in reducing the blur and noise and 

preserving the details and sharpness of the image.  

 

 

 
Figure 1. a. PSF and MTF for a small amount of blur in the inverse filtering stage of the proposed method 

 

 

 
Figure 1. b. Lake image: before being blurred by a small amount of blur, after being blurred and the 

deblurred image using inverse filtering 
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Figure 1. c. Deblurred Lake image: before being corrupted by noise with 𝑁𝐷 =50% of impulse noise, after 

being noised and the restored image using the second stage of the proposed method. 

 

 

 
Figure 2. a. PSF and MTF for a medium quantity of blur in the inverse filtering stage of the proposed method 

 

 

 
Figure 2. b. Lake image: before being blurred by a medium amount of blur, after being blurred and the 

deblurred image using inverse filtering 

 

 

 
Figure 2. c. Deblurred Lake image: before being corrupted by noise with 𝑁𝐷 =50% of impulse noise, after 

being noised and the restored image using the second stage of the proposed method. 
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Figure 3. a. PSF and MTF for a more quantity of blur in the inverse filtering stage of the proposed method 

 

 

 
Figure 3. b. Lake image: before being blurred by a high amount of blur, after being blurred and the restored 

image using inverse filtering 

 

 

 

Figure 3. c. Deblurred Lake image: before being corrupted by noise with 𝑁𝐷 =50% of impulse noise, after 

being noised and the restored image using the second stage of the proposed method. 

 

Large number of images have been examined through simulations using the proposed method. 

However, some images of different characteristics, edge details and sharpness have been selected in this paper. 

In addition, images corrupted with wide ranges of blur and noise quantities have been used and the 

corresponding simulation results are shown and analyzed in this paper.  

Simulation results of the proposed method using three images, namely Lake, Lina and Cameraman 

are shown in Table 1, Table 2 and Table 3, respectively. In these three tables, MAE and PSNR are listed for 

three impulse noise densities: 10%, 50% and 90% and for three levels of blur: low, medium and high. 

Improvements in PSNR values (high values) and in MAE (low values) are clearly illustrated in these tables for 

the indicated wide range of noise and blur amounts.  

The MAE0 and PSNR0 metrics are computed by Equations (5-7) using the original and the corrupted 

images while MAE1 and PSNR1 are computed by the same equations using the original and the restored images 

produced by the proposed method.  
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Table 1. MAE and PSNR in the proposed method using the Lake image before and after corrupted by various 

amounts of blur and impulse noise. 
Proposed Method (𝑵𝑫 = 𝟏𝟎%) MAE0 MAE1 PSNR0 (dB) PSNR1 (dB) 

Small Blur 19.92 7.93 14.76 27.56 

Medium Blur 22.36 10.70 14.66 25.47 
High Blur 28.00 16.96 14.30 22.09 

Proposed Method (𝑵𝑫 = 𝟓𝟎%)     

Small Blur 67.61 9.00 8.00 25.94 

Medium Blur 69.23 11.51 7.97 24.45 

High Blur 72.43 17.36 7.91 21.73 

Proposed Method (𝑵𝑫 = 𝟗𝟎%)     

Small Blur 115.88 13.38 5.44 21.66 

Medium Blur 115.78 15.20 5.45 21.08 

High Blur 116.41 20.14 5.45 19.64 

 

Table 2. MAE and PSNR in the proposed method using the Lina image before and after corrupted by various 

amounts of blur and impulse noise. 
Proposed Method (𝑵𝑫 = 𝟏𝟎%) MAE0 MAE1 PSNR0 (dB) PSNR1 (dB) 

Small Blur 29.11 18.31 14.58 21.27 
Medium Blur 32.96 22.31 14.15 19.77 

High Blur 37.11 26.91 13.76 18.36 

Proposed Method (𝑵𝑫 = 𝟓𝟎%)     

Small Blur 72.91 18.55 8.34 21.01 
Medium Blur 75.01 22.53 8.29 19.59 

High Blur 77.04 26.98 8.26 18.29 

Proposed Method (𝑵𝑫 = 𝟗𝟎%)     

Small Blur 116.52 21.14 5.90 19.33 
Medium Blur 116.74 24.64 5.90 18.41 

High Blur 117.27 28.48 5.89 17.56 

          

Table 3. MAE and PSNR in the proposed method of the Cameraman image before and after corrupted by to 

various amounts of blur and impulse noise. 
Proposed Method (𝑵𝑫 = 𝟏𝟎%) MAE0 MAE1 PSNR0 (dB) PSNR1 (dB) 

Small Blur 23.65 12.17 14.78 25.82 

Medium Blur 23.57 11.98 14.75 25.98 
High Blur 25.49 14.22 14.68 24.43 

Proposed Method (𝑵𝑫 = 𝟓𝟎%)     

Small Blur 70.12 12.88 8.03 24.81 

Medium Blur 69.70 12.65 8.06 24.97 
High Blur 71.03 14.77 8.03 23.77 

Proposed Method (𝑵𝑫 = 𝟗𝟎%)     

Small Blur 116.21 15.72 5.52 21.74 

Medium Blur 115.94 15.53 5.53 21.83 

High Blur 116.36 17.41 5.52 21.21 

 

In these tables, an adaptive size of the kernel filter has been utilized in the second stage of the proposed 

filtering scheme based on the estimated number of pixels that have been corrupted by noise. The size of the 

filter increases as the noise percentage increases and vice versa. The difference in the results of these three 

tables tables are due to the differences between the characteristias, details, edges and sharpness of these three 

tested images. While the PSNR metric is a function of the MSE which squares the pixel differences between 

two images, the MAE does not square or weight the absolute values of these differences, and thus it increases 

linearly as the absolute error increases and vice versa. 

 

4. CONCLUSION  

A restoration filtering scheme for blurry and impulsive noisy images has been proposed in this paper. 

The first stage of the method uses inverse filtering for recovery of the blurred image assuming that the blurring 

function is known. The recovered image of the first stage is subject to impulse noise through electronic 

transmission and is processed in the second stage of the introduced filtering method to reduce this noise. The 

MAE and PSNR are used to measure the image quality of the method. Superior results have been obtained 

using many tested gray-scale images of different characteristics and subjected to a broad range of noise density 

values and blur amounts. 
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