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Abstract: Autonomous robotic exploration has long attracted the attention of the robotics
community and is a topic of high relevance. Deploying such systems in the real world, however,
is still far from being a reality. In part, it can be attributed to the fact that most research
is directed towards improving existing algorithms and testing novel formulations in simulation
environments rather than addressing practical issues of real-world scenarios. This is the case
of the fundamental problem of autonomously deciding when exploration has to be terminated
or changed (stopping criteria), which has not received any attention recently. In this paper, we
discuss the importance of using appropriate stopping criteria and analyse the behaviour of a
novel criterion based on the evolution of optimality criteria in active graph-SLAM.
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1. INTRODUCTION

Actively exploring unknown environments has attracted
the attention of the robotics community since the very
first works appeared (Bajcsy, 1988; Whaite and Ferrie,
1997). Basically, it encompasses controlling the move-
ment of a robot which is capable of building a repre-
sentation of the environment and localising itself on it.
The latter are known as Simultaneous Localisation and
Mapping (SLAM) and is the foundation of robotic ex-
ploration. See Thrun et al. (2005), Durrant-Whyte and
Bailey (2006), Cadena et al. (2016) and references there
in. Specifically, this article is concerned with graph-based
SLAM, in which the problem is formulated using a graph-
ical representation that encodes the robot poses in the
graph nodes and the constraints between them (e.g. sensor
measurements) in edges (Grisetti et al., 2010).
Active SLAM (also referred to as robotic exploration)
augments the above problem by also including a planning
step. Thus, the autonomous agents must be capable of
deciding where they should move next in order to improve
the model of the environment (i.e. the map built and
the localisation accuracy). Typically, this decision making
problem has been viewed from an uncertainty-reduction
standpoint, and divided in three phases for tractability:
identification of possible actions, evaluation of their use-
fulness and execution of those considered as optimal. Solv-
ing this paradigm in finite time usually requires making
several assumptions (e.g. maximum likelihood observa-
tions (Platt et al., 2010; Valencia and Andrade-Cetto,
2018; Placed and Castellanos, 2021b) or a finite action
⋆ This work was supported by the Spanish government under grant
PID2019‐108398GB‐I00 and by Aragón government under grant
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set (Carrillo et al., 2018; Placed and Castellanos, 2020)
but, even so, the second stage is computationally time-
consuming: comparing the utility of two (sets of) actions
involves reasoning over the probability density functions of
the two random variables of interest, i.e. over the (usually
high-dimensional) covariance or Fisher information matri-
ces (FIM) of the beliefs.
In this sense, identifying the moment in which the ex-
ploration strategy is no longer adding information to the
system is of utmost importance, in order to avoid un-
necessary computational load. At that point, it could be
changed or the exploration could simply be terminated.
Besides obtaining irrelevant information, the continuous
acquisition of redundant data has demonstrated to be
detrimental for SLAM and may lead to map inconsisten-
cies and even unrecoverable states. On the other hand, the
ability to determine task completion is key for robots in
real environments to be autonomous. Constraints typical
of simulation (e.g. percent of coverage) are no longer valid
in real-world applications in which the environment to
explore is unknown by definition. The set of rules for
deciding whether or not to terminate exploration is known
as stopping criteria (SC) or termination criteria, and it
was already identified by Cadena et al. (2016) as an open
challenge more than five years ago. Despite the great
impact of this work, however, no further research has been
done in this field.
In this paper, we stress the importance of using task-
driven SC towards autonomous robotic exploration, and
thoroughly discuss why those commonly used in the lit-
erature are neither meaningful nor practical for that pur-
pose. In addition, following the idea of using evolution of
optimality criteria as SC (Cadena et al., 2016) and their
fast computation via graph connectivity indices (Placed
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system is of utmost importance, in order to avoid un-
necessary computational load. At that point, it could be
changed or the exploration could simply be terminated.
Besides obtaining irrelevant information, the continuous
acquisition of redundant data has demonstrated to be
detrimental for SLAM and may lead to map inconsisten-
cies and even unrecoverable states. On the other hand, the
ability to determine task completion is key for robots in
real environments to be autonomous. Constraints typical
of simulation (e.g. percent of coverage) are no longer valid
in real-world applications in which the environment to
explore is unknown by definition. The set of rules for
deciding whether or not to terminate exploration is known
as stopping criteria (SC) or termination criteria, and it
was already identified by Cadena et al. (2016) as an open
challenge more than five years ago. Despite the great
impact of this work, however, no further research has been
done in this field.
In this paper, we stress the importance of using task-
driven SC towards autonomous robotic exploration, and
thoroughly discuss why those commonly used in the lit-
erature are neither meaningful nor practical for that pur-
pose. In addition, following the idea of using evolution of
optimality criteria as SC (Cadena et al., 2016) and their
fast computation via graph connectivity indices (Placed
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1. INTRODUCTION

Actively exploring unknown environments has attracted
the attention of the robotics community since the very
first works appeared (Bajcsy, 1988; Whaite and Ferrie,
1997). Basically, it encompasses controlling the move-
ment of a robot which is capable of building a repre-
sentation of the environment and localising itself on it.
The latter are known as Simultaneous Localisation and
Mapping (SLAM) and is the foundation of robotic ex-
ploration. See Thrun et al. (2005), Durrant-Whyte and
Bailey (2006), Cadena et al. (2016) and references there
in. Specifically, this article is concerned with graph-based
SLAM, in which the problem is formulated using a graph-
ical representation that encodes the robot poses in the
graph nodes and the constraints between them (e.g. sensor
measurements) in edges (Grisetti et al., 2010).
Active SLAM (also referred to as robotic exploration)
augments the above problem by also including a planning
step. Thus, the autonomous agents must be capable of
deciding where they should move next in order to improve
the model of the environment (i.e. the map built and
the localisation accuracy). Typically, this decision making
problem has been viewed from an uncertainty-reduction
standpoint, and divided in three phases for tractability:
identification of possible actions, evaluation of their use-
fulness and execution of those considered as optimal. Solv-
ing this paradigm in finite time usually requires making
several assumptions (e.g. maximum likelihood observa-
tions (Platt et al., 2010; Valencia and Andrade-Cetto,
2018; Placed and Castellanos, 2021b) or a finite action
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done in this field.
In this paper, we stress the importance of using task-
driven SC towards autonomous robotic exploration, and
thoroughly discuss why those commonly used in the lit-
erature are neither meaningful nor practical for that pur-
pose. In addition, following the idea of using evolution of
optimality criteria as SC (Cadena et al., 2016) and their
fast computation via graph connectivity indices (Placed

and Castellanos, 2021b), we present and analyse the per-
formance of a novel criterion based on D-optimality. We
seek to stimulate this field of research and encourage the
use of meaningful criteria in future active SLAM works.
The rest of the manuscript is organised as follows. Sec-
tion 2 presents the problem tackled. Section 3 contains a
discussion on the different stopping criteria used in the
literature and their limitations. In section 4, we describe
and validate the proposed approach. Finally, the paper is
concluded in Section 5, also outlining future work.

2. BACKGROUND

2.1 Active graph-SLAM

Active SLAM refers to the problem of controlling the
movement of a robot which is performing SLAM in an
unknown environment with the main objective of improv-
ing the quality of the SLAM estimates (S): the map
representation and the robot state. This paradigm requires
agents to be capable of autonomously selecting the optimal
actions to execute. Under the wider framework of Partially
Observable Markov Decision Processes (POMDP), it can
be formulated as a decision making problem in which a
decision, δ, is defined by the mapping:

δ : P(S) → A (1)
That is, it maps elements from the space of probabilities
over the robot and map states (i.e. beliefs, P(S)) to the
action space, A.
In general, a decision will be preferred over another if it is
more useful. Utility functions (U) measure this usefulness
by mapping the complex spaces P(S) and A to the real
scalar space, in which comparison can be made directly:

U : P(S)×A → R (2)

Thus, decision making in active SLAM can be reduced to
the following optimisation problem:

a∗ = argmax
a∈A

U (3)

where a∗ is the optimal set of actions to be executed.
Traditionally, active SLAM has been divided in three dif-
ferentiated phases for the ease of its resolution (Makarenko
et al., 2002), which are directly linked to eq. (1)-(3).
During first step, and just for computational purposes,
the (usually finite) set of possible destinations the robot
could travel to is identified (e.g. via frontier detection).
Second stage deals with utility computation. The effect
of executing the candidate actions is evaluated by quan-
tifying the expected uncertainty in the two random vari-
ables. Information-theoretic (IT) approaches are the most
common and are usually based on the concept of en-
tropy (Stachniss and Burgard, 2003; Valencia et al., 2012;
Palomeras et al., 2019). On the other hand, methods based
on Theory of Optimal Experimental Design (TOED) di-
rectly compute utility from the variance of the variables of
interest. Optimality criteria quantify utility by mapping
elements from the space of real symmetric matrices (co-
variance or FIM) to R. D-optimality has been considered
the most fruitful criterion (Rodríguez-Arévalo et al., 2018),
and its modern formulation is as follows (Pukelsheim,
2006):

D-opt � exp

(
1

d

d∑
k=1

log(λk)

)
(4)

where Λ = (λ1, . . . , λd) are the eigenvalues of the matrix
under study, with dimension d. Finally, during the third
step, the frontier with highest utility is selected as optimal
and the set of actions to reach it is executed. The entire
sequence would be repeated until a certain SC was met.
This paper is particularly focused on active graph-SLAM
methods, in which SLAM is formulated using a graph
representation where nodes represent the robot poses, and
edges encode the constraints between them, usually in
the form of a FIM. For the j-th edge, it will be Φj ∈
Rℓ×ℓ with ℓ the dimension of the state vector (e.g. 3 for
2D SLAM). These methods rely on the insight that the
map representation (usually in the form of an occupancy
grid) can be retrieved once the robot states have been
properly estimated (Montemerlo and Thrun, 2003; Grisetti
et al., 2010). Evaluation of optimality criteria in such cases
involves computing the eigenvalues of the system’s FIM,
Y ∈ Rnℓ×nℓ, with n the number of nodes in the graph.
It should be noted that the matrix dimensions grow as
the trajectory does, and that the map information must
somehow be included in Y to effectively address the task
under study. See Placed and Castellanos (2021b) for a
more detailed discussion on active graph-SLAM and Y.

2.2 Exploiting the Graphical Structure in Active SLAM

Evaluation of utility is costly and quickly becomes in-
tractable for online approaches. It usually represents the
main bottleneck in active SLAM, especially if TOED-
based. Thus, most works resort to IT, sparse information
matrices (Indelman et al., 2015) or sparsified representa-
tions (Carrillo et al., 2018; Elimelech and Indelman, 2019).
Regarding computational complexity, the prominent works
by Khosoussi et al. (2014, 2019) show that classical op-
timality criteria are closely linked to the connectivity of
the underlying pose-graph. Thus, instead of evaluating the
whole FIM, decision making in active graph-SLAM can be
done in a fraction of the time—up to an order of mag-
nitude faster (Kitanov and Indelman, 2019; Placed and
Castellanos, 2021b)—by studying the graph connectivity
indices. Placed and Castellanos (2021a,b) formulate the
existing relationship between modern optimality criteria
of the FIM and those of the weighted Laplacian, for the
general case of active graph-SLAM. Specifically, for D-
optimality:

D-opt(Y) ≈ (n t(Gγ))
1
n (5)

where Gγ denotes a pose-graph in which each edge is
weighted with the same criterion to be estimated, i.e.
γj = D-opt (Φj), and t(Gγ) is the weighted number of
spanning trees of the graph, equal to any cofactor of its
weighted Laplacian. See Placed and Castellanos (2021b).

3. LIMITATIONS OF THE EXISTING STOPPING
CRITERIA

Most active SLAM works in the literature resort to spatial
or temporal constraints as SC. The former can be used
only because they use known (simulation) environments
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Table 1. Example works, formulation basis and limitations of the most relevant SC in literature.

Stopping Criterion Works Formulation Limitations

Temporal
Leung et al. (2008), Valencia et al.
(2012), Carrillo et al. (2018) and Placed
and Castellanos (2021b)

Time space

• No task completion
• Must be set experimentally
(scenario- and robot-dependent)
• Not comparable across systems

Spatial

Frontiers Yamauchi et al. (1999), Korb and Schöttl
(2018) and Pimentel et al. (2018) • No task completion (coverage only)

• Difficult to compare across systems
• Unobservable and unreachable areas
• Most times require prior knowledge
of the environment or human
interaction

Coverage

Pham and Juang (2013), Amigoni et al.
(2013), Lenac et al. (2016), Palomeras
et al. (2019), Chen et al. (2020) and Xu
et al. (2022)

State space

Other Bircher et al. (2018) and Suresh et al.
(2020)

Uncertainty-based
IT

Simmons et al. (2000), Stachniss et al.
(2004), Salan et al. (2014), Chen
et al. (2019), Ghaffari Jadidi et al.
(2019), Gomez et al. (2019) and Deng
et al. (2020)

Information
space

• No task completion (coverage only)
• Difficult to compare across systems
• Unobservable and unreachable areas
• May require prior knowledge of the
environment

TOED — Task space • Computational and formulation
complexity

for which the complete size of the map is available, and
the latter typically encode physical constraints of the
robot (e.g. battery) rather than those of the variables of
interest. Both of them must be experimentally designed
for a specific scenario and can be used neither in unknown
environments, nor across systems. Table 1 illustrates the
preferred choice of SC in some relevant works. It is easy to
notice how temporal and spatial (i.e. geometric) criteria
monopolise the attention in the literature.
Limiting the amount of time for an exploration task has
been used extensively (Leung et al., 2008; Valencia et al.,
2012; Carrillo et al., 2018; Placed and Castellanos, 2021b)
for two main reasons: its simplicity and because comparing
the performance of diverse agents in the same time horizon
is straightforward. This criterion does not directly require
previous knowledge about the environment, although for
exploration results to be relevant, they have to be accor-
dant. In any case, it (i) does not guarantee exploration of
the entire environment or low uncertainty estimates (i.e.
task-completion), (ii) is dependent on the scenario and
the robot configuration, and (iii) often needs to be set ex-
perimentally (e.g. by manually exploring the environment
before testing the approach).
The simplest geometric SC broadly used in the literature
is the non-existence of locations to explore, which usually
translates in the absence of (clusters of) frontiers (Ya-
mauchi et al., 1999; Korb and Schöttl, 2018; Pimentel
et al., 2018). A second relevant geometric constraint is
the desired coverage (e.g. 90%). For its use, by defini-
tion, it is mandatory to know the size or even the full
map of the environment. Despite being in conflict with
active SLAM definition, it is often used (Pham and Juang,
2013; Amigoni et al., 2013; Lenac et al., 2016; Palomeras
et al., 2019; Chen et al., 2020). A recent example can be
found in (Xu et al., 2022), where they propose a unified
framework to benchmark robotic exploration, although as-
sume known environments and base efficiency on coverage.
Other geometric-related SC rely on limiting the size of the
exploration trees (Bircher et al., 2018), or on qualitative

metrics that require human supervision (Suresh et al.,
2020). In contrast to temporal SC, all of the above allow
checking the completion of the task of covering a surface
or volume, since they are formulated over the state space.
Nevertheless, two insights are worth noting: (i) the funda-
mental aspect in active SLAM of lack of prior information
about the environment is violated, and (ii) they do not
assess the active SLAM task but a coverage one, so they
have no concern about the quality of the estimates. In fact,
they do not even monitor the robot localisation.
Following Information Theory (IT) and the well-known
(approximation) relationship between the entropy of an
occupancy map and the number of unknown cells on
it (Stachniss, 2009), a number of works (Simmons et al.,
2000; Chen et al., 2019; Deng et al., 2020) soon refor-
mulated the aforementioned spatial SC in the so-called
information space (or belief space). That is, the place
where the probability density functions of the random vari-
ables naturally live. See Barraquand and Ferbach (1995)
and Prentice and Roy (2009). These probability distri-
butions reflect knowledge about the system, and related
metrics typically measure the entropy reduction in the
posterior (map) distribution. Gomez et al. (2019) offer a
fresher look at spatial criteria, using the concept of “inter-
esting” frontiers, that is, frontiers with an expected utility
above a defined threshold (e.g. expected Information Gain,
IG). Determining this threshold must be done experimen-
tally, though, and is scenario-specific. Ghaffari Jadidi et al.
(2019) use a saturation information value over the current
(and not necessarily complete) map, which reflects the
confidence in the representation. Stachniss et al. (2004)
observe that considering only a constant upper bound on
the map information can lead to repeatedly acquiring the
same information, and that is indeed detrimental to the
SLAM performance. Salan et al. (2014) also realise that
coverage SC are impractical, even when formulated over
the information space: some cells can be unobservable
or even unreachable. Instead, they propose to conduct
exploration until there are no possible configurations that
maximised information.
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Table 1. Example works, formulation basis and limitations of the most relevant SC in literature.

Stopping Criterion Works Formulation Limitations

Temporal
Leung et al. (2008), Valencia et al.
(2012), Carrillo et al. (2018) and Placed
and Castellanos (2021b)

Time space

• No task completion
• Must be set experimentally
(scenario- and robot-dependent)
• Not comparable across systems

Spatial

Frontiers Yamauchi et al. (1999), Korb and Schöttl
(2018) and Pimentel et al. (2018) • No task completion (coverage only)

• Difficult to compare across systems
• Unobservable and unreachable areas
• Most times require prior knowledge
of the environment or human
interaction

Coverage

Pham and Juang (2013), Amigoni et al.
(2013), Lenac et al. (2016), Palomeras
et al. (2019), Chen et al. (2020) and Xu
et al. (2022)

State space

Other Bircher et al. (2018) and Suresh et al.
(2020)

Uncertainty-based
IT

Simmons et al. (2000), Stachniss et al.
(2004), Salan et al. (2014), Chen
et al. (2019), Ghaffari Jadidi et al.
(2019), Gomez et al. (2019) and Deng
et al. (2020)

Information
space

• No task completion (coverage only)
• Difficult to compare across systems
• Unobservable and unreachable areas
• May require prior knowledge of the
environment

TOED — Task space • Computational and formulation
complexity

for which the complete size of the map is available, and
the latter typically encode physical constraints of the
robot (e.g. battery) rather than those of the variables of
interest. Both of them must be experimentally designed
for a specific scenario and can be used neither in unknown
environments, nor across systems. Table 1 illustrates the
preferred choice of SC in some relevant works. It is easy to
notice how temporal and spatial (i.e. geometric) criteria
monopolise the attention in the literature.
Limiting the amount of time for an exploration task has
been used extensively (Leung et al., 2008; Valencia et al.,
2012; Carrillo et al., 2018; Placed and Castellanos, 2021b)
for two main reasons: its simplicity and because comparing
the performance of diverse agents in the same time horizon
is straightforward. This criterion does not directly require
previous knowledge about the environment, although for
exploration results to be relevant, they have to be accor-
dant. In any case, it (i) does not guarantee exploration of
the entire environment or low uncertainty estimates (i.e.
task-completion), (ii) is dependent on the scenario and
the robot configuration, and (iii) often needs to be set ex-
perimentally (e.g. by manually exploring the environment
before testing the approach).
The simplest geometric SC broadly used in the literature
is the non-existence of locations to explore, which usually
translates in the absence of (clusters of) frontiers (Ya-
mauchi et al., 1999; Korb and Schöttl, 2018; Pimentel
et al., 2018). A second relevant geometric constraint is
the desired coverage (e.g. 90%). For its use, by defini-
tion, it is mandatory to know the size or even the full
map of the environment. Despite being in conflict with
active SLAM definition, it is often used (Pham and Juang,
2013; Amigoni et al., 2013; Lenac et al., 2016; Palomeras
et al., 2019; Chen et al., 2020). A recent example can be
found in (Xu et al., 2022), where they propose a unified
framework to benchmark robotic exploration, although as-
sume known environments and base efficiency on coverage.
Other geometric-related SC rely on limiting the size of the
exploration trees (Bircher et al., 2018), or on qualitative

metrics that require human supervision (Suresh et al.,
2020). In contrast to temporal SC, all of the above allow
checking the completion of the task of covering a surface
or volume, since they are formulated over the state space.
Nevertheless, two insights are worth noting: (i) the funda-
mental aspect in active SLAM of lack of prior information
about the environment is violated, and (ii) they do not
assess the active SLAM task but a coverage one, so they
have no concern about the quality of the estimates. In fact,
they do not even monitor the robot localisation.
Following Information Theory (IT) and the well-known
(approximation) relationship between the entropy of an
occupancy map and the number of unknown cells on
it (Stachniss, 2009), a number of works (Simmons et al.,
2000; Chen et al., 2019; Deng et al., 2020) soon refor-
mulated the aforementioned spatial SC in the so-called
information space (or belief space). That is, the place
where the probability density functions of the random vari-
ables naturally live. See Barraquand and Ferbach (1995)
and Prentice and Roy (2009). These probability distri-
butions reflect knowledge about the system, and related
metrics typically measure the entropy reduction in the
posterior (map) distribution. Gomez et al. (2019) offer a
fresher look at spatial criteria, using the concept of “inter-
esting” frontiers, that is, frontiers with an expected utility
above a defined threshold (e.g. expected Information Gain,
IG). Determining this threshold must be done experimen-
tally, though, and is scenario-specific. Ghaffari Jadidi et al.
(2019) use a saturation information value over the current
(and not necessarily complete) map, which reflects the
confidence in the representation. Stachniss et al. (2004)
observe that considering only a constant upper bound on
the map information can lead to repeatedly acquiring the
same information, and that is indeed detrimental to the
SLAM performance. Salan et al. (2014) also realise that
coverage SC are impractical, even when formulated over
the information space: some cells can be unobservable
or even unreachable. Instead, they propose to conduct
exploration until there are no possible configurations that
maximised information.

It is essential to note that, despite fast, information-driven
metrics do not allow to check for task-completion in any
case, since they are not related to the task of active SLAM
but to that of coverage. Consider the example case in
which all potential locations to travel to would result in low
informative returns (e.g, entropy or IG below a predefined
threshold or even zero). According to information-driven
SC, exploration would be finished, but not necessarily
implying that the two variables of interest were perfectly
nor even well estimated, since the information units are
unrelated to the physical meaning of the task (e.g. m2 for
linear variance).

4. TOWARDS MEANINGFUL STOPPING CRITERIA

The use of metrics (either or raw or their evolution) that
stem from TOED as stopping criteria has been identified
as promising many times (Cadena et al., 2016; Lluvia et al.,
2021), although no research has been done in the topic.
In contrast to IT metrics, they are task-driven, that is,
they evaluate uncertainty in the task space (i.e. variance
of estimates) and therefore allow to directly check if a
given set of actions improves the task or if the estimations
are sufficiently accurate. This also implies that they can
be compared across systems. Their main drawback is the
high computational load that evaluating large covariance
matrices has traditionally required. However, thanks to
the fast computation of graph connectivity indices and
their equivalence to optimality criteria in active graph-
SLAM (see Section 2.2), we propose their evolution along
exploration as SC.
A well-conditioned SC has to account for both variables of
interest in active SLAM: the robot localisation and map
representation. Revisiting Section 2.1, graph-based SLAM
builds upon the idea that the map can be straightforwardly
retrieved once the robot is properly localised. Therefore,
we propose the following SC based on the evolution of
the robot’s uncertainty (via graph’s D-optimality) and the
mapped area:

Γ = ∆U + |∆A| < Γth (6)
where U is the utility function (see equation 5), A the
known area in the map and ∆ denote percentage variations
w.r.t. previous active SLAM steps. The area has been
restricted to absolute variations, as otherwise, a loop
closure could trigger the criterion after updating the map.
Note that the map’s accuracy is embedded in ∆U given
the graph-SLAM basis.
Should Γ drop below a certain threshold (Γth) during a
given action window, w, active SLAM would be terminated
as no information would be added to the system. Thus, for
a fixed map size, if the robot keeps gathering the same
information over and over (i.e. ∆U � 0), it will stop.
Otherwise, exploration will continue even when informa-
tion decreases (pure exploration) until the information loss
exceeds the gain in the map area. This would indicate that
a different exploration strategy is required, rather than
that exploration has finished. Therefore, the proposed SC
depends on two parameters: the minimum increment Γth,
and the window in which evaluations are performed. The
former is related to task-completion, and the smaller it is,
the most complete, accurate and time-expensive the task
will be. The latter serves to check whether it is a stationary
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Fig. 1. Trajectory of the active SLAM example experiment.

Fig. 2. Evolution of ∆D-opt and ∆A during the active
SLAM example experiment.

or transient regime: short horizons (e.g. 1 action) should
not be used to check for termination.
Let us consider a simple example of active SLAM to
illustrate the typical trend of both terms. Figure 1 contains
its trajectory (red dots correspond to graph nodes and red
lines to odometry edges) and loop closures (blue). Figure 2
shows the percentage variation in D-optimality (blue) and
area (red) during the task. Note that D-opt is computed
over Y and thus denotes knowledge over the robot’s
localisation. Two stages can be clearly distinguished, also
labelled in the figure: exploration and exploitation. During
the first stage, there is a large initial increase in the
known area and localisation information. As exploration
continues, new areas decrease and the robot’s uncertainty
gradually increases. At a certain point, the robot starts
to revisit known places, entering the second stage. During
exploitation, the area no longer increases, and may even
decrease after closing a loop due to map updates. On the
other hand, localisation uncertainty continues to decrease
as loops are closed. However, once the first few loop
closures occur, there is no further improvement. Both
increments reach a constant regime near zero and after
this, if the robot keeps gathering the same data from the
environment, there is a loss of information (see final part
of Figure 2). This regime represents the point at which
exploration should be terminated or the utility function
changed.
We are aware that evaluating variations on D-opt rather
than raw values does not allow to directly constrain
the robot’s variance. Still, contrary to usual SC in the
literature, it does neither imply prior knowledge of the
environment nor human interaction during the task, takes
into account both variables of interest and is transferable
across systems.
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Table 2. Results of exploration in AWS scenarios with agents with different SC. They have been
ordered by the time consumed. † denotes values are explicitly fixed by the criterion.

Scenario SC Time (s) Area (m2) Coverage (%) mRMSE (m) n d Opt. D-opt

Bookstore

Temporal (10min) †600 155.04 86.01 0.22 492 2.48 3 3372.58
Ours 1018 159.56 88.52 0.11 867 2.74 6 3862.94

Coverage (90%) ∞ – †90 – – – – –
Coverage (99%) ∞ – †99 – – – – –

House

Coverage (90%) 301 149.53 †90 0.72 236 2.49 0 2869.24
Ours 482 155.40 93.53 0.23 331 2.45 1 2941.25

Temporal (10min) †600 155.48 93.58 0.24 382 2.40 2 2909.94
Coverage (99%) ∞ – †99 – – – – –

4.1 Experimental Validation

In order to test the proposed criterion, active SLAM was
performed in two scenarios in Gazebo, which are slightly
modified versions of AWS bookstore and house worlds
(e.g., they are now closed environments). See figures 3a
and 3d. The robot is a wheeled platform equipped with a
laser sensor with 180◦ field of view, 5m range and 1500
beams in each scan. The maximum linear and angular
velocities of the robot are 0.2m s−1 and 0.8 rad s−1, respec-
tively. Active SLAM framework is the same as in (Placed
and Castellanos, 2021b), which is publicly available.
The proposed experiment consists of determining and com-
paring the moment at which different SC decide to stop
exploration. To make a fair comparison, different criteria
are evaluated during the same exploration run. That is, as
the autonomous agent explores the environment, SC are
checked and if any of them is met, results for that criterion
are extracted. Then, the exploration is resumed. Apart
from the task-driven criterion (Γth = 2%, w = 3), we used
a time-based one (10min) and two coverage conditions: 90
and 99%, following the somewhat standardised values (Xu
et al., 2022). Table 2 shows results (mean over 2 trials) of
all agents in both scenarios. It contains the time elapsed
until the stopping conditions were met, map metrics (area
explored, coverage, max. RMSE) and graph metrics (size,
average node degree, number of graph optimisations and
final graph D-opt). Note that coverage conditions assume
the environment known, and that the time has been arbi-
trarily selected. Fig. 3 shows the maps and pose-graphs at
the moment of fulfilment of the different criteria.
In the bookstore environment, time-based criterion is the
first to be met: after 10 minutes of exploration, the agent
knows 86% of the scenario and maximum error of the
mapped area is 22 cm. Almost 7 minutes later, the pro-
posed criterion is satisfied. Despite the similar coverage
(only 2.5% higher), the number of graph optimisations
has doubled and map error has halved. Also, the robot
localisation information has increased by 15%. Coverage
conditions are never satisfied, as there are many unob-
servable or unreachable areas for the robot.
On the other hand, the 90% coverage criterion is the first
to be fulfilled in the second scenario. However, at that time
the accuracy of the robot localisation and of the built map
are extremely low. In addition, many interesting areas have
not yet been explored (see Figure 3). After 8 minutes of
exploration, the TOED-based criterion is met: not only

3.5% more of the environment has been explored, but also
known areas have been exploited: map maximum error has
been reduced threefold and the localisation information
has increased. Finally, after 10 minutes, the temporal
criterion triggers, which, regarding the map and coverage,
has very similar results to our criterion. This experiment
illustrates how repeatedly acquiring the same data (over-
exploitation) can be indeed detrimental for the SLAM
algorithm: despite a higher number of loop closures, the
robot localisation and the map are less accurate and the
graph is not as well connected (see last columns of Table 2).
Again, the 99% coverage criterion is never met.
The proposed task-driven criterion achieves, in all cases, a
relevant behaviour for active SLAM, outperforming other
studied criteria. On the one hand, coverage criteria require
prior knowledge of the environment and, even then, may
fail. On the other hand, time-based criteria either require
prior knowledge or are impractical: large times may lead
to over-exploitation while short may fail to visit areas of
interest. Our criterion succeeds in autonomously identify-
ing the moment in which exploration is no longer adding
relevant information, without requiring prior knowledge
or manual tuning beyond the specification of the two
parameters it depends on.

5. CONCLUSIONS

In this manuscript, we have studied the often overlooked
problem of autonomously deciding when robotic explo-
ration should terminate. First, we have thoroughly re-
viewed the use of existing stopping criteria in the litera-
ture, highlighting the assumptions on which they are based
and their limitations for performing active SLAM in real
environments. Motivated by this, and following the recent
work on fast computation of optimality criteria in active
graph-SLAM, we have proposed a TOED-based stopping
criterion, which autonomously decides when exploration
is not adding further information to the SLAM system.
Experimental results show the relevance of this criterion
for active SLAM and how it outperforms others used in the
literature. This seminal work aims to stimulate the use of
task-driven stopping criteria in active SLAM, rather than
coverage or temporal metrics.
Future work will aim to study the use of raw optimality
criteria rather than their evolution, and will evaluate their
use to decide to change the exploration strategy (i.e.
switch the utility function) instead of just terminating
exploration.



 Julio A. Placed  et al. / IFAC PapersOnLine 55-14 (2022) 126–132 131

Table 2. Results of exploration in AWS scenarios with agents with different SC. They have been
ordered by the time consumed. † denotes values are explicitly fixed by the criterion.

Scenario SC Time (s) Area (m2) Coverage (%) mRMSE (m) n d Opt. D-opt

Bookstore

Temporal (10min) †600 155.04 86.01 0.22 492 2.48 3 3372.58
Ours 1018 159.56 88.52 0.11 867 2.74 6 3862.94

Coverage (90%) ∞ – †90 – – – – –
Coverage (99%) ∞ – †99 – – – – –

House

Coverage (90%) 301 149.53 †90 0.72 236 2.49 0 2869.24
Ours 482 155.40 93.53 0.23 331 2.45 1 2941.25

Temporal (10min) †600 155.48 93.58 0.24 382 2.40 2 2909.94
Coverage (99%) ∞ – †99 – – – – –

4.1 Experimental Validation
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beams in each scan. The maximum linear and angular
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paring the moment at which different SC decide to stop
exploration. To make a fair comparison, different criteria
are evaluated during the same exploration run. That is, as
the autonomous agent explores the environment, SC are
checked and if any of them is met, results for that criterion
are extracted. Then, the exploration is resumed. Apart
from the task-driven criterion (Γth = 2%, w = 3), we used
a time-based one (10min) and two coverage conditions: 90
and 99%, following the somewhat standardised values (Xu
et al., 2022). Table 2 shows results (mean over 2 trials) of
all agents in both scenarios. It contains the time elapsed
until the stopping conditions were met, map metrics (area
explored, coverage, max. RMSE) and graph metrics (size,
average node degree, number of graph optimisations and
final graph D-opt). Note that coverage conditions assume
the environment known, and that the time has been arbi-
trarily selected. Fig. 3 shows the maps and pose-graphs at
the moment of fulfilment of the different criteria.
In the bookstore environment, time-based criterion is the
first to be met: after 10 minutes of exploration, the agent
knows 86% of the scenario and maximum error of the
mapped area is 22 cm. Almost 7 minutes later, the pro-
posed criterion is satisfied. Despite the similar coverage
(only 2.5% higher), the number of graph optimisations
has doubled and map error has halved. Also, the robot
localisation information has increased by 15%. Coverage
conditions are never satisfied, as there are many unob-
servable or unreachable areas for the robot.
On the other hand, the 90% coverage criterion is the first
to be fulfilled in the second scenario. However, at that time
the accuracy of the robot localisation and of the built map
are extremely low. In addition, many interesting areas have
not yet been explored (see Figure 3). After 8 minutes of
exploration, the TOED-based criterion is met: not only

3.5% more of the environment has been explored, but also
known areas have been exploited: map maximum error has
been reduced threefold and the localisation information
has increased. Finally, after 10 minutes, the temporal
criterion triggers, which, regarding the map and coverage,
has very similar results to our criterion. This experiment
illustrates how repeatedly acquiring the same data (over-
exploitation) can be indeed detrimental for the SLAM
algorithm: despite a higher number of loop closures, the
robot localisation and the map are less accurate and the
graph is not as well connected (see last columns of Table 2).
Again, the 99% coverage criterion is never met.
The proposed task-driven criterion achieves, in all cases, a
relevant behaviour for active SLAM, outperforming other
studied criteria. On the one hand, coverage criteria require
prior knowledge of the environment and, even then, may
fail. On the other hand, time-based criteria either require
prior knowledge or are impractical: large times may lead
to over-exploitation while short may fail to visit areas of
interest. Our criterion succeeds in autonomously identify-
ing the moment in which exploration is no longer adding
relevant information, without requiring prior knowledge
or manual tuning beyond the specification of the two
parameters it depends on.

5. CONCLUSIONS

In this manuscript, we have studied the often overlooked
problem of autonomously deciding when robotic explo-
ration should terminate. First, we have thoroughly re-
viewed the use of existing stopping criteria in the litera-
ture, highlighting the assumptions on which they are based
and their limitations for performing active SLAM in real
environments. Motivated by this, and following the recent
work on fast computation of optimality criteria in active
graph-SLAM, we have proposed a TOED-based stopping
criterion, which autonomously decides when exploration
is not adding further information to the SLAM system.
Experimental results show the relevance of this criterion
for active SLAM and how it outperforms others used in the
literature. This seminal work aims to stimulate the use of
task-driven stopping criteria in active SLAM, rather than
coverage or temporal metrics.
Future work will aim to study the use of raw optimality
criteria rather than their evolution, and will evaluate their
use to decide to change the exploration strategy (i.e.
switch the utility function) instead of just terminating
exploration.

(a) AWS bookstore environment and
the robot in Gazebo.

(b) Temporal criterion. (c) Task-driven criterion
(ours).

(d) AWS house environment
and the robot in Gazebo.

(e) Coverage criterion
(90%).

(f) Task-driven crite-
rion (ours).

(g) Temporal criterion.

Fig. 3. View of the AWS bookstore (a) and house (d) environments in Gazebo. Also, the maps and pose-graphs built
in one trial using temporal, coverage and TOED-based stopping criteria in both environments.Results for coverage
SC have been omitted when unfeasible.
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