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Abstract: The future of personalised medicine lies in the development of increasingly sophisticated
digital twins, where the patient-specific data is fed into predictive computational models that support
the decisions of clinicians on the best therapies or course actions to treat the patient’s afflictions.
The development of these personalised models from image data requires a segmentation of the
geometry of interest, an estimation of intermediate or missing slices, a reconstruction of the surface
and generation of a volumetric mesh and the mapping of the relevant data into the reconstructed
three-dimensional volume. There exist a wide number of tools, including both classical and artificial
intelligence methodologies, that help to overcome the difficulties in each stage, usually relying on
the combination of different software in a multistep process. In this work, we develop an all-in-one
approach wrapped in a Python library called im2mesh that automatizes the whole workflow, which
starts reading a clinical image and ends generating a 3D finite element mesh with the interpolated
patient data. In this work, we apply this workflow to an example of a patient-specific neuroblastoma
tumour. The main advantages of our tool are its straightforward use and its easy integration into
broader pipelines.

Keywords: python library; mesh generation; slice interpolation; medical image; patient-specific
computational modelling

1. Introduction

Personalised medicine [1] is based on the idea that inter-individual variability con-
ditions define how a certain disease affects each person and that specific actions can be
tailored to the patients based on their predicted response or risks. In recent years, there
has been a continuous growth in this field thanks in part to the improvements on medical
imaging techniques, genetic data acquisition and clinical tools for disease diagnosis and
prognosis [2–4].

In parallel, there has also been a notable development in in silico medicine, also known
as “computational medicine”, due to the huge technical advances and the availability of
improved software and hardware that allows the simulation of increasingly complex and
demanding problems. In the biomedical field, these simulations aim to provide additional
information that helps to understand the intricacies of biological processes, which may
be useful to develop tools to support clinical decisions [5]. Given the importance of
personalised medicine, in particular for the treatment of cancer, researchers keep developing
new in silico tools that account for individualised data, a field of expertise known as patient-
specific modelling. These models simulate biological processes, often related to disease,
using particular data from the patient. This combination of mathematical models and
individualized parameters holds the key to a future, where digital twins might be used to
improve the diagnosis and select the best possible treatment for a specific condition [6–8].
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Despite the aforementioned advances made in its diagnosis and treatment, cancer is
still the second most common cause of death in the world, being responsible for about
one-sixth of total deaths [9]. It is a very complex and heterogeneous disease due to the great
number of biological and mechanical factors that control tumour growth, treatment efficacy
and metastasis, among other processes. Differences arise not only between different types
of cancer, but also among individuals afflicted by the same type.

Within this context of heterogeneity, patient-specific models constitute a great option
to support decision making in the clinical management of the disease. There are several
examples of tumour growth models that incorporate personalised data, often derived
from imaging sequences, which can be magnetic resonance imaging (MRI), computed
tomography (CT), etc. [10–12]. Examples of these sequences include diffusion-weighted
imaging (DWI) and dynamic contrast enhanced (DCE) in the case of MRI or dual energy
computed tomography (DECT) for CT. They can be used to obtain insightful knowledge of
the cellularity level (DWI) and vascularization (DCE and DECT) of the tissue, which are
the main inputs for most of these tumour growth models.

To include this imaging data in a model, the first step is to incorporate the geometry
of the tumour and, if available, of surrounding organs. Therefore, one should start by
segmenting the region of interest (ROI) in one of the imaging series and then registering
the other sequences to this segmented series, which is critical to have all imaging data
(geometry, cellularity and vascularization data) in the same coordinate system. Regarding
the segmentation task, there are several ways to segment the different tissues [13]. The first
and most traditional way is manual or partially-assisted segmentation, where a professional
(a radiologist in clinical practice) delineates the ROIs and generates the masks in every
individual slice. Although very accurate, the process is time-consuming and often infeasible
when the number of cases is too large, which often leads to partial segmentations, where
particular slices are skipped (i.e., when the object of interest presents no abrupt changes
with respect to the previous segmented slice and the mask would be almost identical).
This can be alleviated to some extent via semi-automatic segmentation, which applies
statistical and machine learning methods to propose masks that need to be revised and
manually corrected by an experienced professional [14,15]. In recent years, the boom of
artificial intelligence for image applications has laid the foundation for the development
of algorithms that apply the power of deep learning to automate the task of segmentation
with very promising results [16].

Regardless of the segmentation method used, the next step is reconstructing the original
3D geometry from the stack of segmented slices. This volume generation might be included in
the own architecture of the DL network (such as U-Net [17]). Otherwise, a subsequent step of
3D reconstruction is needed. There is a wide range of methods to perform volume generation
from a set of 2D slices [18,19], some of them already included as features of popular software
such as 3D Slicer [20]. This process of segmentation and volume reconstruction culminates
with the interpolation of the different image sequence data to the generated volumetric mesh.
These interpolated maps together with the geometry constitute the necessary inputs for the
construction of the patient-specific models previously described.

To illustrate this methodology, we present a practical use case within the PRIMAGE
project (PRedictive In -silico Multiscale Analytics to support cancer personalised diaGnosis
and prognosis, Empowered by imaging biomarkers) [21,22], where the described workflow
was used to generate patient-specific models in a large number of clinical cases. To put it into
context, PRIMAGE is currently one of the largest and more ambitious European research
projects in medical imaging, artificial intelligence and childhood cancer, in particular,
neuroblastoma (NB) and diffuse intrinsic pontine glioma (DIPG). Its main goal is to develop
a decision support system combining retrospective clinical information and incorporating
it into the diagnostic pipeline using AI and computational models. One of the peculiarities
of this project is the availability of tumour segmentations from hundreds of patients,
which need to be processed and incorporated into an automatized workflow to simulate
the tumour progression with patient-specific data. This decision support system will be
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integrated in an online platform and used by clinicians in their day-to-day practice, hence
the necessity of self-contained tools (i.e., no extra software or technical parameter handling
needed) that can be used via regular browsers. With this idea in mind, we developed
im2mesh, which has no particular requirements other than an environment supporting
Python 3.9 and can be executed both in bash mode (therefore integrated for example into
an automatized cloud-based platform) and with a minimal user interface when used for
research purposes. We would like to emphasize that im2mesh aims to be a tool for a very
specific task: transforming segmented slices into 3D meshes (with or without interpolated
data) that can be used as a connecting component between image data and simulations.
Certainly, there are other well-established tools, such as 3D Slicer (open software) or Mimics
(Materialise, Leuven, Belgium), with big communities and a wide range of functionalities
and versatility, but which are designed to be used as visual user-interactive tools rather
than “black box” functions for automatization.

In this work, we describe in detail the proposed methodology. Then, we compare
our 3D reconstruction with that obtained with 3D Slicer, we analyse mesh quality, and
we study the effect of downsampling (decreased number of slices) on geometry details.
Finally, we analyse a clinical example taken from the PRIMAGE platform, corresponding
to a neuroblastoma tumour.

2. Materials and Methods

In this section, we provide a summary of the developed workflow, describing in detail
the algorithms and methods used for surface and volume generation. Finally, we provide
the sources for the code, its documentation and the data presented in this work.

2.1. Workflow

Our library accepts multiple image formats and input parameters that are prompted
to the user either via command (bash-mode) or via visual interfaces. In particular, typical
medical image formats such as NIfTI (.nii), DICOM and DICOM-SEG (.dcm), as well as
regular image formats supported by OpenCV [23] can be used. The input stack, composed
of any number (N) of slices or layers (previously segmented), is processed from bottom
to top, interpolating shapes between every pair of layers. The contours of the original
layers, plus the interpolated (virtual) ones, are stored for the surface mesh generation. Note
that the inside points of the top and bottom layers of the whole stack are also included to
obtain a closed surface, which is used later to obtain a 3D tetrahedral mesh. Optionally, a
cloud of values (position coordinates plus scalar value) can be extracted from the medical
files or provided by the user to be interpolated to the elements of this mesh. We include
a last step that allows exporting the generated mesh to different formats appropriate for
commercial Finite Element software commonly used in engineering such as ABAQUS (Das-
sault Systèmes, Paris, France) or ANSYS (Ansys, Inc., Pittsburgh, PA, USA). A schematic
representation of the workflow is shown in Figure 1.

2.2. Shape Interpolation

Shape interpolation is performed by following the steps illustrated in the benchmark
example shown in Figure 2, using the methodology described in [24]. The necessary
inputs to interpolate between two layers are just the binarized representations (BW) of each
layer. Firstly, the contour or perimeter of each layer is computed (BWper), and the signed
Euclidean distance (Sedist) between each pixel and the perimeter is calculated. This distance
is equivalent to the regular Euclidean distance but considered negative for pixels outside
the perimeter and positive for those inside (Figure 2A).
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Once the signed distances are computed for both layers, their values are linearly
interpolated to any number of intermediate layers (Figure 2B left). The new layers are
converted back to a binary image by thresholding negative values (Figure 2B right).

This procedure is repeated between every pair of consecutive layers until the whole
stack has been processed (Figure 2C). Finally, the contours of each of the binary layers are
extracted using the OpenCV library [23] and their coordinates stored to form the superficial
point cloud.
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Figure 1. The im2mesh workflow. Image files of multiple formats containing the segmentation masks
are accepted as input for the mesh generation. For every pair of layers, starting from the bottom,
shapes are interpolated using any number of intermediate positions. Afterwards, the contours of
these shapes are computed and stored for later stages. When the interpolation is complete, a surface
mesh with the desired number of faces is created (.stl) and further processed to obtain a volumetric
3D mesh in which scalar data is automatically interpolated if available (optional). Useful information
(e.g., element labels, connectivity, coordinates, etc.) and already formatted mesh files are exported for
further analysis.

2.3. Mesh Generation

Surface meshes (Figure 2D left) are generated via the Python library PyMeshLab that
in turn interfaces with the popular open-source application MeshLab [25], using as input
a cloud of 3D points coming from the contours computed by the shape interpolation
algorithm. To enhance the robustness of the algorithm (e.g., avoiding over-sensitivity
of convergence due to a wrong ratio of the number of pixels per layer and number of
intermediate interpolations), the cloud points are randomly sampled following the Poisson
Disk sampling method [26], ensuring homogeneous spatial distribution. This algorithm
takes as inputs an estimation of the number of points sampled, which is defined as a
fraction of the number of points in the original cloud.

Then, the algorithm computes the normals for the sampled point cloud and finally
generates a closed surface based on these normals using the Screened Poisson surface
reconstruction method [27]. To improve the quality of the volumetric mesh to be generated
afterwards, a decimating filter is added after the surface reconstruction. This filter is
based on the quadric based edge-collapsed strategy [28]. Additionally, the generated
surface can be smoothed (user-defined option) to simplify complex geometries that could
be problematic for the subsequent volumetric meshing. We employ the HC Laplacian
Smoothing [29] algorithm for this purpose.

Three-dimensional meshes (Figure 2D middle) are then generated from the surface
files (.stl) using the open-source library Gmsh [30] which provides great flexibility.
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Figure 2. A whole-process demonstration example with an input of three binary layers representing
the X, Y and Z letters: (A) signed Euclidean distance map of the first two masks (X and Y shapes).
Pixels inside the perimeter (red line) present positive distances, whereas exterior pixels are assigned
negative values; (B) distance maps are interpolated in any number of intermediate layers (left vertical
cut) and thresholded to return a binarized volume (1 if distance > 0; 0 otherwise); (C) interpolation of
10 intermediate positions (equally distributed) between input and output layers; (D) surface mesh
reconstruction (.stl format) (left panel), and 3D tetrahedral mesh generated with a transversal cut
(middle panel). Insets 1 and 2 show the smoothness and good quality of the elements (right panel).

2.4. Evaluation Metrics

To prove the robustness and accuracy of our algorithm with respect to other well-
established software [20], we compare the surface meshes generated. The metric used for
this comparison is the Intersection over Union (IoU), defined as:

IoU = (A ∩ B) / (A ∪ B)

where p<a and B are two different volumes enclosed by the generated surface meshes. The
IoU is 1 when both objects are equal and overlap totally. It should be noted that, unlike
in the computer vision field, the registration step can be skipped since our volumes are
aligned in the 3 spatial axes, which simplifies the computation of the IoU considerably.

We also perform an analysis of the quality of the volumetric mesh obtained from Gmsh.
For this purpose, we have chosen two arbitrary metrics: the Aspect Ratio (AR) and the
Aspect Frobenius (AF) [31], which compute how far the analysed mesh is from an ideal
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mesh. The AR is defined as the ratio of the maximum edge with respect to the radius of the
element’s inscribed sphere:

AR = max(x1, x2, . . . , x6)/2 ∗
√

6 ∗ r

where x1 to x6 are the length of the edges in a tetrahedron, and r is the radius of the sphere
inscribed in the tetrahedral element.

The AF of an element is the normalised Frobenius condition number of matrix A0. The
mathematical expression for the Frobenius condition number of an element is:

|A0|F =
√

tr(A0T A0) (1)

where A0 = T0W−1. T0 is the edge matrix of the tetrahedral element, and W is the edge
matrix of the reference regular tetrahedron.

Both metrics are normalised, i.e., they equal one when the element analysed is the ideal
regular element. According to other authors [31], acceptable ranges are [1, 3] and [1, 1.3] for
the AR and AF, respectively.

2.5. Data Interpolation

Once the FE mesh is generated, the additional imaging data that may be available
must be interpolated to this mesh. Most patient-specific models, especially tumour growth
models, need as inputs not only the geometry, but also other spatial distributions of proper-
ties that describe the heterogeneous characteristics of tumours. In the case of PRIMAGE,
this additional data was obtained from DWI and DCE sequences, respectively. These MRI
sequences are commonly used in clinical practice to evaluate the cellularity and vascular-
ization of the tumours. The cellularity values are derived from the Apparent Diffusion
Coefficient maps generated from DWI sequences [32], while the vascularization is obtained
from the analysis of DCE sequences [33]. Apart from these sequences, there are many other
techniques to obtain different imaging data that might be included in the FE mesh. There-
fore, our code includes a script to read any kind of data derived from imaging that is stored
in NIfTI and DICOM formats and interpolate it to any FE mesh given. The interpolation
process begins by transforming the imaging data to be interpolated from voxel coordinates
to global coordinates using the affine matrix of each imaging sequence. Then, we use the
Scipy [34] Python library to interpolate the spatial data to the elemental centroids of the
mesh generated previously, exporting this interpolated data to an additional file that can
be used as input for subsequent computational models.

3. Results

This section is divided into three different parts. In the first we compare our library to
3D Slicer software by reconstructing a human pelvis using both methods and measuring
the differences. The next part covers the effects of reducing the number of available slices
in the segmentation (what we define as downsampling) using the same example. Finally,
we show the application of the workflow summarised in Figure 1 on one of the NB cases
available in the PRIMAGE project dataset.

3.1. Volume Reconstruction

In this section, we make use of our library to reconstruct a pelvis (plus part of the
femurs) from a partial segmentation obtained from the Cancer Imaging Archive public
repository and compare it to that obtained using the software 3D Slicer. Figure 3 shows
the surface volume reconstructed after processing a 512 × 512 × 300 volumetric image
both with im2mesh (Figure 3A orange, left) and 3D Slicer (Figure 3A blue, right). Visual
differences between both surfaces are minimal (Figure 3B), as confirmed by an IoU score of
98.6%. Note that the overlap is not perfect due to slight differences in triangulation and
surface smoothing. In fact, our library uses a decimation filter that decreases the number of
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surface triangles to reduce the computational cost of the volumetric meshing algorithm
applied afterwards. Figure 3C shows the visual effect of decimation: 5M triangles (left) vs.
50k (right). The IoU score attained between the enclosed volumes was 97.3%.
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Finally, the closed surface obtained from im2mesh is meshed using linear tetrahe-
drons with 5 mm objective element size (Figure 3D). The mesh quality was evaluated us-
ing the Verdict geometric quality library [31]. The distributions of AR and AF metrics on 
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Figure 3. Reconstruction of the partial segmentation of a human pelvis: (A) reconstruction of the
pelvis using im2mesh (left, orange) and 3D Slicer (right, blue); (B) volumetric overlap of the two
reconstructions with decreased opacity for better visualisation (same colours). Insets highlight the
zones where differences are more noticeable, corresponding with rough areas where the smoothing
and triangulation algorithms play a bigger role. Nonetheless, the IoU score attained was 98.6%;
(C) effect of decimating on the triangulated surface mesh: 5M triangles (left) vs. 50 K (right). Despite
visually reducing the smoothness, the IoU score attained (50 k vs. 5 M) was 97.8%; (D) volumetric
mesh generated with 5 mm objective element size (total number of elements: 72,694), coloured by
AR, showing very high quality (>90% of the elements in the 1–2 range); (E) value distribution of
the AR and AF metrics for mesh quality assessment. Vertical red lines mark the 50, 90, 95 and
99 percentiles, respectively. Additional mesh quality metrics of the pelvis mesh are presented in
Appendix A Table A1.

Finally, the closed surface obtained from im2mesh is meshed using linear tetrahedrons
with 5 mm objective element size (Figure 3D). The mesh quality was evaluated using the
Verdict geometric quality library [31]. The distributions of AR and AF metrics on this mesh
(Figure 3E) show that more than 95% of the elements are within the acceptable range for AR,
and about 65% of them fall inside the acceptable range of AF. Given the complexity of the
geometry and the size of the elements, these metrics confirm the good performance of the
Gmsh mesher on the reconstructed volume. Further metrics are summarized in Table A1.

3.2. Effect of Downsampling

The main advantage of slice interpolation is the lower number of segmentations
required to reasonably reconstruct a volume, at the price of losing detail at specific zones
that might be important in the post-processing. We reconstructed the same geometry
described in the previous section but using just 10% and 5% of the available slices (that
is, 30 and 15 slices from 300, respectively, equally spaced). Despite significantly reducing
the number of slices, our algorithm could reconstruct the bone structures with reasonable
accuracy (Figure 4A). Note that a certain degree of detail loss due to downsampling is
unavoidable since the features defined in the removed slices cannot be reconstructed
(Figure 4B–D).



Appl. Sci. 2022, 12, 11557 8 of 15

Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 15 
 

performance of the Gmsh mesher on the reconstructed volume. Further metrics are sum-
marized in Table A1. 

3.2. Effect of Downsampling 
The main advantage of slice interpolation is the lower number of segmentations re-

quired to reasonably reconstruct a volume, at the price of losing detail at specific zones 
that might be important in the post-processing. We reconstructed the same geometry de-
scribed in the previous section but using just 10% and 5% of the available slices (that is, 30 
and 15 slices from 300, respectively, equally spaced). Despite significantly reducing the 
number of slices, our algorithm could reconstruct the bone structures with reasonable ac-
curacy (Figure 4A). Note that a certain degree of detail loss due to downsampling is una-
voidable since the features defined in the removed slices cannot be reconstructed (Figure 
4B–D). 

We computed the IoU metric over the original and downsampled reconstructions of 
the pelvis to measure the accuracy of our algorithm when the number of slices was re-
duced. The IoUs obtained were 97.4% and 96% for the 10% and 5% downsampling, re-
spectively. 

This shows both the power and limitations of slice interpolation when dealing with 
cases with a reduced number of segmented slices or a very coarse slicing, which will ulti-
mately depend on the practical case. 

 
Figure 4. Effects of downsampling on the human pelvis example: (A) a visual comparison of the 
reconstruction using all the slices (top, orange) versus a downsampling of 10% (30/300 slices used) 
(bottom right, pink) and a downsampling of 5% (15/300 slices used) (bottom left, blue). The dotted 
white square marks the region where we extract the detail for (B–D) after flipping the view for better 
visualization; (B) reconstruction of the coccyx without downsampling; (C) downsampling of 10%; 
and (D) 5%, respectively. Arrows on (C,D) highlight the loss of features with respect to (B) due to 
downsampling. 

3.3. Application Case 
In this section, we apply the full workflow followed to prepare a real patient of NB 

tumour taken from the PRIMAGE platform to be used as input for a Finite Element sim-
ulation. The patient presented a tumoral mass surrounding the mesenteric artery (Figure 
5A) that was diagnosed via magnetic resonance imaging (MRI). Additionally, the cellu-
larity and vascularization maps for the tumour growth models subsequently developed 
were provided via diffusion-weighted (DWI) and dynamic-contrast-enhanced (DCE) 
MRI, respectively. 

The tumour segmentation was firstly retrieved from the platform in a common med-
ical image format, in this particular case, an NIfTI (.nii) file with 50 slices. Specifically, the 
size of the image volume was 512 × 512 × 50 voxels with a pixel size of 0.49 × 0.49 mm and 
a slice thickness of 5.5 mm. It is worth noting that the tumour was contained within 17 
slices out of the 50, further restricting the geometric information available. The segmented 
stack was automatically processed to transform the slices into a cloud of points defining 
the surface of the tumour, using 10 intermediate positions to interpolate between slices. 
This was enough to obtain smooth transitions and preserve fine details, such as the 

Figure 4. Effects of downsampling on the human pelvis example: (A) a visual comparison of the
reconstruction using all the slices (top, orange) versus a downsampling of 10% (30/300 slices used)
(bottom right, pink) and a downsampling of 5% (15/300 slices used) (bottom left, blue). The dotted
white square marks the region where we extract the detail for (B–D) after flipping the view for better
visualization; (B) reconstruction of the coccyx without downsampling; (C) downsampling of 10%;
and (D) 5%, respectively. Arrows on (C,D) highlight the loss of features with respect to (B) due
to downsampling.

We computed the IoU metric over the original and downsampled reconstructions of
the pelvis to measure the accuracy of our algorithm when the number of slices was reduced.
The IoUs obtained were 97.4% and 96% for the 10% and 5% downsampling, respectively.

This shows both the power and limitations of slice interpolation when dealing with
cases with a reduced number of segmented slices or a very coarse slicing, which will
ultimately depend on the practical case.

3.3. Application Case

In this section, we apply the full workflow followed to prepare a real patient of
NB tumour taken from the PRIMAGE platform to be used as input for a Finite Element
simulation. The patient presented a tumoral mass surrounding the mesenteric artery
(Figure 5A) that was diagnosed via magnetic resonance imaging (MRI). Additionally,
the cellularity and vascularization maps for the tumour growth models subsequently
developed were provided via diffusion-weighted (DWI) and dynamic-contrast-enhanced
(DCE) MRI, respectively.

The tumour segmentation was firstly retrieved from the platform in a common medical
image format, in this particular case, an NIfTI (.nii) file with 50 slices. Specifically, the size
of the image volume was 512 × 512 × 50 voxels with a pixel size of 0.49 × 0.49 mm and a
slice thickness of 5.5 mm. It is worth noting that the tumour was contained within 17 slices
out of the 50, further restricting the geometric information available. The segmented stack
was automatically processed to transform the slices into a cloud of points defining the
surface of the tumour, using 10 intermediate positions to interpolate between slices. This
was enough to obtain smooth transitions and preserve fine details, such as the interior vases
when obtaining the surface mesh (Figure 5B). It is worth noting that the reconstruction of
the surface via 3D Slicer in this particular case was suboptimal using the default values (see
Figure 5A, Appendix B Figure A1), as opposed to im2mesh which generated a smoother
surface. The three-dimensional mesh was subsequently computed (Figure 5C), and the
cellularity and perfusion maps interpolated to its elements (Figure 5D), closing the process
and readying the necessary files to be further processed by any FE software.
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Figure 5. Application of the im2mesh library to one of the cases from the PRIMAGE dataset;
(A) reconstruction of the tumour and the abdominal region of the patient using 3D Slicer (whole
stack of 50 slices); (B) surface mesh of the tumour generated using our library from the 17 slices
containing the tumour. Through the semi-transparent surface, the mesenteric artery and some of
its branches can be seen passing through the tumour; (C) volumetric mesh of the tumour with the
aforementioned vessels highlighted in red; (D) normalized cellularity (left) and vascularization (right)
maps interpolated from DWI and DCE sequences to the volumetric mesh presented in (C).

4. Discussion

The increasing importance of patient-specific models in the study of different patholo-
gies reveals the need for simple and effective methods to generate inputs appropriate
for these models. There is a wide range of software, both commercial and open-source,
that can reconstruct surface meshes from segmentations, some of them providing tools to
perform semi-automatic or automatic segmentations of a given set of images [20,35,36].
These programs and libraries, although powerful, cannot be easily included in automatic
pipelines that aim to process large sets of cases to generate inputs for computational models,
most of them lacking the modules needed to generate volumetric meshes.

To the best of our knowledge, there is only one open-source library that performs the
full reconstruction from imaging data to volumetric mesh: the dicom2fem library [37,38]. It
includes semi-automatic segmentation prior to reconstruction. However, it is limited to
DICOM files, lacking the option to use other formats or already-segmented sets of images.
Our library does not include a segmentation module as we consider that such a problem-
specific task (e.g., hard vs. soft tissue, different image acquisition techniques, etc.) can be
performed using more powerful tools (i.e., AI-based) nowadays in constant improvement
and development. We believe that being able to easily blend with these tools as a piece
of a grander scheme may be very useful in the near future of personalised medicine. For
this reason, we have developed im2mesh putting together different functionalities based
on open-source libraries with the aim of facilitating the process of input generation for
computational models from segmented images. This out-of-the-box solution automatically
creates the desired files without user intervention, making it ideal for its integration into
complex workflows.

We have shown the robustness of the tool as well as the potential and limitations
of volume reconstruction from segmented slices. In fact, our methodology is able to
reconstruct volumes almost identical to those obtained with the well-established and
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powerful tool 3D Slicer. For now, im2mesh is limited to interpolation in the z-direction,
which is the most common case in biomedical imaging, although interpolation in the other
directions could be easily added in a future release. It is worth mentioning that slice
interpolation is an ill-posed problem, firstly because there is no unique solution to it and
secondly because there is no metric to quantify the accuracy of an interpolated sequence
unless the objective volume is known beforehand, which would make the interpolation
unnecessary. Nonetheless, the technique is very effective, especially when the anatomy
change vs. slice density ratio is low (i.e., when adjacent slices are similar). In some instances
where the geometry is extremely heterogeneous and the image resolution is limited (such
as the NB tumour cases available within the PRIMAGE project), slice interpolation is the
simplest and most practical solution.

In sum, our method has proved to be effective for automating the generation of inputs
for tumour growth computational models, facilitating the integration of patient-specific
simulations on the PRIMAGE web-based platform, in which im2mesh acts as a “black box”
function that connects the patient’s data with the simulation framework without user
intervention. However, the proposed workflow can be easily generalized to other datasets
since the basic input needed by our library is the path to the folder containing the image files.
In fact, im2mesh is being used in another ongoing project, ProCanAid (PLEC2021-007709),
which aims to create digital twins for the in silico study of prostate cancer. In this project,
the tumour zone and different parts of the prostate are segmented using both automatic
and semi-automatic methods. This difference in the input format (multiple masks within
the image file) is easily overcome by tweaking some of the library parameters.

Our library is oriented and limited to work with already segmented images, but its
modularity allows a straightforward connection, for example, to a pre-processing pipeline
of automatic segmentation based on deep learning or any other sophisticated and problem-
tailored methodology.

5. Conclusions

It is clear that the future of personalised medicine lies in the development of increas-
ingly sophisticated digital twins, where the patient-specific data can be used to assess not
only the current state of a disease, but also its possible progression via predictive computa-
tional models. Although there are plenty of great available tools to curate and manipulate
medical image data that serves as input of such models, the reality of this research field
is that final users, the clinicians, do not have the access or the time to deal with complex
workflows that rely on multiple software programs. Hence, all-in-one approaches serving
as connectors in broader pipelines, such as the library presented in this work, will be a
necessity for future platforms that aim to be integrated in the day-to-day clinical practice.
In particular, im2mesh is currently integrated within the PRIMAGE web-based platform,
but a standalone ready-to-use version is available, both in our GitHub and the commu-
nity Python distribution repository (callable via pip) for public use and straightforward
connection to any pre-existing pipeline.
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Data Availability Statement: The raw codes as well as the examples shown throughout this docu-
ment can be downloaded from our public repository (https://github.com/cborau/im2mesh, accessed
on 13 November 2022), which is fully documented. The reconstruction of the pelvis shown in the
quality analysis is a subset of a segmentation downloaded from the Cancer Imaging Archive public
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challenging and suitable for comparisons. The tumour segmentation used in the results section was
obtained from the PRIMAGE platform, corresponding to a 5-month-old anonymous patient. The
benchmark example used in the methods section was manually created to illustrate our procedure.
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Appendix A

Table A1 shows the evaluation of the mesh quality metrics from the Verdict library [31]
over the pelvis mesh presented in Figure 3D. The analysis shows that most of the elements
are within the recommended range for the metrics. Note that the suggested range is
indicative and does not mean that elements out of the range would prevent the use of the
mesh for Finite Element simulations. Only 1% of elements show an AF more than 50%
above the maximum recommended value, and 10% are less than 50% above this limit.

These results are acceptable, given the complexity and coarseness of the mesh. More-
over, the metrics were proven consistent over different parameterizations of the algorithm
and different geometries.

Table A1. Mesh quality metrics of the pelvis mesh shown in Figure 3D obtained using the Verdict
library. The first three columns correspond to the mean, standard deviation and median of each
metric over the whole mesh. The next three columns are the 90%, 95% and 99% percentiles of each
metric, respectively. Finally, the last two columns show the minimum and maximum limits of the
recommended intervals for each metric.

Metric Mean Std. Dev. Median p90 p95 p99 Rec. Min. Rec. Max.

Aspect Frobenius 1.289 0.2338 1.225 1.566 1.76 2.216 1 1.3
Aspect Gamma 1.48 0.4319 1.356 1.96 2.335 3.298 1 3
Aspect Ratio 1.616 0.42 1.514 2.054 2.434 3.3397 1 3
Condition 1.323 0.3268 1.226 1.65 1.985 2.785 1 3
Edge Ratio 1.712 0.3086 1.647 2.141 2.293 2.595 1 3
Jacobian 131.8 53.75 125.4 205.1 230.4 279.6 1.00 × 10−30 1.00 × 1030

Minimum Dihedral Angle 49.11 12.12 50.36 63.63 67.04 73.56 40 70.53
Aspect Beta 1.381 0.3495 1.28 1.759 2.065 2.888 1 3
Scaled Jacobian 0.5656 0.1535 0.5736 0.7632 0.8064 0.8777 0.5 0.7071
Shape 0.7962 0.1156 0.8161 0.9273 0.9477 0.9744 0.3 1

Appendix B

Figure A1 highlights the main differences observed after reconstructing the neuroblas-
toma tumour geometry using 3D Slicer and im2mesh. Using default settings in both cases,
im2mesh retrieves a smoother geometry, avoiding the staggering observed in the geometry
obtained from 3D Slicer.

https://github.com/cborau/im2mesh


Appl. Sci. 2022, 12, 11557 12 of 15

Appl. Sci. 2022, 12, x FOR PEER REVIEW 12 of 15 
 

cases, im2mesh retrieves a smoother geometry, avoiding the staggering observed in the 
geometry obtained from 3D Slicer. 

 
Figure A1. Neuroblastoma tumour reconstruction from 17 slices using 3D Slicer (default values, no 
filters applied) and im2mesh. Note that without any user intervention (i.e., mask correction, filter 
application) 3D Slicer produces a more staggered geometry (black arrows). This is due to the mor-
phological contour interpolation algorithm used by the software which was developed to avoid 
over-smoothing and preserve the exact topological details of the geometry. This algorithm, there-
fore, works very well when the slice thickness is low (higher density of slices) but is less suitable 
when the number of slices is scarce, as is the case of most of the data available within the PRIMAGE 
dataset. 

Appendix C 
We evaluated the performance of the algorithm and workflow proposed using dif-

ferent combinations of parameters. The geometry employed was the neurobastoma tu-
mour presented in Section 3.3. The code was executed in a work station with the following 
technical specifications: Intel® CoreTM i7-5820K CPU @3.30GHz, 32GB RAM. We selected 
three main parameters to analyse their influence: mesh element size, number of interpo-
lation steps between slices (number of intermediate virtual slices) and number of faces on 
the STL surface mesh (Table A2). The higher these values are, the more refined mesh and 
smooth geometry you achieve, at a cost of longer processing times (Figure A2). 

Table A2. Combinations of parameters used for the eight test cases generated for the timing analysis 
of the proposed workflow. The third column is not an input but the number of elements contained 
in the mesh automatically generated using the goal size specified by the second column. The fourth 
column is the goal number of faces specified (the final number of faces may deviate slightly from 
this number). 

Test Case Element Size  Number of Elements STL Faces Number of Interpolation Steps 
Test 1 1.5 mm 422,699 50,000 15 
Test 2 1.5 mm 432,399 100,000 15 
Test 3 1.5 mm 438,848 50,000 25 
Test 4 1.5 mm 434,337 100,000 25 
Test 5 3 mm 64,324 50,000 15 
Test 6 3 mm 65,667 100,000 15 

Figure A1. Neuroblastoma tumour reconstruction from 17 slices using 3D Slicer (default values,
no filters applied) and im2mesh. Note that without any user intervention (i.e., mask correction,
filter application) 3D Slicer produces a more staggered geometry (black arrows). This is due to the
morphological contour interpolation algorithm used by the software which was developed to avoid
over-smoothing and preserve the exact topological details of the geometry. This algorithm, therefore,
works very well when the slice thickness is low (higher density of slices) but is less suitable when the
number of slices is scarce, as is the case of most of the data available within the PRIMAGE dataset.

Appendix C

We evaluated the performance of the algorithm and workflow proposed using differ-
ent combinations of parameters. The geometry employed was the neurobastoma tumour
presented in Section 3.3. The code was executed in a work station with the following tech-
nical specifications: Intel® CoreTM i7-5820K CPU @3.30GHz, 32GB RAM. We selected three
main parameters to analyse their influence: mesh element size, number of interpolation
steps between slices (number of intermediate virtual slices) and number of faces on the STL
surface mesh (Table A2). The higher these values are, the more refined mesh and smooth
geometry you achieve, at a cost of longer processing times (Figure A2).

Table A2. Combinations of parameters used for the eight test cases generated for the timing analysis
of the proposed workflow. The third column is not an input but the number of elements contained in
the mesh automatically generated using the goal size specified by the second column. The fourth
column is the goal number of faces specified (the final number of faces may deviate slightly from
this number).

Test Case Element Size Number of Elements STL Faces Number of Interpolation Steps

Test 1 1.5 mm 422,699 50,000 15
Test 2 1.5 mm 432,399 100,000 15
Test 3 1.5 mm 438,848 50,000 25
Test 4 1.5 mm 434,337 100,000 25
Test 5 3 mm 64,324 50,000 15
Test 6 3 mm 65,667 100,000 15
Test 7 3 mm 68,665 50,000 25
Test 8 3 mm 69,002 100,000 25
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In summary, the results obtained show that the bottleneck occurs at the extraction of
mesh element centroids in those cases where the number of elements is higher (cases 1–4).
This is due to the fact that element (connectivity) and nodal data (coordinates) must be
combined in an inefficient iterative process that does not scale linearly. It must be noted,
however, that centroid extraction is optional and only needed if the user wants to interpolate
data to the mesh. If the user only needs to retrieve the meshed geometry from the images,
they can skip this step and complete the whole execution in less than 2 min.
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