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Abstract. With a growing amount and increasing complexity of data
and metadata in the Digital Humanities, the use of semantic tools such as
controlled vocabularies and taxonomies becomes more and more impor-
tant to gain new research insights. Their use enables new research possi-
bilities by introducing machine readable semantic links and standardised
data and metadata. A validation and recommender system that ensures
a quick development of high quality vocabularies is essential in such a
scientific workflow. The base of this system is a similarity algorithm.
State of the art algorithms and editors for controlled vocabularies do not
meet the special requirements of the Digital Humanities domain. There-
fore, this work proposes to fill the research gap in the Digital Humanities
domain with a similarity algorithm and a recommender and validation
system for controlled vocabularies. The methodology and evaluation for
achieving this goal as well as preliminary results are presented in this
contribution.
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1 Introduction and Motivation

Computer-based methods for answering research questions in the Digital Hu-
manities (DH) pose special challenges: The research data are diverse and often-
times do not consist of machine readable text but rather of textual fragments,
images, 3D models, illustrations and many more, all in multiple (historical) lan-
guages and writing systems. Additionally, they are often incomplete, distributed
across different data sources or over multiple countries and growing in complex-
ity. Knowledge enrichment of data and metadata by semantic methods plays an
important role to overcome these difficulties [6].

This can be best illustrated on a simplified exemplary DH use case of an
ongoing research project that is studying different historical language learning
books which is part of the Collaborative Research Centre (CRC) 980 ‘Episteme
in Motion’1. The group’s research interests focus on various aspects of the text-
books, one of which is the book’s target audiences. The scholars annotate the

1 funded by the German Research Foundation (Deutsche Forschungsgemeinschaft,
DFG), see https://www.dfg.de/sfb/.
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digital images of the book pages with machine readable tags to enable further
data analysis. A problem arises when tagged historical terms that refer to the
same target group differ due to grammar, synonyms or different languages. A
controlled vocabulary2 for all tags solves this problem by semantic links. Syn-
onyms or terms in different languages are incorporated and linked to the single
item they refer to. Together with a vocabulary for descriptive metadata about
the books such as author, place of printing or writing language, it results in
a Knowledge Organisation System (KOS) with well categorised and interlinked
tags and metadata. This enables the development of advanced computer-assisted
methods for analysing, managing and visualising data. In the DH case, existing
vocabularies found in vocabulary registries oftentimes are either too broad or do
not match the scholar’s needs or required language. Thus, there is a need for de-
veloping own vocabularies that are tailored to the data, to the research questions
and that are easily shareable. This gives rise to new research possibilities since
the reuse of results as well as the collaboration of both disciplinary and interdisci-
plinary research groups is simplified [5]. Unfortunately, building subject-specific,
high-quality vocabularies often is not feasible for domain experts in a reason-
able amount of time with currently available vocabulary editors. This is due
to the fact that these are either outdated, lack well-written documentation and
usability or do not support widely used standards which prevents their use.

One important step to build vocabularies in a fast and efficient way is the use
of validation and recommender systems. The latter presents terms and term sets
from existing vocabularies and knowledge bases to the researcher that match
the current topic or field. Integration of the recommendations allows for a faster
vocabulary development. A semantic and content-wise validation system ensures
accurate and error-free high quality vocabularies [15]. Both systems rely on sim-
ilarity algorithms for vocabularies and its terms. The algorithms are not only
capable of finding similar terms but also compare semantic relations. Developing
a semantic similarity algorithm and a validation and recommender system for
the DH faces several challenges. The number of relevant existing domain spe-
cific vocabularies or knowledge bases is oftentimes low. Additionally, not only
the research data are multilingual, but also the research and the output itself
which results in challenges when mapping terms of different (sometimes dead)
languages. Furthermore, material and human resources of DH projects often are
tight. This leads to the need of specifically designed similarity metrics.

These and the validation and recommender systems have to meet the follow-
ing requirements in order to overcome the aforementioned challenges of the
DH: (a) support of heterogeneous, multilingual vocabularies and data; (b) ap-
plicability even when preexisting vocabularies are scarce; (c) high usability since
DH scholars typically have less background in technical computer science issues
such as algorithm improvement or adapting research software; (d) utilisation in
projects with limited human resources for acquiring knowledge about ontology
development; (e) applicability in projects with restricted possibilities of running
resource intensive algorithms or software.

2 In the following, thesauri and taxonomies are subsumed under the term vocabulary.
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The overarching goal is to propose a validation and recommender system for
vocabularies which can easily be integrated into a vocabulary editor. It aims
to support researchers by lowering the barrier of entry for building high-quality
vocabularies. No prior knowledge is needed, thus it facilitates computer-aided
research.

2 State of the Art

In order to find relevant vocabularies or terms for a particular research area,
there are various vocabulary registries that contain humanities specific terms.
These include Linked Open Vocabularies3, DARIAH EU back bone thesaurus4,
Linked open terminology resources5, CLARIAH awesome humanities ontologies6

or the Basic Register of Thesauri, Ontologies & Classifications7. Some exemplary
tasks taken from sub-projects of CRC 980 include the description of old Greek
texts and Egyptian hieroglyphs as well as multilingual terms for ancient plant
names. For these tasks, no adequate vocabularies could be found due to the
lack or incompleteness of non-English vocabularies. Nevertheless, registries are
a valuable source to find vocabularies that can serve as starting point for the
development process.

SKOS8 (Simple Knowledge Organization System) is a data model for rep-
resenting controlled vocabularies which became a formal W3C recommendation
in 2009. It is well suited for building vocabularies because there are several ad-
vantages compared to other data models such as a simple integration in the
Semantic Web, a flexible and standardised development and its simplicity [10].

Having a suitable data model for controlled vocabularies is not sufficient. A
vocabulary editor that supports the researcher during the entire process and
facilitates building, curating and publishing SKOS vocabularies is essential. In
addition to the special DH requirements mentioned in section 1, the application
in research projects poses additional ones such as open source software, a cus-
tomisable web interface, exchangeable backend storage, importing vocabularies
as well as a flexible user management. These are taken into account but are not
the scope of this contribution and thus not elaborated on further. Although nu-
merous tools were examined (40 in total including Protegé, CESSDA Vocabulary
Editor, Neologism 2.0, Vocbench, iQVoc, Bioportal, Vocoreg, Themas, HIVE,
NERC Vocabulary Server, OpenSKOS, PoolParty, SissVoc, TemaTres, Unilexi-
con, VocPrez, Wikibase), none of these fulfilled the requirements or were easily
extendible to do so. Furthermore, there is always a trade-off between usability
and the number of features. For instance, Protegé and VocBench are feature
rich and in general suitable for a large amount of classes and triples. When only

3 https://lov.linkeddata.es/
4 https://www.backbonethesaurus.eu/
5 https://www.loterre.fr/
6 https://github.com/CLARIAH/awesome-humanities-ontologies/
7 https://bartoc.org/
8 https://www.w3.org/TR/skos-reference/
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using a small subset of the functions to build a SKOS vocabulary, both tools
are not able to support and guide a researcher well in the development process
who is typically not an ontology expert. This leads to a high barrier in adopting
the tools into the daily routine. The Austrian Centre for Digital Humanities
(ACDH) at the Austrian Academy of Sciences is developing an editor within the
DH context.9 At the time of evaluation, it was still in the development process
and could not be assessed in regards to all key requirements.

Similarity algorithms for vocabularies are able to quantify the similarity of
two terms or two term sets with an individual semantic structure. They form the
basis for a recommender system and a content-wise validation for vocabularies.
The similarity measures can be split into two different main methods: Deep
learning and non deep learning methods. In the former, different measures using
neural networks are used to compute similarity between texts, phrases or terms
which requires a large number of domain specific vocabularies [9]. Those exist
in disciplines such as biomedical sciences, but usually not in the humanities or
small disciplines. Furthermore, the infrastructure requirements for deep learning
methods are demanding, as stated by Nguyen et al. [9], and often cannot be met
by a large part of research projects, especially in the humanities and smaller
fields or projects. Since preparing a well suited training dataset and performing
algorithm training is not feasible for most projects (lack of human, material and
fitting data resources), it would only be possible to provide a training model for
similarity prediction. However, this would introduce a quality loss when applied
to other languages or fields. This contradicts the aim for a sustainable algorithm
that can be applied independent of domain and language without the need of
constant improvement. For an overview about deep learning methods see [2].

Non deep learning methods can be further broken down into text corpus-
based10 methods and knowledge-based methods. Similarity measures using a
text corpus are used to thematically group terms and phrases and generate a
vocabulary [2]. These are based on the ‘distributional hypothesis’ that ‘similar
words appear in similar contexts’ [3]. Following the distributional model, a large
corpus is needed such that infrequent words can be represented accordingly. For
the previously presented DH use case, such a large amount of data, especially
machine readable digitised texts, is not available. Hence, corpus-based methods
are not suitable in this case.

Knowledge-based methods (KB methods) use sources with structured knowl-
edge content such as ontologies, thesauri or lexicons for defining the similarity
of terms or vocabularies [2,4]. The different KB methods are presented and con-
textualised in the following. The simplest way to define similarity is to take the
taxonomical structure into account and calculate the path length between two
terms in a KB tree as proposed by Rada et al. [11]. The lower the distance, the
closer the relationship between two terms. Path length based methods rely on
well built knowledge bases by domain experts that contain all relevant terms. If
a term is missing, the path length and thus the similarity cannot be calculated.

9 https://github.com/acdh-oeaw/vocabseditor/
10 A text corpus is a large, structured collection of texts.
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The overall goal of the proposed algorithm is to eventually support domain ex-
perts in building high quality vocabularies. Such vocabularies would be needed
for all path based measures but these do not exist yet. Hence, this approach is
not feasible for our case.

A more advanced KB method is based on the information content (IC) of a
term. IC can be described as ‘the amount of information provided by the term
when appearing in a context’ [13]. The IC is either derived from the Inverse
Document Frequency of the term in a text corpus [2] or from the structure of
the knowledge base itself [14]. The former depends on text corpora, the latter
on a pre-existing, distinct and well built vocabulary. Since neither is available in
the DH use case, IC based methods are not suitable in this case.

Another KB method compares the features and attributes of two terms [4].
The similarity increases the more features and attributes they share, such as
description, related terms and others [13,2]. In particular, the overlap of term
descriptions can be well suited to define semantic similarity [1]. This approach is
suitable for the present use case because multiple vocabularies can be incorpo-
rated and used for similarity computation, a pre-existing universal vocabulary is
not needed. In case that a term lacks attributes but includes information about
exact or close matches in a network KB such as Wikipedia11, this can be ex-
ploited to calculate similarity using the description and semantics of the term in
the network knowledge-base [7].

Apart from a plain syntax validation, two types of vocabulary validation
are introduced in the following. Semantic validation means that there are no
logical errors and there is no violation of the data model. Skosify is a Python
library which provides such a validation [15] and is well suited for the integra-
tion into the proposed validation system. Content-wise validation means that a
vocabulary which follows all SKOS rules does not include content that would be
judged wrong by a user, e.g. assigning a term accidentally to the wrong branch
in the hierarchy. Furthermore, vocabularies such as the Shapes Constraint Lan-
guage12, Shape Expressions13 or Resource Shape14 are promising candidates for
specifying integrity constraints in the validation system. Up-to-date, there exists
no tool that provides content-wise validation for SKOS vocabularies which poses
a research gap that is addressed in this work.

Concerning recommender systems for vocabularies, only Neologism 2.0 [8]
offers a basic one. The search of its recommender system is mainly based on term
labels which means that semantic features are omitted when giving recommen-
dations. This leads to a limited value because only terms with an identical label
in external vocabularies can be found. Synonyms, different languages or a differ-
ent spelling for relevant terms prevent the recommender of finding them. Hence
it falls short of the potential of recommenders for vocabulary development.

11 https://en.wikipedia.org/
12 https://www.w3.org/TR/shacl/
13 https://www.w3.org/community/shex/
14 https://www.w3.org/Submission/shapes/
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3 Problem Statement and Contributions

Hypothesis: The developed similarity metrics deliver better results
than the state of the art concerning suitability in small research fields,
resource consumption and application to a multilingual database.
RQ1: To what extent are knowledge-based similarity algorithms su-
perior to other methods when calculating the similarity of controlled
vocabularies in the DH domain?
RQ2: To what extent can a knowledge-based similarity algorithm be
modelled to be applicable for small research fields, low resource con-
sumption and a multilingual database as found in the DH context?
RQ3: To what extent can the resulting algorithm be applied to other
disciplines, e.g. materials science?
RQ4: To what extent can the recommender and validation system sup-
port the development of subject-specific, multilingual DH vocabularies?

The research will contribute as follows:

– Design of a reference vocabulary in the field of DH for evaluation of similarity
algorithms,

– development of a similarity algorithm for vocabularies suitable for small
research fields, low resource consumption and a multilingual database,

– elaboration of a semantic and content-related validation for vocabularies,
– design of a recommender system for vocabularies,
– evaluation of the recommender and validation system within multidisci-

plinary projects of the CRC 1475 ‘Metaphors in Religion’ and the CRC
980 ‘Episteme in Motion’.

4 Research Methodology and Approach

In this section, the methodology and approach is elaborated for each research
question.

RQ1: The first step is to collect state of the art similarity metrics that are in
general suitable for vocabularies. All gathered methods are then evaluated with
respect to the present DH use case and its specific demands. As a result, the
best state of the art algorithms are assessed and their performance quantified.
This is done using a DH reference vocabulary whose design is also part of the
research since there are no such reference datasets available.

RQ2: So far, there exists no knowledge-based similarity algorithm that fits
the requirements of the present DH use case. Therefore, the challenge is to
develop an algorithm that is capable of providing sufficient results in similarity
detection while being used in small research fields with a limited number of
knowledge bases and vocabularies, low resource consumption and suitable for a
multilingual database. It needs to be assessed to what extent existing algorithms
can serve as a starting point for the algorithm development.
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RQ3: The objective is to provide a similarity algorithm that is not limited
to DH but adaptable to other disciplines, for instance material science. Hence,
close cooperation with researchers of other domains is established such that
different reference vocabularies can be provided and evaluated. The results are
then compared to the DH use case and to other algorithms.

RQ4: The recommender system proposes matching terms or branches of
external vocabularies during the development process. The validation system
evaluates if there are any semantic or content-wise mistakes by comparing neigh-
bouring terms in both the source and the external vocabulary and by using pre-
defined integrity constraints. If an internal threshold is reached which suggests
a content-wise mistake, there will be a corresponding user output. Both systems
will be integrated into a vocabulary editor which is currently being developed
within the information infrastructure sub-project of CRC 980. Close coopera-
tion is already established to researchers of CRCs 980 and 1475 which allows for
receiving early user feedback and eventually answer the research question.

5 Evaluation Plan

5.1 Reference Datasets and Algorithm Evaluation

A crucial element in designing similarity metrics is performance monitoring in-
cluding a comparison to the state of the art as early as possible. To achieve this, a
domain specific vocabulary is built together with DH scholars and serves as base
data for evaluation. Since there is no default way to objectively rate the accuracy
of computational similarity, the results for each algorithm can be compared to
human similarity ratings given by domain experts which represent the baseline
[12]. Even though machine learning based methods were shown to be unsuitable
for the presented case, their results are also compared to the developed similarity
metrics.

Furthermore, the computational similarity of terms in the domain specific
vocabulary and other terms in multiple publicly available vocabularies is used
as performance indicator. To obtain domain independent results, vocabularies
outside the DH are considered as well. If it is not feasible to obtain human simi-
larity judgements as baseline for domain independent vocabularies, high quality
lexical-semantic networks such as WordNet15 or GermaNet16 are used. In this
case, the focus is to find close or exact matches of terms (meaning high compu-
tational similarity) and compare it to the ground truth (meaning synonyms) as
specified by the utilised lexical-semantic networks.

5.2 Validation and Recommender System Evaluation

The semantic and content-wise validation of vocabularies is evaluated by ran-
domly modifying the vocabulary created by domain experts and introducing

15 https://wordnet.princeton.edu/
16 https://weblicht.sfs.uni-tuebingen.de/rover/
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false content and wrong semantic links, e.g. closed loops. To ensure neutrality,
the modification is done by independent individuals. When performing the vali-
dation, the number of detected faults or imperfections in the vocabulary can be
quantified and compared to the actual number of introduced errors.

The performance assessment of the recommender system is challenging. Since
it is highly subjective if a recommendation is helpful or not, competency ques-
tions are defined together with domain experts. This means that fragments of
vocabularies X are given as system input (‘Which terms and/or vocabularies
are similar to X?’), the output (‘Term t and vocabulary Y have high computa-
tional similarity to X’) is then compared to what domain experts are expecting
or considering as helpful. The question formulation is done in close contact with
researchers of ongoing DH projects within the CRCs 1475 and 980. To avoid
tuning the algorithm’s performance to the competency questions, these are for-
mulated on an ongoing basis during the whole development process.

6 Preliminary Results

Since this work is at an early stage, only preliminary results regarding similarity
algorithms and vocabulary editors are presented. To find state of the art sim-
ilarity algorithms that are well suited for the DH case, a literature study was
conducted. The algorithms were classified into different groups and evaluated.
The results are the basis of this work and are summarised in section 2.

Concerning the vocabulary editor, a survey with prospective users of four dif-
ferent humanities projects was conducted to determine the needs of the user base.
The state of the art was evaluated against these requirements and is planned to
be published as survey paper because to the best knowledge this has not been
done so far. As the currently available methods do not fulfil the requirements, a
basic vocabulary editor was developed in cooperation with computer science stu-
dents. This editor addresses the additional, domain independent requirements
outlined in section 2: It is written in python, easily extensible, uses SKOS as
data model, offers a web interface, provides user management and is capable of
collaboratively developing vocabularies.

To include future users as early as possible on in the development process,
a hands-on workshop for scholars was held in October 2021 where the partic-
ipants developed a simple vocabulary and used it to annotate digital images
which closely resembles the present DH use case. Additionally, the editor and
its prospective use was presented in September 2021 to members of the Ger-
man engineering community to include future fields of application early on. As
a next step, the DH reference vocabulary will be addressed and built such that
algorithm performance can be quantified.

7 Conclusions and Lessons Learned

This work contributes to the design, development and evaluation of a validation
and recommender system for vocabularies. The underlying similarity metrics
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are the main object of research and are tuned to be well applicable within the
DH community such that they deliver better results than the state of the art.
A reference dataset is built and used for evaluation of the similarity algorithm
and the validation and recommender system. A user evaluation is carried out
to assess both systems as well as the user experience. In the first year of this
work, the collection and evaluation of state of the art vocabulary editors and
similarity algorithms has been conducted. In parallel, the basis of the enclosing
vocabulary editor has been designed and implemented according to the results
of a requirement analysis. The first version of the editor has been presented
to users within and outside of the DH community. The comments and positive
feedback of the participants strengthened the need for a simple to use, domain
independent tool for building, curating and publishing vocabularies.

One challenge is to reach enough researchers for the recommender assessment
and for giving valuable feedback. Another one is that all evaluation is carried
out as neutral as possible to avoid tuning criteria to match a desired outcome.
Among the countermeasures taken are increased cooperation with scholars and
scientists, a continuous comparison of results with the state of the art and the
use of reference datasets outside the DH domain.
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