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## 1. Introduction

## 1. Introduction

Frequency combs are optical signals consisting of a multitude of equally spaced frequency lines. The first generation of frequency combs was realized in 1998 and is due to the group of Theodor Hänsch who introduced them as a new approach to measure the frequency of light with femtosecond laser pulses emitted from a mode-locked laser [66]. Their discovery initiated research on a wide range of applications. In timekeeping, they allow a very precise type of atomic clock and with that improvements in satellite navigation systems [45]. In astronomy, they can be used for detecting exoplanets outside the solar system [14, 71] and possibly even for measuring the expansion of the universe [17]. In optical communications, they allow for high speed data transmission [52]. Due to the huge impact of frequency combs in these and other research fields, Theodor Hänsch and John Hall received both one fourth of the Nobel prize for physics in 2005 "for their contributions to the development of laser-based precision spectroscopy, including the optical frequency comb technique" [28, 27]. Although comb sources implemented by mode-locked lasers are still considered as rather bulky and expensive scientific systems they are still the most common commercially available frequency comb source [24]. For technical applications it is necessary to reduce the cost, size and energy consumption of these devices. Also the physical properties of the emitted frequency combs, such as the covered spectral range of the emitted spectral lines or the comb line spacing (free spectral range, FSR), can be inappropriate for some applications [63]. A comb generator with smaller optical length has a larger FSR as needed in systems like optical telecommunication networks based on wavelength division multiplexing [63]. Therefore, nonlinear Kerr microresonators with a size down to a few cubic centimeter and a total power consumption down to 100 mW have become particularly relevant comb sources [12, 60]. These are photonic structures in which monochromatic light from a separate pump laser can be converted into a frequency comb through the Kerr-nonlinearity by degenerate and non-degenerate four-wave mixing [63]. The experimental setup is depicted in Figure 1 [19].


Figure 1. Generation of Kerr frequency combs. A continuous wave laser emits light at frequency $\omega_{p}$ which is first amplified and then coupled into a microresonator where it is converted into a frequency comb through the Kerr-nonlinearity by degenerate and non-degenerate four-wave mixing.

## 1. Introduction

The frequency $\omega_{p}$ of the pump laser is set close to a resonance frequency of the microresonator such that light is coupled into one of its resonant modes. Inside the microresonator degenerate four-wave mixing converts two photons of the same frequency $\omega_{p}$ into two new photons with frequencies $\omega_{p}+\alpha$ and $\omega_{p}-\alpha$. In a next step, non-degenerate four-wave mixing converts two photons with different frequencies $\omega_{p}+\alpha$ and $\omega_{p}+\beta$ into two different photons with frequencies $\omega_{p}+\gamma$ and $\omega_{p}+\alpha+\beta-\gamma$. In this way, a frequency comb is formed [37]. Varying the power and the frequency of the input pump can lead to many different forms of Kerr frequency combs due to the complex nonlinear dynamics. Among these, the stable single-soliton state is most important for applications due to its smooth spectrum, its large optical bandwidth and the high coherence among all comb lines [63].

In 2010, Kerr comb dynamics were described mathematically by Chembo and Yu via a modal expansion approach [8]. They introduced a system of nonlinear coupled ordinary differential equations describing the dynamics of each resonator mode. Indeed, numerical simulations of this model are in agreement with experiments [7]. This formalism enabled the understanding of many essential features such as threshold phenomena and the role of dispersion [8]. However, this modal expansion approach becomes less useful when a large number of modes is excited since it results in high computational effort [8]. By considering the spatiotemporal slowly varying envelope of the total field, Chembo and Menyuk showed in [6] that under suitable simplifications the modal expansion approach is equivalent to a single PDE, the Lugiato-Lefever equation (LLE), which allows a less complex numerical and analytical investigation. The LLE is a nonlinear Schrödinger equation that includes damping, driving and detuning. In dimensionless, normalized quantities the LLE reads

$$
\begin{equation*}
\mathrm{i} a_{\tau}=(\zeta-\mathrm{i}) a-d a_{x x}-|a|^{2} a+\mathrm{i} f, \quad a 2 \pi \text {-periodic in } x . \tag{1.1}
\end{equation*}
$$

Here, $a(\tau, x)$ represents the optical intracavity field as a function of normalized time $\tau$ and angular position $x \in[0,2 \pi]$ within the ring resonator. The detuning parameter $\zeta$ denotes the normalized frequency mismatch between the frequency of the input pump and the closest resonance frequency of the microresonator. The parameter $d$ quantifies the dispersion in the system (the case $d<0$ amounts to normal and the case $d>0$ to anomalous dispersion) and $f$ represents the normalized power of the input pump. Stationary solutions of (1.1) are of particular interest due to their invariance in time. Among these, highly localized states are most important as they feature a broad comb in the frequency domain. Equation (1.1) admits constant solutions $a_{0} \in \mathbb{C}$ which correspond to the case where only the primary mode is excited. Hence, these states do not form frequency combs themselves but under modulation instability they serve as starting point for a bifurcation analysis in order to find highly localized, stable states. This has been thoroughly studied, e.g. in [11, 18, 25, 26, 41, 43, 48, 49, 50, 51, 59]. In [18] the authors presented a heuristic algorithm for detecting the optimal choice of the detuning offset $\zeta$ leading to the most localized single-soliton. They use the full-width at half-maximum (FWHM) as quantification of localization, cf. Figure 2. The heuristic given in [18] relies on numerical path continuation methods. Based on this approach, a
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quantitative characterization of most localized solitons using the comb bandwidth and the pump-to-comb power conversion efficiency as performance metrics was given for many different values of $d$ and $f$.


Figure 2. Full-width at half-maximum of a single-peak state, defined as difference between the two values where the average of maximum and minimum is attained.

Future progress in applications based on nonlinear Kerr microresonators highly relies on possibilities to increase the pump-to-comb power conversion efficiency and the comb bandwidth. Usually, Kerr frequency combs are generated by using a monochromatic pump which only excites one single primary mode of the microresonator. However, the simultaneous pumping of two or more different modes permits us to achieve the Kerr frequency comb generation with the appealing benefits of thresholdless comb generation in both normal and anomalous dispersion regimes [29, 38], stabilization of the comb repetition-rate [47], and manipulation of the comb mode spacing [61], which attracted significant attention in recent years. In the present thesis we theoretically analyze the dual pumping scheme (two pumped modes) and demonstrate that in the anomalous dispersion regime $d>0$ the pumping of two modes leads to Kerr frequency combs with both higher pump-to-comb power conversion efficiency and higher comb bandwidth as compared with single mode pumping.

In Section 2 we derive the Lugiato-Lefever model for a dual-pumped ring resonator starting from an adapted modal expansion approach which models the situation with a second pumped mode [62]. In dimensionless, normalized quantities this modified LLE reads

$$
\begin{equation*}
\mathrm{i} a_{\tau}=(\zeta-\mathrm{i}) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}, \quad a 2 \pi \text {-periodic in } x . \tag{1.2}
\end{equation*}
$$

Compared to (1.1) the forcing term now includes a second expression $\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$. Here, $k_{1} \in \mathbb{N}$ denotes the difference of the mode indices of the two pumped modes and the parameter $f_{1}$ describes the normalized power of the second input pump. Since there are now two pumped modes there are also two detuning parameters denoted by $\zeta$ and $\zeta_{1}$ which are taken into account in (1.2) by the parameter $\nu_{1}=\zeta-\zeta_{1}+d k_{1}^{2}$. At some places we will also use the notation $\zeta_{0}$ for the first detuning $\zeta$.

## 1. Introduction

Section 3 is based on the preprint [21] which is joint work with Tobias Jahnke, Michael Kirn and Wolfgang Reichel. Here, we provide several existence results as well as a uniqueness result for time-periodic and spatially $2 \pi$-periodic traveling wave solutions of (1.2). We also provide numerical illustrations of our analytical results. The particular form of the forcing term $\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$ of (1.2) suggests to change into a moving coordinate variable $s=x-\omega \tau$ with $\omega=\frac{\nu_{1}}{k_{1}}$ and study solutions of (1.2) of the form $a(\tau, x)=u(x-\omega \tau)$. These traveling wave solutions propagate with speed $\omega$ in the resonator and their profile $u$ solves the stationary ODE

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}=0, \quad u 2 \pi \text {-periodic. } \tag{1.3}
\end{equation*}
$$

Since the specific form of the forcing term is not essential for many of our results we choose a slightly more general approach in Section 3 and consider

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-|u|^{2} u+\mathrm{i} f(s)=0, \quad u 2 \pi \text {-periodic }, \tag{1.4}
\end{equation*}
$$

where

$$
f(s)=f_{0}+f_{1} e(s)
$$

with a $2 \pi$-periodic (not necessarily continuous) function $e: \mathbb{R} \rightarrow \mathbb{C}$ and $f_{0}, f_{1} \in \mathbb{R}$. Our main results on the existence of solutions to (1.4) consist of

- Theorem 3.1 which is based on a-priori bounds and ensures the existence of a solution of (1.4) in the general case where $f_{1}$ does not need to vanish,
- Theorem 3.6 and Corollary 3.8 which describe how a constant solution of (1.4) for $f_{1}=0$ can be continued into the regime $f_{1} \neq 0$ and which also describe nonlocal properties of this continuation,
- Theorem 3.9 and Corollary 3.10 which show how a non-constant solution from the case $f_{1}=0$ can be continued to $f_{1} \neq 0$ and which again also describe nonlocal properties of this continuation.

In Figure 3 we visualize how a constant solution of (1.3) for $f_{1}=0$ can be continued into the regime $f_{1} \neq 0$. The parameter choices are $\omega=1, d=-0.1, f_{0}=2$ and $k_{1}=1$. The black curve represents the trivial solution curve of (1.3) for $f_{1}=0$ and $f_{0}=2$, and the colored branches show the continuations of selected points on that curve into the $f_{1}$ direction. One can observe that some of these continuations seem to be unbounded while others form closed loops. This will be described analytically in Theorem 3.6 using some kind of global implicit function theorem. In Figure 4 we visualize how a non-constant solution of (1.3) for $f_{1}=0$ can be continued into the regime $f_{1} \neq 0$. Here the parameter choices are $\omega=0, d=-0.1, f_{0}=2$ and $k_{1}=1$. Since $\omega=0$, this time we find additional primary and secondary bifurcation branches (colored in grey and brown) for $f_{1}=0$ which consist of non-constant solutions. For $\zeta \in\{3,3.3,3.6,3.9\}$ one can observe that continuations into the $f_{1}$-direction also happens from those non-constant solutions. This will be described analytically in Theorem 3.9 using the Crandall-Rabinowitz Theorem of
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Figure 3. Colored branches show continuations of selected constant solutions into the $f_{1}$-direction. The parameter choices are $\omega=1, d=-0.1, f_{0}=2$ and $k_{1}=1$.
bifurcation from a simple eigenvalue. Appendix B listed in Section 3.8 is not part of the preprint and contains results on a-priori bounds and uniqueness that are tailor-made for the original two mode equation (1.3). In fact, the generalized forcing term used in (1.4) enforced some estimates in Section 3 which can be avoided in case of equation (1.3). The results presented in Appendix B recover for $f_{1}=0$ those stated in [41] for the one mode equation.


Figure 4. Grey and brown branches for $f_{1}=0$ are bifurcation branches. Other colored branches show continuations of constant and non-constant solutions into the $f_{1}$-direction. The parameter choices are $\omega=0, d=-0.1, f_{0}=2$ and $k_{1}=1$.
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Section 4 consists of the preprint [22]. This preprint is joint work with Christian Koos, Huanfa Peng and Wolfgang Reichel. Here, we theoretically demonstrate that the quality of Kerr frequency combs in resonators with anomalous group-velocity dispersion $d>0$ can be significantly improved by pumping two resonator modes instead of only a single one. The main outcome of our study was found using numerical path continuation methods, and can be summarized as follows:
(1) We show that pumping two modes is advantageous to pumping only one mode.
(2) We present heuristic insights for finding the optimal detuning parameters that provide the most localized 1 -soliton states.
(3) We determined the optimal power distribution between the two pumped modes. It is given by a symmetrical distribution where $50 \%$ of the power is pumped into each mode, and it simultaneously optimizes all performance metrics (comb bandwidth, full-width at half-maximum, and pump-to-comb power conversion efficiency). Also the two detuning offsets between pump and nearest resonant mode are then equal.
(4) Under optimal power distribution we determined trends of the performance metrics w.r.t. varying dispersion and normalized total input power.

In Figure 5 we illustrate the simultaneous optimization of comb bandwidth, full-width at half-maximum and pump-to-comb power conversion efficiency stated in (3). Here, the power distribution is described as $\left(f_{0}, f_{1}\right)=(f \cos \varphi, f \sin \varphi)$ with $\varphi \in[0,2 \pi)$ and the normalized total input power $f^{2}=f_{0}^{2}+f_{1}^{2}$.


Figure 5. Pump-to-comb power conversion efficiency, comb bandwidth and full-width at half-maximum as a function of $\varphi$ for three different examples. The blue curves correspond to $d=0.1$ and $f=2$, the red ones to $d=0.25$ and $f=2$ as well as the green ones to $d=0.1$ and $f=5$.
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In Section 5 we discuss the time-dependent Lugiato-Lefever equation

$$
\begin{equation*}
\mathrm{i} a_{t}=(-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f, \quad a 2 \pi \text {-periodic in } x, \tag{1.5}
\end{equation*}
$$

and the time-dependent two mode modification

$$
\begin{equation*}
\mathrm{i} a_{t}=(-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}, \quad a 2 \pi \text {-periodic in } x . \tag{1.6}
\end{equation*}
$$

Note that in contrast to (1.1) and (1.2) here we write $t$ instead of $\tau$ for the normalized time since it is mathematically more common. In Section 5.1 we present some first results on the question whether all time-periodic solutions of (1.5) are constant in $t$. This includes Theorem 5.2 which is based on Bendixson's negative criterion and which shows that this is true in the case $d=0$, and Theorem 5.5 which is based on a-priori bounds and shows that for $|f| \ll 1$ all time-periodic solutions of (1.5) are actually constant both in $t$ and in $x$. Likewise, in Section 5.2 we present some first results on the question whether all time-periodic solutions of (1.6) are traveling waves, i.e. of the form $a(t, x)=u(x-\omega t)$, where $u$ is a solution of (1.3) and $\omega=\frac{\nu_{1}}{k_{1}}$. In a first step towards this we establish the local uniqueness result Theorem 5.10 which is based on the implicit function theorem and the global uniqueness result Theorem 5.18 which is based on a-priori bounds and holds for $f_{0}^{2}+f_{1}^{2} \ll 1$.

Section 6 is dedicated to approximation results. In [68], Wabnitz used an approximation formula for soliton solutions of the following variant of the stationary LLE

$$
\begin{equation*}
-d a^{\prime \prime}+(-\mathrm{i} \alpha+\zeta) a-|a|^{2} a+\mathrm{i} f_{*}=0 \text { on } \mathbb{R}, \quad a^{\prime}(0)=0 \tag{1.7}
\end{equation*}
$$

It is based on the following explicit solution family for $\alpha=0$ and $f_{*}=0$,

$$
a_{\theta}(x)=\sqrt{2 \zeta} \operatorname{sech}\left(\sqrt{\frac{\zeta}{d}} x\right) \mathrm{e}^{\mathrm{i} \theta}, \quad \theta \in[0,2 \pi)
$$

and reads as

$$
a(x) \approx a_{\infty}+a_{\theta^{*}}(x)
$$

where $\cos \theta^{*}=\frac{\alpha \sqrt{8 \zeta}}{\pi f_{*}}$ and where the constant background $a_{\infty} \in \mathbb{C}$ denotes the solution with smallest magnitude of

$$
(-\mathrm{i} \alpha+\zeta) a_{\infty}-\left|a_{\infty}\right|^{2} a_{\infty}+\mathrm{i} f_{*}=0
$$

In Section 6.1 we provide a mathematically rigorous approximation theorem for the equation

$$
\begin{equation*}
-d w^{\prime \prime}+(-\mathrm{i} \varepsilon+\zeta) w-|w|^{2} w+\mathrm{i} \varepsilon f=0 \text { on } \mathbb{R}, \quad w^{\prime}(0)=0 \tag{1.8}
\end{equation*}
$$

We use a bifurcation approach based on the Crandall-Rabinowitz Theorem of bifurcation from a simple eigenvalue and consider $\varepsilon$ as bifurcation parameter. We provide mathematical background on the approximation formula used by Wabnitz and a first order correction term. In Section 6.2 we discuss a generalization to the two mode case.
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In Section 7 we give an outlook on the situation of pumping more than two modes. Starting from an adapted modal expansion approach we derive a modified LLE which models the situation of $n$ distinct pumped modes. We discuss constraints which allow for traveling wave solutions and present initial investigations indicating that it is beneficial to pump as many modes as possible.

Summing up, one of the main objectives of this thesis is to present for the first time a detailed analysis of traveling waves in the dual pumping scheme based on a-priori bounds, fixed point theorems, the implicit function theorem and bifurcation theory both for anomalous and normal dispersion. The second main goal is to use numerical path continuation methods in order to demonstrate that the quality of Kerr frequency combs in resonators with anomalous dispersion can be significantly improved by pumping two modes instead of only a single one.

Appendix A contains an independent topic not related to frequency combs. Here, we study the spectrum of fractional Schrödinger operators with periodic potentials which formally read as $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}\left(x_{n}\right)$. Here, $s \in(1 / 2,1), \alpha \in \mathbb{R}, V \in L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$ and $\delta_{\text {per }}$ denotes a $2 \pi$-periodic Dirac comb. In the case $\alpha=0$ we even allow $s \in(0,1)$. Our proceeding is motivated by the following considerations, cf. [16, Chapter 3]. The most important tool for the spectral theory of differential operators with periodic coefficients is the so-called Floquet-Bloch theory. Let

$$
\mathcal{L}=\sum_{|\alpha| \leq 2} c_{\alpha}(x) \partial_{\alpha}
$$

denote an uniformly elliptic and formally symmetric second order differential operator on $\mathbb{R}^{n}$. The (sufficiently smooth) coefficients are complex-valued and assumed to be $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$. Viewed as self-adjoint operator

$$
A: H^{2}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right), \quad A u:=\mathcal{L} u
$$

the spectrum $\sigma(A)$ can be represented in terms of the spectra of associated operators $A_{k}$ acting on the periodicity cell $\mathcal{P}^{n}:=(0,2 \pi)^{n}$. For $k \in \mathcal{B}^{n}:=[-1 / 2,1 / 2]^{n}$ the operator $A_{k}$ is defined on the domain

$$
D\left(A_{k}\right)=\left\{\left.u\right|_{\mathcal{P}^{n}}: u \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right), u\left(x+2 \pi e_{j}\right)=\mathrm{e}^{2 \pi \mathrm{i} k_{j}} u(x) \text { for } j=1, \ldots, n\right\} \subset H^{2}\left(\mathcal{P}^{n}\right)
$$

by

$$
A_{k}: D\left(A_{k}\right) \subset L^{2}\left(\mathcal{P}^{n}\right) \rightarrow L^{2}\left(\mathcal{P}^{n}\right), \quad A_{k} u:=\mathcal{L} u
$$

Elements of $D\left(A_{k}\right)$ are said to satisfy quasiperiodic boundary conditions. Floquet-Bloch theory now gives the important connection

$$
\sigma(A)=\bigcup_{k \in \mathcal{B}^{n}} \sigma\left(A_{k}\right) .
$$

The operators $A_{k}$ have purely discrete spectrum $\sigma\left(A_{k}\right)=\left\{\lambda_{l}(k): l \in \mathbb{N}\right\}$ with real eigenvalues

$$
\lambda_{1}(k) \leq \lambda_{2}(k) \leq \ldots \leq \lambda_{l}(k) \xrightarrow{l \rightarrow \infty} \infty .
$$

The sets $I_{l}:=\left\{\lambda_{l}(k): k \in \mathcal{B}^{n}\right\}$ are compact intervals, whence $\sigma(A)=\bigcup_{l \in \mathbb{N}} I_{l}$ has so-called band structure. In Appendix A we generalize this result to the fractional Schrödinger operator $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}\left(x_{n}\right)$. For $\alpha=0$ this was already done in [23]. Floquet-Bloch theory does not answer the question whether gaps really occur in the spectrum or whether the bands actually overlap. Using the one-dimensional examples $L=(-\Delta)^{s} \pm 2 \pi \delta_{\text {per }}(x)$, we show the existence of at least one spectral gap in the fractional case $s \in(1 / 2,1)$.

## 2. From an adapted modal expansion approach to the Lugiato-Lefever model for a dual-pumped ring resonator

In this section we derive the LLE model (1.2) for a dual-pumped ring resonator starting from an adapted modal expansion approach, cf. [62, 32]. When a resonant cavity is pumped by two continuous wave lasers with frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ a system of nonlinear coupled mode equations can be used to describe the evolution of the field inside the cavity. The numbering $k$ of the resonant modes in the cavity is relative to the mode $k_{0}=0$. We use the cold cavity dispersion relation $\omega_{k}=\omega_{0}+d_{1} k+d_{2} k^{2}$ for the resonant frequencies $\omega_{k}$, where $d_{1}$ corresponds to the FSR of the resonator and $2 d_{2}$ to the difference between two neighboring FSRs at the center frequency $\omega_{0}$. With $\widetilde{k}_{0}, \widetilde{k}_{1} \in \mathbb{Z}, \widetilde{k}_{0}<\widetilde{k}_{1}$, we denote the two pumped modes. If $\hat{A}_{k}$ is the mode amplitude of the $k$-th resonant mode normalized such that $\left|\hat{A}_{k}\right|^{2}$ is the number of quanta in the $k$-th mode, then the simplified set of equations reads as follows, cf. [62, 32]:

$$
\begin{align*}
\frac{\partial \hat{A}_{k}}{\partial t}= & -\frac{\kappa}{2} \hat{A}_{k}+\sum_{j=0}^{1} \delta_{k \widetilde{k}_{j}} \sqrt{\kappa_{\mathrm{ext}}} s_{j} \mathrm{e}^{-\mathrm{i}\left(\omega_{p_{j}}-\omega_{\tilde{k}_{j}}\right) t} \mathrm{e}^{\mathrm{i} \phi_{j}} \\
& +\mathrm{i} g \sum_{k^{\prime}+k^{\prime \prime}-k^{\prime \prime \prime}=k} \hat{A}_{k^{\prime}} \hat{A}_{k^{\prime \prime}} \overline{\hat{A}}_{k^{\prime \prime \prime}} \mathrm{e}^{-\mathrm{i}\left(\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}-\omega_{k^{\prime \prime \prime}}-\omega_{k}\right) t} . \tag{2.1}
\end{align*}
$$

The first term on the right-hand side of equation (2.1) is a damping term, where $\kappa=$ $\kappa_{0}+\kappa_{\text {ext }}$ denotes the cavity decay rate as a sum of intrinsic decay rate $\kappa_{0}$ and coupling rate to the waveguide $\kappa_{\text {ext }}$. The second term describes the inflow of photons by the two input lasers. Here, $\phi_{0}$ and $\phi_{1}$ are the initial phases of the pumps. If $P_{\mathrm{in}, 0}, P_{\mathrm{in}, 1}$ are the powers of the two input lasers then $s_{j}=\sqrt{P_{\mathrm{in}, j} / \hbar \omega_{\tilde{k}_{j}}}, j=0,1$ are the powers coupled to the cavity. The last term is due to four-wave mixing which happens only if $k+k^{\prime \prime \prime}=k^{\prime}+k^{\prime \prime}$. Here, the nonlinear coupling coefficient

$$
g=\frac{\hbar \omega_{0}^{2} c n_{2}}{n_{0}^{2} V_{\mathrm{eff}}}
$$

denotes a per photon frequency shift of the cavity due to the Kerr nonlinearity and thus describes the strength of the cubic nonlinearity of the system with linear refractive index $n_{0}$, nonlinear refractive index $n_{2}$ and effective cavity nonlinear volume $V_{\text {eff }}$. Finally, $c$ is the vacuum speed of light and $\hbar$ the Planck constant.

By using the transformation

$$
\tilde{a}(\tau, x):=\sqrt{\frac{2 g}{\kappa}} \sum_{k \in \mathbb{Z}} \hat{A}_{k}\left(\frac{2}{\kappa} \tau\right) \mathrm{e}^{-\mathrm{i} d k^{2} \tau} \mathrm{e}^{\mathrm{i} k x}
$$

the system (2.1) of coupled mode equations may be rewritten in a dimensionless way as
a PDE,

$$
\begin{equation*}
\mathrm{i} \frac{\partial \tilde{a}}{\partial \tau}=-d \tilde{a}^{\prime \prime}-\mathrm{i} \tilde{a}-|\tilde{a}|^{2} \tilde{a}+\mathrm{i} \sum_{j=0}^{1} f_{j} \mathrm{e}^{\mathrm{i}\left(\widetilde{k}_{j} x-\widetilde{\nu}_{j} \tau+\phi_{j}\right)}, \quad \tilde{a} 2 \pi \text {-periodic in } x, \tag{2.2}
\end{equation*}
$$

where $\tau=\kappa t / 2, d=2 d_{2} / \kappa$, and $\zeta_{j}=2\left(\omega_{\widetilde{k}_{j}}-\omega_{p_{j}}\right) / \kappa, \widetilde{\nu}_{j}=d \widetilde{k}_{j}^{2}-\zeta_{j}, \eta=\kappa_{\text {ext }} / \kappa$, $f_{j}=\sqrt{8 \eta g / \kappa^{2}} s_{j}$ for $j=0,1$. To see this, first note that it can be checked that

$$
|\tilde{a}(\tau, x)|^{2} \tilde{a}(\tau, x)=\left(\frac{2 g}{\kappa}\right)^{\frac{3}{2}} \sum_{k \in \mathbb{Z}} \sum_{k^{\prime}+k^{\prime \prime}-k^{\prime \prime \prime}=k} \hat{A}_{k^{\prime}}(t) \hat{A}_{k^{\prime \prime}}(t) \overline{\hat{A}}_{k^{\prime \prime \prime}}(t) \mathrm{e}^{-\mathrm{i}\left(\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}-\omega_{k^{\prime \prime \prime}}-\omega_{k}+d_{2} k^{2}\right) t} \mathrm{e}^{\mathrm{i} k x} .
$$

Equation (2.2) then follows from

$$
\begin{aligned}
\mathrm{i} \frac{\partial \tilde{a}}{\partial \tau}(\tau, x) & =\mathrm{i} \sqrt{\frac{2 g}{\kappa}} \sum_{k \in \mathbb{Z}}\left(\frac{2}{\kappa} \frac{\partial \hat{A}_{k}}{\partial t}(t) \mathrm{e}^{-\mathrm{i} d k^{2} \tau}-\mathrm{i} d k^{2} \hat{A}_{k}(t) \mathrm{e}^{-\mathrm{i} d k^{2} \tau}\right) \mathrm{e}^{\mathrm{i} k x} \\
& =-d \tilde{a}^{\prime \prime}(\tau, x)+\mathrm{i} \sqrt{\frac{8 g}{\kappa^{3}}} \sum_{k \in \mathbb{Z}} \frac{\partial \hat{A}_{k}}{\partial t}(t) \mathrm{e}^{-\mathrm{i} d k^{2} \tau} \mathrm{e}^{\mathrm{i} k x}
\end{aligned}
$$

by inserting (2.1). Using the final transformation

$$
\begin{equation*}
a(\tau, x):=\mathrm{e}^{-\mathrm{i}\left(\widetilde{k}_{0}\left(x+2 d \widetilde{k}_{0} \tau-\psi\right)-\widetilde{\nu}_{0} \tau+\phi_{0}\right)} \tilde{a}\left(\tau, x+2 d \widetilde{k}_{0} \tau-\psi\right) \tag{2.3}
\end{equation*}
$$

with $\psi=\left(\phi_{1}-\phi_{0}\right) / k_{1}$ we find that $a$ satisfies

$$
\mathrm{i} a_{\tau}=(\zeta-\mathrm{i}) a-d a^{\prime \prime}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}, \quad a 2 \pi \text {-periodic in } x,
$$

with $k_{1}=\widetilde{k}_{1}-\widetilde{k}_{0}, \Delta \zeta=\zeta_{0}-\zeta_{1}$ and $\nu_{1}=\widetilde{\nu}_{1}-\widetilde{\nu}_{0}-2 d \widetilde{k}_{0} k_{1}=\Delta \zeta+d k_{1}^{2}$. Thus, we can always assume, for simplicity, that the pumped modes are $k_{0}=0$ and $k_{1} \in \mathbb{N}$ and that the initial phase of both pumps is zero. Moreover we see that the change from $\tilde{a}$ to $a$ shifts the time-dependent Fourier-coefficients from $\hat{A}_{k}$ to $\hat{A}_{k+\tilde{k}_{0}}$ and multiplies them with $\mathrm{e}^{-\mathrm{i}\left(\zeta_{0} \tau+\phi_{0}+k \psi\right)}$ so that the power in each individual mode is (up to an index shift) preserved by the transformation (2.3).

We end this section by summarizing physical and normalized quantities in tables.
Physical quantities

| Eigennumber of first pumped mode | $\widetilde{k}_{0}$ |
| :---: | :---: |
| Eigennumber of second pumped mode | $\widetilde{k}_{1}$ |
| Frequency of first pump | $\omega_{p_{0}}$ |
| Frequency of second pump | $\omega_{p_{1}}$ |
| FSR of resonator | $d_{1}$ |
| Second-order dispersion coefficient | $2 d_{2}$ |
| Resonant modes of resonator | $\omega_{k}=\omega_{0}+d_{1} k+d_{2} k^{2}$ |
| First pump power | $P_{\text {in }, 0}$ |
| Second pump power | $P_{\text {in, } 1}$ |
| Planck constant | $\hbar$ |
| First power coupled to cavity | $s_{0}=\sqrt{\frac{P_{\text {in }, 0}}{\hbar \omega_{\widetilde{k_{0}}}}}$ |
| Second power coupled to cavity | $s_{1}=\sqrt{\frac{P_{\mathrm{in}, 1}}{\hbar \omega_{\tilde{k}_{1}}}}$ |
| Initial phase of first pump | $\phi_{0}$ |
| Initial phase of second pump | $\phi_{1}$ |
| Intrinsic decay rate | $\kappa_{0}$ |
| Coupling rate to the waveguide | $\kappa_{\text {ext }}$ |
| Cavity decay rate | $\kappa=\kappa_{0}+\kappa_{\text {ext }}$ |
| Coupling strength | $\eta=\frac{\kappa_{\text {ext }}}{\kappa}$ |
| Vacuum speed of light | c |
| Linear refractive index | $n_{0}$ |
| Nonlinear refractive index | $n_{2}$ |
| Effective cavity nonlinear volume | $V_{\text {eff }}$ |
| Nonlinear coupling coefficient | $g=\frac{\hbar \omega_{0}^{2} c n_{2}}{n_{0}^{2} V_{\text {eff }}}$ |

Normalized quantities

Natural time (slow time)
Difference of pumped modes
Dispersion
First detuning
Second detuning
Difference of detunings
Second "detuning term"
First pump power
Second pump power
$\tau=\frac{\kappa}{2} t$
$k_{1}=\widetilde{k}_{1}-\widetilde{k}_{0}$
$d=\frac{2}{\kappa} d_{2}$
$\zeta_{0}=\zeta=\frac{2}{\kappa}\left(\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right)$
$\zeta_{1}=\frac{2}{\kappa}\left(\omega_{\tilde{k}_{1}}-\omega_{p_{1}}\right)$
$\Delta \zeta=\zeta_{0}-\zeta_{1}$
$\nu_{1}=\Delta \zeta+d k_{1}^{2}$
$f_{0}=\sqrt{\frac{8 \eta g}{\kappa^{2}}} s_{0}$
$f_{1}=\sqrt{\frac{8 \eta g}{\kappa^{2}}} s_{1}$

## 3. Global continua of solutions to the Lugiato-Lefever model for frequency combs obtained by two-mode pumping

This section is based on the preprint [21], which is joint work with Tobias Jahnke, Michael Kirn and Wolfgang Reichel. Section 3.1 to Section 3.7 are taken from the preprint and were adapted in order to fit the layout and the structure of this thesis. Appendix B (Section 3.8) is not part of the preprint. It contains additional results which are of interest in comparison with results in [41].

> [Start of preprint]

## ELIAS GASMI, TOBIAS JAHNKE, MICHAEL KIRN, AND WOLFGANG REICHEL


#### Abstract

We consider Kerr frequency combs in a dual-pumped microresonator as time-periodic and spatially $2 \pi$-periodic traveling wave solutions of a variant of the Lugiato-Lefever equation, which is a damped, detuned and driven nonlinear Schrödinger equation given by $\mathrm{i} a_{\tau}=(\zeta-\mathrm{i}) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{c}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$. The main new feature of the problem is the specific form of the source term $f_{0}+f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$ which describes the simultaneously pumping of two different modes with mode indices $k_{0}=0$ and $k_{1} \in \mathbb{N}$. We prove existence and uniqueness theorems for these traveling waves based on a-priori bounds and fixed point theorems. Moreover, by using the implicit function theorem and bifurcation theory, we show how non-degenerate solutions from the 1 -mode case, i.e. $f_{1}=0$, can be continued into the range $f_{1} \neq 0$. Our analytical findings apply both for anomalous $(d>0)$ and normal $(d<0)$ dispersion, and they are illustrated by numerical simulations.


### 3.1. Introduction

Optical frequency comb devices are extremely promising in many applications such as, e.g., optical frequency metrology [65], spectroscopy [53, 72], ultrafast optical ranging [64], and high capacity optical communications [42]. For many of these applications the Kerr soliton combs are generated by using a monochromatic pump. However, recently new pump schemes have been discussed, where more than one resonator mode is pumped, cf. [62]. The pumping of two modes can have a number of important advantages. In particular, 1 -solitons arising from a dual-pump scheme can be spectrally broader and spatially more localized than 1 -solitons arising from a monochromatic pump, cf. [22] for a comprehensive discussion of the theoretical advantages. Mathematically, Kerr comb dynamics are described by the Lugiato-Lefever equation (LLE), a damped, driven and detuned nonlinear Schrödinger equation [26, 39, 48]. Our analysis relies on a variant of the LLE which is modified for two-mode pumping, cf. [62] and [22] for a derivation. Using dimensionless, normalized quantities this equation takes the form

$$
\begin{equation*}
\mathrm{i} a_{\tau}=(\zeta-\mathrm{i}) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}, \quad a 2 \pi \text {-periodic in } x . \tag{3.1}
\end{equation*}
$$

Here, $a(\tau, x)$ represents the optical intracavity field as a function of normalized time $\tau=\frac{\kappa}{2} t$ and angular position $x \in[0,2 \pi]$ within the ring resonator. The constant $\kappa>0$ describes the cavity decay rate and $d=\frac{2}{\kappa} d_{2}$ quantifies the dispersion in the system (where $\omega_{k}=\omega_{0}+d_{1} k+d_{2} k^{2}$ is the cavity dispersion relation between the resonant frequencies $\omega_{k}$ and the relative indices $k \in \mathbb{Z}$ ). Here, the case $d<0$ amounts to normal and the case $d>0$ to anomalous dispersion. The resonant modes in the cavity are numbered by $k \in \mathbb{Z}$ with $k_{0}=0$ being the first and $k_{1} \in \mathbb{N}$ the second pumped mode. With $f_{0}, f_{1}$ we describe the normalized power of the two input pumps and $\omega_{p_{0}}, \omega_{p_{1}}$ denote the frequencies of the two pumps. Since there are now two pumped modes there are also two normalized detuning parameters denoted by $\zeta=\frac{2}{\kappa}\left(\omega_{0}-\omega_{p_{0}}\right)$ and $\zeta_{1}=\frac{2}{\kappa}\left(\omega_{k_{1}}-\omega_{p_{1}}\right)$. They describe the offsets of the input pump frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ to the closest resonance frequency $\omega_{0}$ and $\omega_{k_{1}}$ of the microresonator. The particular form of the pump term $\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$ with $\nu_{1}=\zeta-\zeta_{1}+d k_{1}^{2}$ suggests to change into a moving coordinate frame and to study solutions of (3.1) of the form $a(\tau, x)=u(s)$ with $s=x-\omega \tau$ and $\omega=\frac{\nu_{1}}{k_{1}}$. These traveling wave solutions propagate with speed $\omega$ in the resonator and their profiles $u$ solve the ordinary differential equation

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}=0, \quad u 2 \pi \text {-periodic. } \tag{3.2}
\end{equation*}
$$

In the case $f_{1}=0$ equation (3.1) amounts to the case of pumping only one mode. This case has been thoroughly studied, e.g. in [11, 18, 25, 26, 41, 43, 48, 49, 50, 51, 59]. In this paper we are interested in the case $f_{1} \neq 0$. Since the specific form of the forcing term is not essential for many of our results, we allow in the following for more general forcing terms

$$
f(s)=f_{0}+f_{1} e(s)
$$

with a $2 \pi$-periodic (not necessarily continuous) function $e: \mathbb{R} \rightarrow \mathbb{C}$ and $f_{0}, f_{1} \in \mathbb{R}$. Hence, we consider the LLE

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-|u|^{2} u+\mathrm{i} f(s)=0, \quad u 2 \pi \text {-periodic. } \tag{3.3}
\end{equation*}
$$

Our main results on the existence of solutions to (3.3) are stated in Section 3.2. In Section 3.3 we illustrate our main analytical results by numerical simulations. The proofs of the main results are given in Section 3.4 (a-priori bounds), Section 3.5 (existence and uniqueness), and Section 3.6 (continuation results). The appendix contains a technical result and a consideration of the case where in (3.2) the value $k_{1}$ is not an integer but close to an integer.

### 3.2. Main results

In the following we state our main results.

- Theorem 3.1 provides existence of at least one solution of (3.3) for any choice of the parameters and any choice of $f$.
- Theorem 3.6 and Corollary 3.8 describe how trivial (constant) solutions from the
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special case $f_{1}=0$ can be continued into non-trivial solutions for $f_{1} \neq 0$.

- Theorem 3.9 and Corollary 3.10 show how a non-trivial solution from the case $f_{1}=0$ can be continued to $f_{1} \neq 0$.

Our first theorem, which ensures the existence of a solution of (3.3) in the general case where $f_{1}$ does not need to vanish, is based on a-priori bounds and a variant of Schauder's fixed point theorem known as Schaefer's fixed point theorem. A corresponding uniqueness result, which applies whenever $|\zeta| \gg 1$ is sufficiently large or (essentially) $\|f\|_{2} \ll 1$ is sufficiently small is given in Theorem 3.17 in Section 3.5 together with more precise details.

We will use the following Sobolev spaces. For $k \in \mathbb{N}$ the space $H^{k}(0,2 \pi)$ consists of all square-integrable functions on $(0,2 \pi)$ whose weak derivatives up to order $k$ exist and are square-integrable on $(0,2 \pi)$. By $H_{\text {per }}^{k}(0,2 \pi)$ we denote all locally square-integrable $2 \pi$ periodic functions on $\mathbb{R}$ whose weak derivatives up to order $k$ exist and are locally squareintegrable on $\mathbb{R}$. In both spaces the norm is given by $\|u\|=\left(\sum_{j=0}^{k}\left\|\left(\frac{d}{d s}\right)^{j} u\right\|_{L^{2}(0,2 \pi)}^{2}\right)^{1 / 2}$. Clearly $H_{\mathrm{per}}^{k}(0,2 \pi)$ is a proper subspace of $H^{k}(0,2 \pi)$ since $u \in H_{\mathrm{per}}^{k}(0,2 \pi)$ implies that $\left(\frac{d}{d s}\right)^{j} u(0)=\left(\frac{d}{d s}\right)^{j} u(2 \pi)$ for $j=0, \ldots, k-1$. Unless otherwise stated, all of the above Hilbert spaces are spaces of complex valued functions over the field $\mathbb{R}$. In particular, for $v, w \in L^{2}(0,2 \pi)$ we use the inner product $\langle v, w\rangle_{2}:=\operatorname{Re} \int_{0}^{2 \pi} v \bar{w} d s$. The induced norm is denoted by $\|\cdot\|_{2}$.

Theorem 3.1. Equation (3.3) has at least one solution $u \in H_{p e r}^{2}(0,2 \pi)$ for any choice of the parameters $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega \in \mathbb{R}$ and any choice of $f \in H^{2}(0,2 \pi)$.

Next we address the question whether a known solution $u_{0}$ of (3.3) for $f_{1}=0$ can be continued into the regime $f_{1} \neq 0$. This continuation will be done differently depending on whether $u_{0}$ is constant (trivial) or non-constant (non-trivial). Moreover, we first concentrate on one-sided continuations for $f_{1}>0$ (or $f_{1}<0$ ). Two-sided continuations will be discussed in Section 3.2.3.

### 3.2.1. One-sided continuation of trivial solutions

In the special case $f_{1}=0$ there are trivial (constant) solutions $u_{0} \in \mathbb{C}$ of (3.3) satisfying the algebraic equation

$$
\begin{equation*}
(\zeta-\mathrm{i}) u_{0}-\left|u_{0}\right|^{2} u_{0}+\mathrm{i} f_{0}=0 \tag{3.4}
\end{equation*}
$$

From [41, Lemma 2.1] we know that for given $f_{0} \in \mathbb{R}$ the curve of constant solutions can be parameterized by

$$
\begin{equation*}
\zeta(t)=\left(1-t^{2}\right) f_{0}^{2}+\frac{t}{\sqrt{1-t^{2}}}, \quad u_{0}(t)=\left(1-t^{2}\right) f_{0}-\mathrm{i} f_{0} t \sqrt{1-t^{2}}, \quad t \in(-1,1) \tag{3.5}
\end{equation*}
$$

In Figure 6 we show the curve of the squared $L^{2}$-norm of all constant solutions of (3.3) for $f_{1}=0$ and $f_{0}=1, f_{0}=\frac{2 \sqrt{2}}{\sqrt[4]{27}}$ and $f_{0}=2$. The curve may or may not have turning points which are characterized by $\zeta^{\prime}(t)=0$. This condition can be formulated independently of
$t$ by the equivalent condition $\zeta^{2}-4\left|u_{0}\right|^{2} \zeta+1+3\left|u_{0}\right|^{4}=0$. By a straightforward analysis one can show that with $f^{*}=\frac{2 \sqrt{2}}{\sqrt[4]{27}}$ we have

- no turning point for $\left|f_{0}\right|<f^{*}$ (cf. Figure 6 green curve),
- exactly one (degenerate) turning point for $\left|f_{0}\right|=f^{*}$ (cf. Figure 6 red curve),
- exactly two turning points for $\left|f_{0}\right|>f^{*}$ (cf. Figure 6 blue curve).

Note that for $\left|f_{0}\right|>f^{*}$, as a consequence of the existence of two turning points, three different constant solutions exist for certain values of $\zeta$.

Starting from $f_{1}=0$ we use a kind of global implicit function theorem to continue a constant solution $u_{0} \in \mathbb{C}$ of (3.3) with respect to $f_{1}$. This procedure is analyzed in Theorem 3.6. The continua-


Figure 6. Curve of squared $L^{2}$-norm of all constant solutions of (3.3) for $f_{1}=0$ and $f_{0}=1$ (green), $f_{0}=\frac{2 \sqrt{2}}{\sqrt[4]{27}}$ (red) and $f_{0}=2$ (blue) when $\zeta \in[-1,5]$. Turning points (if they exist) are marked with a cross. tion works if the constant solution $u_{0} \in \mathbb{C}$ is non-degenerate in the following sense.

Definition 3.2. A solution $u \in H_{\text {per }}^{2}(0,2 \pi)$ of (3.3) for $f_{1}=0$ is called non-degenerate if the kernel of the linearized operator

$$
L_{u} \varphi:=-d \varphi^{\prime \prime}+\mathrm{i} \omega \varphi^{\prime}+\left(\zeta-\mathrm{i}-2|u|^{2}\right) \varphi-u^{2} \bar{\varphi}, \quad \varphi \in H_{\mathrm{per}}^{2}(0,2 \pi)
$$

consists only of $\operatorname{span}\left\{u^{\prime}\right\}$.
Remark 3.3. Note that $L_{u}: H_{\mathrm{per}}^{2}(0,2 \pi) \rightarrow L^{2}(0,2 \pi)$ is a compact perturbation of the isomorphism $-d \frac{d^{2}}{d x^{2}}+\operatorname{sign}(d): H_{\text {per }}^{2}(0,2 \pi) \rightarrow L^{2}(0,2 \pi)$ and hence an index-zero Fredholm operator. Notice also that $\operatorname{span}\left\{u^{\prime}\right\}$ always belongs to the kernel of $L_{u}$. Non-degeneracy means that except for the obvious candidate $u^{\prime}$ (and its real multiples) there is no other element of the kernel of $L_{u}$. Notice also that a constant solution $u_{0}$ is non-degenerate if the linearized operator $L_{u_{0}}$ is injective, and, as a consequence, invertible in suitable spaces.

Lemma 3.4. $A$ trivial solution $u_{0} \in \mathbb{C}$ of (3.3) for $f_{1}=0$ is non-degenerate if and only if
(a) Case $\omega \neq 0$ :

$$
\zeta^{2}-4\left|u_{0}\right|^{2} \zeta+1+3\left|u_{0}\right|^{4} \neq 0
$$
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(b) Case $\omega=0$ :

$$
\left(\zeta+d m^{2}\right)^{2}-4\left|u_{0}\right|^{2}\left(\zeta+d m^{2}\right)+1+3\left|u_{0}\right|^{4} \neq 0 \quad \text { for all } m \in \mathbb{N}_{0}
$$

Proof. Let $\varphi \in H_{\mathrm{per}}^{2}(0,2 \pi)$ be in the kernel of the linearized operator, i.e.,

$$
-d \varphi^{\prime \prime}+\mathrm{i} \omega \varphi^{\prime}+\left(\zeta-\mathrm{i}-2\left|u_{0}\right|^{2}\right) \varphi-u_{0}^{2} \bar{\varphi}=0 .
$$

This implies that the Fourier coefficients $\varphi_{m}$ of the Fourier series $\varphi=\sum_{m \in \mathbb{Z}} \varphi_{m} \mathrm{e}^{\mathrm{i} m s}$ have the property that

$$
\left(d m^{2}-\omega m+\zeta-\mathrm{i}-2\left|u_{0}\right|^{2}\right) \varphi_{m}-u_{0}^{2} \overline{\varphi_{-m}}=0
$$

for all $m \in \mathbb{Z}$. If we also write down the complex conjugate of this equation

$$
-\bar{u}_{0}^{2} \varphi_{m}+\left(d m^{2}+\omega m+\zeta+\mathrm{i}-2\left|u_{0}\right|^{2}\right) \overline{\varphi_{-m}}=0
$$

then we see that non-degeneracy of $u_{0}$ is equivalent to the non-vanishing of the determinant for this two-by-two system in the variables $\varphi_{m}, \overline{\varphi_{-m}}$ for all $m \in \mathbb{N}_{0}$. Computing the determinant we obtain the condition

$$
\begin{equation*}
\left(\zeta+d m^{2}\right)^{2}-4\left|u_{0}\right|^{2}\left(\zeta+d m^{2}\right)+1+3\left|u_{0}\right|^{4}-\omega^{2} m^{2}-2 \mathrm{i} \omega m \neq 0 \text { for all } m \in \mathbb{N}_{0} \tag{3.6}
\end{equation*}
$$

In the case $\omega \neq 0$ this is trivially satisfied for all $m \neq 0$ (because then the imaginary part is non-zero) and for $m=0$ by assumption (a) of the lemma. In the case $\omega=0$ condition (3.6) can only be guaranteed by assumption (b).

Remark 3.5. Trivial solutions of (3.3) for $f_{1}=0$ are determined by (3.4). For $\omega \neq 0$ all trivial solutions $u_{0}$ of (3.3) for $f_{1}=0$ are non-degenerate except those at the turning points described above. In the case $\omega=0$ all trivial solutions $u_{0}$ of (3.3) for $f_{1}=0$ are non-degenerate except those at the (potential) bifurcation points and the turning points. This is true (up to additional conditions ensuring transversality and simplicity of kernels) because the necessary condition for bifurcation w.r.t. $\zeta$ from the curve of trivial solutions is fulfilled if and only if the expression in (b) vanishes for at least one $m \in \mathbb{N}$, cf. [18],[41].

Theorem 3.6. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega, f_{0} \in \mathbb{R}$ and $e \in H^{2}(0,2 \pi)$ be fixed. Let furthermore $u_{0} \in \mathbb{C}$ be a constant non-degenerate solution of (3.3) for $f_{1}=0$. Then the maximal continuum ${ }^{1} \mathcal{C}^{+} \subset[0, \infty) \times H_{\text {per }}^{2}(0,2 \pi)$ of solutions $\left(f_{1}, u\right)$ of (3.3) with $\left(0, u_{0}\right) \in \mathcal{C}^{+}$has the following properties:
(i) locally near $\left(0, u_{0}\right)$ the set $\mathcal{C}^{+}$is the graph of a smooth curve $f_{1} \mapsto\left(f_{1}, u\left(f_{1}\right)\right)$,
(ii) $\mathcal{C}^{+} \cap[0, M] \times H_{p e r}^{2}(0,2 \pi)$ is bounded for any $M>0$.

[^0]3. Global continua of solutions to the Lugiato-Lefever model for frequency combs ...

Moreover, if $\mathrm{pr}_{1}\left(\mathcal{C}^{+}\right)$denotes the projection of $\mathcal{C}^{+}$onto the $f_{1}$-parameter component, then at least one of the following properties hold:
(a) $\operatorname{pr}_{1}\left(\mathcal{C}^{+}\right)=[0, \infty)$,
or
(b) $\exists u_{0}^{+} \neq u_{0}:\left(0, u_{0}^{+}\right) \in \mathcal{C}^{+}$.

A maximal continuum $\mathcal{C}^{-} \subset(-\infty, 0] \times H_{\text {per }}^{2}(0,2 \pi)$ with corresponding properties also exists.

Remark 3.7. If property (a) of Theorem 3.6 holds, then $\mathcal{C}^{+}$is unbounded in the direction of the parameter $f_{1} \in[0, \infty)$ and hence this is an existence result for all $f_{1} \in[0, \infty)$. Property (b) means that the continuum $\mathcal{C}^{+}$returns to the $f_{1}=0$ line at a point $u_{0}^{+} \neq u_{0}$.

Corollary 3.8. Property (a) in Theorem 3.6 holds in any of the following three cases,
(i) $\operatorname{sign}(d) \zeta<-C\left(d, f_{0}\right)^{2} \mathbf{1}_{d<0}-27\left(1+\frac{\pi f_{0}^{2}|\omega|}{|d|}+\frac{\pi^{2} f_{0}^{4}}{|d|}\right) C\left(d, f_{0}\right)^{6}$,
(ii) $\operatorname{sign}(d) \zeta>3 C\left(d, f_{0}\right)^{2}+\frac{\omega^{2}}{4|d|}$,
(iii) $\sqrt{3} C\left(d, f_{0}\right)<1$,
where

$$
C\left(d, f_{0}\right)=\left|f_{0}\right|\left(1+2 \pi^{2} f_{0}^{2}|d|^{-1}\right) .
$$

In particular $|\zeta| \gg 1$ or $\left|f_{0}\right| \ll 1$ is sufficient.

### 3.2.2. One-sided continuation of non-trivial solutions

One can ask the question whether also non-trivial (non-constant) solutions at $f_{1}=0$ may be continued into the regime of $f_{1}>0$. This depends on two issues: existence and non-degeneracy of a non-trivial solution of (3.3) for $f_{1}=0$. First we note that for $\omega=0$ there is a plethora of non-trivial solutions, cf. [18],[41]. For $\omega \neq 0$ we do not know whether non-trivial solutions exist for $f_{1}=0$. The fact that for $\omega \neq 0$ there are no bifurcations from the curve of trivial solutions indicates that there may be no solutions other than the trivial ones. Although by the current state of understanding the hypotheses of Theorem 3.9 (see below) can only be fulfilled for $\omega=0$, we allow in the following for general $\omega \in \mathbb{R}$.

In order to describe the continuation from a non-degenerate non-trivial solution, let us first state some properties of (3.3) for $f_{1}=0$ : if $u_{0}$ solves (3.3) for $f_{1}=0$ and if we denote its shifts by $u_{\sigma}(s):=u_{0}(s-\sigma)$, then $u_{\sigma}$ also solves (3.3) for $f_{1}=0$. Hence

$$
S:\left\{\begin{aligned}
\mathbb{R} & \rightarrow \mathbb{R} \times H_{\mathrm{per}}^{2}(0,2 \pi) \\
\sigma & \mapsto\left(0, u_{\sigma}\right)
\end{aligned}\right.
$$

describes a trivial curve of solutions of (3.3) from which we wish to bifurcate at some point $\left(0, u_{\sigma_{0}}\right)$. Recall also from non-degeneracy that $\operatorname{ker} L_{u_{\sigma}}=\operatorname{span}\left\{u_{\sigma}^{\prime}\right\}$. Since $L_{u_{\sigma}}^{*}$ also has a one-dimensional kernel, there exists $\phi_{\sigma}^{*} \in H_{\text {per }}^{2}(0,2 \pi)$ such that ker $L_{u_{\sigma}}^{*}=\operatorname{span}\left\{\phi_{\sigma}^{*}\right\}$. Notice that $\phi_{\sigma}^{*}(s)=\phi_{0}^{*}(s-\sigma)$. Finally, $\sigma_{0}$ will be determined in such a way that there exists a unique solution $\xi_{\sigma_{0}} \in H_{\text {per }}^{2}(0,2 \pi)$ of

$$
L_{u_{0}} \xi_{\sigma_{0}}=-\mathrm{i} e\left(\cdot+\sigma_{0}\right)
$$

with the property that $\xi_{\sigma_{0}} \perp_{L^{2}} u_{0}^{\prime}$. Details of the construction of $\sigma_{0}$ and $\xi_{\sigma_{0}}$ will be given in Lemma 3.21.

Theorem 3.9. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega, f_{0} \in \mathbb{R}$ and $e \in H^{2}(0,2 \pi)$ be fixed. Let furthermore $u_{0} \in H_{p e r}^{2}(0,2 \pi)$ be a non-trivial non-degenerate solution of (3.3) for $f_{1}=0$. If $\sigma_{0} \in \mathbb{R}$ satisfies

$$
\begin{equation*}
\operatorname{Im} \int_{0}^{2 \pi} e\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s=0 \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} \int_{0}^{2 \pi} e^{\prime}\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s \neq 0 \tag{3.8}
\end{equation*}
$$

then the maximal continuum $\mathcal{C}^{+} \subset[0, \infty) \times H_{\text {per }}^{2}(0,2 \pi)$ of solutions $\left(f_{1}, u\right)$ of (3.3) with $\left(0, u_{0}\right) \in \mathcal{C}^{+}$has the following properties:
(i) there exists a smooth curve $C:[0, \delta) \rightarrow \mathcal{C}^{+}$with $C(t)=\left(f_{1}(t), u(t)\right), \dot{f}_{1}(0)=1$, $C(0)=\left(0, u_{\sigma_{0}}\right)$ such that locally near $\left(0, u_{\sigma_{0}}\right)$ all solutions $\left(f_{1}, u\right)$ of (3.3) with $f_{1} \geq 0$ lie on the curve $S$ or on the curve $C$,
(ii) $\mathcal{C}^{+} \cap[0, M] \times H_{p e r}^{2}(0,2 \pi)$ is bounded for any $M>0$.

Moreover, if zero is an algebraically simple eigenvalue of $L_{u_{0}}$ and if furthermore

$$
\begin{gather*}
2 \operatorname{Re} \int_{0}^{2 \pi}\left(2 u_{0}\left|\xi_{\sigma_{0}}\right|^{2}+\overline{u_{0}} \xi_{\sigma_{0}}^{2}\right) \overline{\phi_{0}^{*}} d s \operatorname{Re} \int_{0}^{2 \pi}\left(u_{0}^{\prime} \overline{u_{0}}+2 u_{0} \overline{u_{0}^{\prime}}\right) u_{0}^{\prime} \overline{\phi_{0}^{*}} d s \\
\quad \neq\left(\operatorname{Im} \int_{0}^{2 \pi} e^{\prime}\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s\right)^{2}, \tag{3.9}
\end{gather*}
$$

then there exists a connected set $\mathcal{C}_{*}^{+} \subset \mathcal{C}^{+}$with $\operatorname{pr}_{1}\left(\mathcal{C}_{*}^{+}\right) \subset(0, \infty)$ and $\left(0, u_{\sigma_{0}}\right) \in \overline{\mathcal{C}_{*}^{+}}$which satisfies at least one of the following properties:
(a) $\operatorname{pr}_{1}\left(\mathcal{C}_{*}^{+}\right)=(0, \infty)$,
or
(b) $\exists u_{0}^{+} \neq u_{\sigma_{0}}:\left(0, u_{0}^{+}\right) \in \overline{\mathcal{C}_{*}^{+}}$.

A maximal continuum $\mathcal{C}^{-} \subset(-\infty, 0] \times H_{\text {per }}^{2}(0,2 \pi)$ with corresponding properties also exists.

For the special choice $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ Theorem 3.9 takes the following form.
Corollary 3.10. Let $k_{1} \in \mathbb{N}$, $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ and $d, \zeta, \omega, f_{0}, u_{0}$ be as in Theorem 3.9. Assume that

$$
\begin{equation*}
\int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s \neq 0 \tag{3.10}
\end{equation*}
$$

and that $\sigma_{0} \in \mathbb{R}$ satisfies

$$
\begin{equation*}
\tan \left(k_{1} \sigma_{0}\right)=\frac{\int_{0}^{2 \pi} \cos \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s)-\sin \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s) d s}{\int_{0}^{2 \pi} \sin \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s)+\cos \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s) d s} \tag{3.11}
\end{equation*}
$$

Then the conditions (3.7) and (3.8) of Theorem 3.9 hold.
Remark 3.11. $(\alpha)$ It follows from the implicit function theorem that in the setting of Theorem 3.9 assumption (3.7) is a necessary condition for bifurcation (non-trivial kernel of the linearization). Assumption (3.8) amounts to the transversality condition. In the setting of Corollary 3.10 this means that, if (3.10) is satisfied, assumption (3.11) is a necessary condition for bifurcation.
( $\beta$ ) Assumption (3.10) in Corollary 3.10 guarantees that the numerator and the denominator of the right-hand side of (3.11) do not vanish simultaneously. In the case where the denominator vanishes, Equation (3.11) is to be read as $\cos \left(k_{1} \sigma_{0}\right)=0$. In the interval $\left[0, \frac{\pi}{k_{1}}\right.$ ) equation (3.11) has a unique solution $\sigma_{0} \in\left[0, \frac{\pi}{k_{1}}\right.$ ). All solutions of (3.11) in $[0,2 \pi$ ) are then given by $\sigma_{0}+j \frac{\pi}{k_{1}}$ for $j=0, \ldots, 2 k_{1}-1$. This can result in up to $2 k_{1}$ bifurcation points. Smaller periodicities of $u_{0}$ may reduce the actual number of different bifurcation points. E.g., if $k_{1} \geq 2$ and if $u_{0}$ has smallest period $\frac{2 \pi}{k_{1}}$ then only two bifurcation points exist.
$(\gamma)$ Let $j \in \mathbb{N}$ not be a divisor of $k_{1}$ and $u_{0}$ be $\frac{2 \pi}{j}$-periodic. Then assumption (3.10) is not satisfied since $\phi_{0}^{*}$ inherits the periodicity of $u_{0}$. We will say more about this case in the Appendix.
( $\delta$ ) The non-trivial solutions $u_{0}$ of (3.3) for $f_{1}=0$ and $\omega=0$ constructed in [18],[41] are even around $s=0$. In this case, (3.9) is not an additional assumption because it coincides with assumption (3.8). The reason is that $\phi_{0}^{*}$ (spanning ker $L_{u_{0}}^{*}$ ) inherits the parity of $u_{0}^{\prime}$ (spanning ker $L_{u_{0}}$ ) which implies $\int_{0}^{2 \pi}\left(u_{0}^{\prime} \overline{u_{0}}+2 u_{0} \overline{u_{0}^{\prime}}\right) u_{0}^{\prime} \overline{\phi_{0}^{*}} d s=0$, cf. Proposition 3.22. Also, the value of $\sigma_{0}$ in Corollary 3.10 is determined by the simpler expression

$$
\tan \left(k_{1} \sigma_{0}\right)=-\frac{\int_{0}^{2 \pi} \sin \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s) d s}{\int_{0}^{2 \pi} \sin \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s) d s} .
$$

It is an open problem if (3.3) admits solutions for $f_{1}=0$ and $\omega=0$ which (up to a shift) are not even around $s=0$.
$(\epsilon)$ Note that in property (b) we exclude that $u_{0}^{+}=u_{\sigma_{0}}$ but we do not exclude that $u_{0}^{+}$ coincides with a shift of $u_{0}$ different from $u_{\sigma_{0}}$.
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### 3.2.3. Two-sided continuations

Here we explain how we can use the results of Theorem 3.6 and Theorem 3.9, Corollary 3.10 for the continua $\mathcal{C}^{+}$and $\mathcal{C}^{-}$in order to obtain two-sided continua w.r.t. the parameter component $f_{1}$.

As a first trivial observation we can construct a two-sided continuum in the following way both for the setting of Theorem 3.6 and Theorem 3.9: let $\mathcal{C} \subset \mathbb{R} \times H_{\text {per }}^{2}(0,2 \pi)$ be the maximal continuum of solutions $\left(f_{1}, u\right)$ of (3.3) with $\left(0, u_{0}\right) \in \mathcal{C}$. Then $\mathcal{C}$ contains both $\mathcal{C}^{+}$and $\mathcal{C}^{-}$.

Next we assume that the generalized forcing term $f(s)=f_{0}+f_{1} e(s)$ satisfies the symmetry condition that $e\left(s+\frac{\pi}{k_{1}}\right)=-e(s)$ for some $k_{1} \in \mathbb{N}$. This symmetry condition is motivated by (3.2) where $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$. If we denote by $R$ the reflection operator which acts on solution pairs and is given by

$$
R:\left(f_{1}, u\right) \mapsto\left(-f_{1}, u\left(\cdot+\frac{\pi}{k_{1}}\right)\right)
$$

then, again both for the setting of Theorem 3.6 and Theorem 3.9, the continuum $\mathcal{C}$ has the following property:

$$
\left(f_{1}, u\right) \in \mathcal{C} \Leftrightarrow R\left(f_{1}, u\right) \in \mathcal{C} .
$$

This shows that globally the solution sets for positive and negative $f_{1}$ only differ by a phase shift. The following global structure result is a consequence of this symmetry.
Proposition 3.12. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega, f_{0} \in \mathbb{R}$ and $e \in H^{2}(0,2 \pi)$ be such that $e\left(s+\frac{\pi}{k_{1}}\right)=-e(s)$ for some $k_{1} \in \mathbb{N}$. Let furthermore $u_{0}$ be a solution of (3.3) for $f_{1}=0$. Then the maximal continua $\mathcal{C}^{+}, \mathcal{C}^{-}$and $\mathcal{C}$ containing $\left(0, u_{0}\right)$ satisfy $\mathcal{C}^{-}=R\left(\mathcal{C}^{+}\right)$and $\mathcal{C} \supset \mathcal{C}^{+} \cup \mathcal{C}^{-}$.

Proof. It is obvious that $\mathcal{C} \supset \mathcal{C}^{+} \cup \mathcal{C}^{-}$. Now we prove that $\mathcal{C}^{-}=R\left(\mathcal{C}^{+}\right)$. Clearly, $\mathcal{C}^{+}$ and $R\left(\mathcal{C}^{+}\right)$contain all shifts $\left\{\left(0, u_{\sigma}\right): \sigma \in \mathbb{R}\right\}$. Since additionally $R\left(\mathcal{C}^{+}\right) \subset(-\infty, 0] \times$ $H_{\text {per }}^{2}(0,2 \pi)$ is connected we find that $R\left(\mathcal{C}^{+}\right) \subset \mathcal{C}^{-}$. If we assume that $R\left(\mathcal{C}^{+}\right) \subsetneq \mathcal{C}^{-}$then we obtain $\mathcal{C}^{+} \subsetneq R^{-1}\left(\mathcal{C}^{-}\right)$, which contradicts the maximality of $\mathcal{C}^{+}$.

As another consequence, we have that either $\operatorname{pr}_{1}(\mathcal{C})=(-\infty, \infty)$ or $\operatorname{pr}_{1}(\mathcal{C})$ is bounded from above and below. In the latter case, we call $\mathcal{C}$ a loop.

Our final result builds upon Theorem 3.6 and the resulting two-sided continuation of a trivial solution $u_{0}$. It describes the shape of the $L^{2}$-projection of the continuum $\mathcal{C}$ locally near $\left(0, u_{0}\right)$. In particular, local convexity or concavity can be read from this result. In Section 3.3 we will put this result into perspective with numerical simulations of the $f_{1}$-continuation of trivial solutions.

Theorem 3.13. Assume that the assumptions of Theorem 3.6 are satisfied and that additionally $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ is fixed for a $k_{1} \in \mathbb{N}$. Then we can determine the local shape of the curve $f_{1} \mapsto\left\|u\left(f_{1}\right)\right\|_{2}^{2}$ as follows:

$$
\left.\frac{d}{d f_{1}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}\right|_{f_{1}=0}=0,\left.\quad \frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}\right|_{f_{1}=0}=4 \pi\left(\operatorname{Re}\left(u_{0} \bar{\epsilon}\right)+|\alpha|^{2}+|\beta|^{2}\right)
$$
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with

$$
\begin{aligned}
& \alpha=\frac{-\mathrm{i}\left(d k_{1}^{2}+k_{1} \omega+\zeta+\mathrm{i}-2\left|u_{0}\right|^{2}\right)}{\left(\zeta+d k_{1}^{2}-2\left|u_{0}\right|^{2}\right)^{2}-\left(\omega k_{1}+\mathrm{i}\right)^{2}-\left|u_{0}\right|^{4}}, \\
& \beta=\frac{\mathrm{i} u_{0}^{2}}{\left(\zeta+d k_{1}^{2}-2\left|u_{0}\right|^{2}\right)^{2}-\left(\omega k_{1}-\mathrm{i}\right)^{2}-\left|u_{0}\right|^{4}}, \\
& x=\zeta-\mathrm{i}-2\left|u_{0}\right|^{2}, \\
& y=-u_{0}^{2}, \\
& z=4 u_{0}\left(|\alpha|^{2}+|\beta|^{2}\right)+4 \overline{u_{0}} \alpha \beta, \\
& \epsilon=\frac{-\bar{z} y+z \bar{x}}{|x|^{2}-|y|^{2}} .
\end{aligned}
$$

### 3.3. Numerical illustration of the analytical results

In this section we restrict ourselves to equation (3.2), i.e., we fix $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$. For this choice, we know from Section 3.2.3 that the one-sided continua $\mathcal{C}^{+}$and $\mathcal{C}^{-}$are related by $\mathcal{C}^{-}=R\left(\mathcal{C}^{+}\right)$. The following numerical examples were computed with $d=-0.1, f_{0}=2$, $k_{1}=1$, and $\omega=1$.


Figure 7. Continua of solutions $\left(f_{1}, u\right)$ of (3.2) for selected values of the detuning $\zeta$. The other parameters were set to $d=-0.1, f_{0}=2, k_{1}=1$, and $\omega=1$.

Figure 7 illustrates some of the two-sided continua $\mathcal{C}^{+} \cup \mathcal{C}^{-}$obtained by continuation of trivial solutions for different values of the detuning $\zeta$. Every point on the black and colored curves corresponds to a solution $u$ of (3.2), but for the sake of visualization in a three-dimensional image every solution has to be represented by a single number. In Figure 7, the quantity $\frac{1}{2 \pi}\|u\|_{2}^{2}$ was used for this purpose.

The black curve corresponds to spatially constant solutions of (3.2) obtained for $f_{1}=0$ and $\zeta \in[2.4,4.3]$. The colored curves represent (parts of) the continua associated to
these solutions. Every trivial solution (possibly except the ones at turning points) has an associated continuum, but for the sake of visualization these continua are only shown for selected values of $\zeta$, namely $\zeta \in\{2.4,2.6, \ldots, 4.0,4.2\}$. The picture is symmetric with symmetry plane $\{(\zeta, 0, z): \zeta \in \mathbb{R}, z \in \mathbb{R}\}$. This is an immediate consequence of the relation $\mathcal{C}^{-}=R\left(\mathcal{C}^{+}\right)$and the fact that shifting $u$ does not change $\|u\|_{2}$.

For $\zeta \in\{2.4,2.6,4.2\}$ there is only one trivial solution, and for these three values Figure 7 shows a part of the associated two-sided continuum $\mathcal{C}^{+} \cup \mathcal{C}^{-}$. Although $f_{1}$ was restricted to $[-2,2]$, each of these continua appears to be global in $f_{1}$, i.e. we conjecture that the continua continue for all values $f_{1} \in(-\infty, \infty)$. This corresponds to case (a) in Theorem 3.6.

For $\zeta \in\{2.8,3.0, \ldots, 4.0\}$, however, there are three trivial solutions. For these values of $\zeta$, there is one colored loop which connects two solutions, and one continuum which seems to continue for all values of $f_{1}$. The former corresponds to case (b) in Theorem 3.6, the latter to case (a). For $\zeta \in\{2.8,3.0\}$ the "lower" two solutions are connected, whereas for $\zeta \in\{3.2, \ldots, 4.0\}$ it is the "upper" two solutions which are connected. Hence, there seems to be a threshold value $\zeta^{*}$ that determines which of the two scenarios occurs. Computations with more values of $\zeta$ show that this threshold value $\zeta^{*}$ lies between 3.1344 and 3.1359; cf. Figure 8. The union of the continua for $\zeta$-values close to the threshold $\zeta^{*}$ (i.e. for $\zeta=3.1344$ and $\zeta=3.1359$ ) is nearly the same, and the two continua nearly meet in two points. ${ }^{2}$ The mathematical mechanisms which cause this qualitative change are not yet understood. One could expect that the connectivity threshold coincides with the value where the square of the $L^{2}$-norm of the solutions as a function of $f_{1}$ changes from being locally convex to locally concave. However, Theorem 3.13 shows that this is not true.

Figure 9 illustrates the same application, but depicted from a different angle and with more values of $\zeta$. Repeating the simulation with $d=0.1$ (anomalous dispersion) instead of $d=-0.1$ (normal dispersion) did not change the picture essentially.

Figures 7, 8, and 9 were generated by discretizing (3.2) with central finite differences (1000 grid points), and by applying the classical continuation method as described in, e.g., [1], to the discretized system.

The result of Theorem 3.13 can be interpreted as follows: each point on the trivial curve is a local extremum of the squared $L^{2}$-norm of the solution curve $f_{1} \mapsto u\left(f_{1}\right)$. The type of local extremum is described by the sign of the second derivative $\left.\frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}\right|_{f_{1}=0}$. We visualize this by an example for $d=-0.1, f_{0}=2, k_{1}=1, \omega=1$. By using the parameterization $t \mapsto \zeta(t), t \mapsto u_{0}(t)$ for $t \in(-1,1)$ from (3.5) we can illustrate the sign-changes of the second derivative. In Figure 10 we are plotting the curve $t \mapsto$ $\left(\zeta(t),\left|u_{0}(t)\right|^{2}\right)$ and indicate at each point on the curve the sign of $4 \pi\left(\operatorname{Re}\left(u_{0}(t) \bar{\epsilon}(t)\right)+\right.$ $|\alpha(t)|^{2}+|\beta(t)|^{2}$ ), where $\epsilon(t), \alpha(t), \beta(t)$ are taken from Theorem 3.13 with $\zeta=\zeta(t)$ and $u_{0}=u_{0}(t)$. In this particular example, as we run through the curve of trivial solutions
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Figure 8. Same situation as in Figure 7. Zoom to the region close to the threshold where the continua change connectivity.
from left to right a first sign-change of $\left.\frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}\right|_{f_{1}=0}$ occurs at $\zeta \approx 0.8533$.
A second sign-change (in fact a singularity changing from $-\infty$ to $+\infty$ ) occurs at the first turning point. Then, the next sign-change occurs on the part of the branch between the two turning points at $\zeta \approx 3.34$. Finally, the second turning point generates the last sign-change from $-\infty$ to $+\infty$. Clearly, the changes in the nature of the local extremum of $f_{1} \mapsto$ $\left\|u\left(f_{1}\right)\right\|_{2}^{2}$ at $f_{1}=0$ do not correspond to the topology changes of the solution continua which occur near the threshold value $\zeta^{*} \in(3.1344,3.1359)$.

Next, we keep the parameters $d=-0.1, f_{0}=2, k_{1}=1$ but choose $\omega=0$ instead of $\omega=1$. Recall that for $\omega=0$ there is a plethora of non-trivial solutions of (3.2) for $f_{1}=0$, cf. [18],[41]. In fact, this time we find additional primary and secondary bifurcation branches for $f_{1}=0$ which are illustrated in Figure 11 in grey and brown, respectively. Bifurcation points are shown as grey dots. The bifurcation branches consist of nontrivial solutions. Further, some numerical approximations of the two-sided maximal continua $\mathcal{C}$ obtained by continuation of trivial or non-trivial solutions for different values of the detuning $\zeta$ are shown. If we start from a constant solution at $f_{1}=0$, then $\mathcal{C}^{ \pm}$ are described by Theorem 3.6. Likewise, if we start from a non-constant solution at $f_{1}=0$ which has no smaller period than $2 \pi$, then $\mathcal{C}^{ \pm}$are described by Theorem 3.9. In
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Figure 9. Same situation as in Figure 7, but depicted from a different angle and with more values of $\zeta$.
both cases, $\mathcal{C} \supset \mathcal{C}^{+} \cup \mathcal{C}^{-}$by Proposition 3.12 , but in all examples below we observe in fact equality. If we expect a maximal continuum to contain two or more (non-trivial) different simple closed curves, then we illustrate the latter ones with different colors. Let us look at some particular values of $\zeta$ where different phenomena occur.


Figure 11. Continua of solutions $\left(f_{1}, u\right)$ of $(3.2)$ for selected values of the detuning $\zeta$. The other parameters were set to $d=-0.1, f_{0}=2, k_{1}=1$, and $\omega=0$.

At $\zeta=2.7$ we see exactly one solution for $f_{1}=0$. This solution is constant and its continuation appears to be global in $f_{1}$. For $\zeta=3.9$ and $f_{1}=0$ we see three constant solutions but also one non-constant solution (up to shifts) which lies on one of the grey bifurcation branches. The continuation of the constant solution with smallest magnitude
again appears to be global in $f_{1}$, while the other three solutions lie on the same eightshaped maximal continuum which we will denote as figure eight continuum. Note that the latter continuum contains all shifts of the non-trivial solution for $f_{1}=0$.

The figure eight can be interpreted as an outcome of Theorem 3.6 applied to one of the constant solutions on the figure eight. Here, case (b) of the theorem applies. However, the figure eight can also be interpreted as an outcome of Theorem 3.9 applied to the non-constant solution $u_{0}$ at $f_{1}=0$. Again, case (b) of the theorem applies. A plot (which we omit) of the non-trivial solution $u_{0}$ at $f_{1}=0$ shows that $u_{0}$ has no smaller period than $2 \pi$. Thus, according to Remark 3.11. $(\beta)$ exactly two shifts of it, which differ by $\pi$, are bifurcation points. To sum up, we observe that the figure eight continuum in fact contains a simple closed figure eight curve which exactly goes through two shifts of $u_{0}$ (which differ by $\pi$ ) in the point where the orange lines intersect the grey line of non-trivial solutions. The two shifts cannot be distinguished in the picture, because a shift does not change the $L^{2}$-norm. To illustrate the different continua for $\zeta=3.6$, we


Figure 12. Zoom at $\zeta=3.6$.
provide a zoom in Figure 12. We obtain again an unbounded continuum and a figure eight continuum. However, here we also find a third maximal continuum which cannot be found by simply continuing one of the constant solutions. This continuum consists of the blue and the light blue simple closed curve connected to each other by shifts at $f_{1}=0$. The parts of the blue and the light blue curve in the region $f_{1} \geq 0$ are described by case (b) of Theorem 3.9 applied to one of the non-trivial solutions $u_{0}$ at $f_{1}=0$ on it. They have no smaller period than $2 \pi$ (plots not shown). Going from the blue part to the light blue part is a consequence of reflection. At $f_{1}=0$ the blue curve intersects the grey line at exactly two points. The light blue curve does the same, but at $\pi$-shifts of these points.

For $\zeta=3.3$ the situation is more complicated. In this case, we see three constant solutions for $f_{1}=0$ but also seven non-constant ones. The continuation of the upper constant solution (orange) appears to be unbounded. We observe that the blue, the
red and the green simple closed curve in fact form a single maximal continuum, since all curves are connected by shifts of non-constant solutions at $f_{1}=0$. Viewed from top to bottom, we find (plots not shown) that the first, the third and the last one are $\pi$-periodic while the remaining ones have smallest period $2 \pi$. All together, we observe that exactly two shifts of every non-constant solution at $f_{1}=0$ are bifurcation points. For the solutions which have no smaller period than $2 \pi$ this is a direct consequence of Theorem 3.9, cf. Remark 3.11. $(\beta)$. However, at the three remaining $\pi$-periodic solutions at $f_{1}=0$ Theorem 3.9 does not apply, cf. Remark 3.11. $(\gamma)$. Nevertheless, we observe continuations from these points. Interestingly, these points seem to be characterized by horizontal tangents, at least in this example.


Figure 13. Zoom at $\zeta=3.3$.

For $\zeta=3$ we see three constant solutions and four non-constant ones at $f_{1}=0$. Again, the continuation of the upper constant solution is unbounded. We provide a more general investigation in Figure 14, where we also depict several of the continued solutions $u$ of (3.2) for $f_{1} \neq 0$. Since $u$ is complex-valued, we use the quantity $|u(s)|^{2}$ for illustration purposes and plot it against $s \in[-\pi, \pi]$. In Figure 14(a) we show a bounded continuum consisting of the light blue and the red simple closed curve connected to each other by shifts at $f_{1}=0$. Starting from the constant solution on the light blue curve and proceeding first into the $f_{1}>0$ direction, Figure $14(\mathrm{~b})-(\mathrm{c})$ show plots of functions corresponding to colored triangles. In Figure 14(d)-(f) functions corresponding to colored dots on the red curve are shown, where we start again at the constant solution and initially proceed in the $f_{1}>0$ direction. We observe that both curves cross the ( $\pi$ periodic) non-constant solution with second largest norm, but at two different shifts: the leftmost dark-red curves in (c) and (f) only coincide after a non-zero shift. Continuations from $\pi$-periodic solutions at $f_{1}=0$ are not covered by Theorem 3.9. Nevertheless, they are observed in the numerical experiments, again with horizontal tangents. The explanation of these continuations remains open, cf. the Appendix for further discussion.
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Figure 14. Zoom at $\zeta=3$ and illustration of selected functions.

### 3.4. Proof of a-priori bounds

We use the notation $r_{+}=\max \{0, r\}$ to denote the positive part of any real number $r \in \mathbb{R}$ and also $\mathbf{1}_{d<0}$ to denote (as a function of $d \in \mathbb{R}$ ) the characteristic function of the interval $(-\infty, 0)$. We write $\|\cdot\|_{p}$ for the standard norm on $L^{p}(0,2 \pi)$ for $p \in[1, \infty]$. A continuous map between two Banach spaces is said to be compact if it maps bounded sets into relatively compact sets.

Theorem 3.14. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega \in \mathbb{R}$ and $f \in H^{2}(0,2 \pi)$. Then for every solution $u \in H_{p e r}^{2}(0,2 \pi)$ of (3.3) the a-priori bounds

$$
\begin{align*}
\|u\|_{2} & \leq F  \tag{3.12}\\
\left\|u^{\prime}\right\|_{2} & \leq B\|u\|_{2}^{\frac{1}{4}} \leq B F^{\frac{1}{4}}  \tag{3.13}\\
\|u\|_{\infty} & \leq C \tag{3.14}
\end{align*}
$$

hold, where

$$
\begin{aligned}
& F=F(f)=\|f\|_{2} \\
& B=B(d, f)=\frac{F^{\frac{11}{4}}}{2|d|}+2\left\|f^{\prime}\right\|_{\infty} F^{\frac{1}{4}}+\sqrt{\left\|f^{\prime \prime}\right\|_{2} F^{\frac{1}{2}}+2\left\|f^{\prime}\right\|_{\infty}\left(\sqrt{\frac{F}{2 \pi}}+1\right)} \\
& C=C(d, f)=\frac{F}{\sqrt{2 \pi}}+\sqrt{2 \pi} B F^{\frac{1}{4}}
\end{aligned}
$$
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For $\zeta \operatorname{sign}(d) \ll-C^{2} \mathbf{1}_{d<0}$ these bounds can be improved to

$$
\|u\|_{2} \leq D, \quad\|u\|_{\infty} \leq\left(\frac{F^{\frac{3}{4}}}{\sqrt{2 \pi}}+\sqrt{2 \pi} B\right) D^{\frac{1}{4}}
$$

where

$$
D=D(d, f, \omega, \zeta)=\left(\frac{F^{\frac{3}{2}}+|\omega| B F^{\frac{3}{4}}+|d| B^{2}}{\left(-\zeta \operatorname{sign}(d)-C^{2} \mathbf{1}_{d<0}\right)_{+}}\right)^{\frac{2}{3}} .
$$

Remark 3.15. The improvement in the second part of the theorem lies in the fact that the bound $D$ becomes small when the detuning $\zeta$ is such that $\zeta \operatorname{sign}(d)$ is very negative. Proof. The proof is divided into five steps.
Step 1. We first prove the $L^{2}$ estimate

$$
\begin{equation*}
\|u\|_{2} \leq F=\|f\|_{2} . \tag{3.15}
\end{equation*}
$$

To this end we multiply the differential equation (3.3) with $\bar{u}$ to obtain

$$
\begin{equation*}
-d u^{\prime \prime} \bar{u}+\mathrm{i} \omega u^{\prime} \bar{u}+(\zeta-\mathrm{i})|u|^{2}-|u|^{4}+\mathrm{i} f \bar{u}=0 . \tag{3.16}
\end{equation*}
$$

Taking the imaginary part yields

$$
\begin{equation*}
-d \operatorname{Im}\left(u^{\prime \prime} \bar{u}\right)+\omega \operatorname{Re}\left(u^{\prime} \bar{u}\right)-|u|^{2}+\operatorname{Re}(f \bar{u})=0 . \tag{3.17}
\end{equation*}
$$

Let $h:=|u|^{2}-\operatorname{Re}(f \bar{u}), H:=-d \operatorname{Im}\left(u^{\prime} \bar{u}\right)+\frac{\omega}{2}|u|^{2}$. Then $H^{\prime}=h$ by equation (3.17) and $H(0)=H(2 \pi)$ by the periodicity of $u$. Hence

$$
0=H(2 \pi)-H(0)=\int_{0}^{2 \pi} h d s=\int_{0}^{2 \pi}|u|^{2}-\operatorname{Re}(f \bar{u}) d s
$$

which implies

$$
\|u\|_{2}^{2}=\int_{0}^{2 \pi} \operatorname{Re}(f \bar{u}) d s \leq\|f\|_{2}\|u\|_{2}=F\|u\|_{2}
$$

Step 2. Next we prove

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{2} \leq B\|u\|_{2}^{\frac{1}{4}} \leq B F^{\frac{1}{4}} . \tag{3.18}
\end{equation*}
$$

From (3.3) we may isolate the linear term $u$ and insert its derivative $u^{\prime}$ into the following calculation for $\left\|u^{\prime}\right\|_{2}^{2}$ :

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{2}^{2} & =\operatorname{Re} \int_{0}^{2 \pi} u^{\prime} \bar{u}^{\prime} d s \stackrel{(3.3)}{=} \operatorname{Re} \int_{0}^{2 \pi}\left(\mathrm{i} d u^{\prime \prime}+\omega u^{\prime}-\mathrm{i} \zeta u+\mathrm{i}|u|^{2} u+f\right)^{\prime} \bar{u}^{\prime} d s \\
& =\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} d u^{\prime \prime \prime} \bar{u}^{\prime}+\omega u^{\prime \prime} \bar{u}^{\prime}-\mathrm{i} \zeta\left|u^{\prime}\right|^{2}+\mathrm{i}\left(|u|^{2} u\right)^{\prime} \bar{u}^{\prime}+f^{\prime} \bar{u}^{\prime} d s \\
& =\int_{0}^{2 \pi}-d\left(\operatorname{Im}\left(u^{\prime \prime} \bar{u}^{\prime}\right)\right)^{\prime}+\left(\frac{\omega}{2}\left|u^{\prime}\right|^{2}\right)^{\prime} d s-\operatorname{Im} \int_{0}^{2 \pi}\left(|u|^{2} u\right)^{\prime} \bar{u}^{\prime} d s+\operatorname{Re} \int_{0}^{2 \pi} f^{\prime} \bar{u}^{\prime} d s
\end{aligned}
$$
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$$
\begin{aligned}
& =\int_{0}^{2 \pi}\left(|u|^{2}\right)^{\prime} \operatorname{Im}\left(\bar{u} u u^{\prime}\right)-\operatorname{Re}\left(f^{\prime \prime} \bar{u}\right) d s+\left.\operatorname{Re} f^{\prime} \bar{u}\right|_{0} ^{2 \pi} \\
& \leq \int_{0}^{2 \pi} \frac{1}{d}\left(|u|^{2}\right)^{\prime}\left(\frac{\omega}{2}|u|^{2}-H\right)+\left\|f^{\prime \prime}\right\|_{2}\|u\|_{2}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{\infty} \\
& =\int_{0}^{2 \pi} \frac{\omega}{4 d}\left(|u|^{4}\right)^{\prime}-\frac{1}{d}\left(|u|^{2}\right)^{\prime} H+\left\|f^{\prime \prime}\right\|_{2}\|u\|_{2}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{\infty} \\
& =\int_{0}^{2 \pi}-\frac{1}{d}\left(|u|^{2}\right)^{\prime}(H-H(0))+\left\|f^{\prime \prime}\right\|_{2}\|u\|_{2}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{\infty}
\end{aligned}
$$

Next notice the pointwise estimate

$$
h=|u|^{2}-\operatorname{Re}(f \bar{u}) \geq|u|^{2}-|f||u| \geq-\frac{1}{4}|f|^{2}
$$

from which we deduce the following two-sided estimate for $H-H(0)$ :

$$
\begin{aligned}
& H(s)-H(0)=\int_{0}^{s} h(r) d r \geq-\frac{1}{4}\|f\|_{2}^{2} \quad(s \in[0,2 \pi]) \quad \text { and } \\
& H(s)-H(0)=H(s)-H(2 \pi)=-\int_{s}^{2 \pi} h(r) d r \leq \frac{1}{4}\|f\|_{2}^{2} \quad(s \in[0,2 \pi]) .
\end{aligned}
$$

Continuing the above inequality for $\left\|u^{\prime}\right\|_{2}^{2}$ we conclude

$$
\left\|u^{\prime}\right\|_{2}^{2} \leq \frac{\|f\|_{2}^{2}}{2|d|}\|u\|_{2}\left\|u^{\prime}\right\|_{2}+\left\|f^{\prime \prime}\right\|_{2}\|u\|_{2}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{\infty}
$$

Next we want to get rid of the $\|u\|_{\infty}$ term. For that we note that there exists $s_{0} \in[0,2 \pi]$ satisfying $\left|u^{2}\left(s_{0}\right)\right| \leq \frac{1}{2 \pi}\|u\|_{2}^{2}$. We use this in the following way,

$$
\begin{aligned}
\|u\|_{\infty}^{2} & \leq\left|u^{2}\left(s_{0}\right)\right|+\sup _{s \in[0,2 \pi]}\left|u^{2}(s)-u^{2}\left(s_{0}\right)\right| \leq \frac{1}{2 \pi}\|u\|_{2}^{2}+\int_{0}^{2 \pi} 2\left|u \| u^{\prime}\right| d s \\
& \leq \frac{1}{2 \pi}\|u\|_{2}^{2}+2\|u\|_{2}\left\|u^{\prime}\right\|_{2} \stackrel{(3.15)}{\leq} \frac{F}{2 \pi}\|u\|_{2}+2\|u\|_{2}\left\|u^{\prime}\right\|_{2} \\
& \leq\|u\|_{2}\left(\frac{F}{2 \pi}+1+\left\|u^{\prime}\right\|_{2}^{2}\right)
\end{aligned}
$$

from where we find

$$
\|u\|_{\infty} \leq\|u\|_{2}^{\frac{1}{2}}\left(\sqrt{\frac{F}{2 \pi}}+1+\left\|u^{\prime}\right\|_{2}\right)
$$

In total, we have

$$
\left\|u^{\prime}\right\|_{2}^{2} \leq \frac{\|f\|_{2}^{2}}{2|d|}\|u\|_{2}\left\|u^{\prime}\right\|_{2}+\left\|f^{\prime \prime}\right\|_{2}\|u\|_{2}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{2}^{\frac{1}{2}}\left(\sqrt{\frac{F}{2 \pi}}+1+\left\|u^{\prime}\right\|_{2}\right)
$$
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$$
\begin{aligned}
& \stackrel{(3.15)}{\leq} \frac{F^{\frac{11}{4}}}{2|d|}\|u\|_{2}^{\frac{1}{4}}\left\|u^{\prime}\right\|_{2}+\left\|f^{\prime \prime}\right\|_{2} F^{\frac{1}{2}}\|u\|_{2}^{\frac{1}{2}}+2\left\|f^{\prime}\right\|_{\infty}\|u\|_{2}^{\frac{1}{2}}\left(\sqrt{\frac{F}{2 \pi}}+1\right)+2\left\|f^{\prime}\right\|_{\infty} F^{\frac{1}{4}}\|u\|_{2}^{\frac{1}{4}}\left\|u^{\prime}\right\|_{2} \\
& =\left(\frac{F^{\frac{11}{4}}}{2|d|}+2\left\|f^{\prime}\right\|_{\infty} F^{\frac{1}{4}}\right)\|u\|_{2}^{\frac{1}{4}}\left\|u^{\prime}\right\|_{2}+\left(\left\|f^{\prime \prime}\right\|_{2} F^{\frac{1}{2}}+2\left\|f^{\prime}\right\|_{\infty}\left(\sqrt{\frac{F}{2 \pi}}+1\right)\right)\|u\|_{2}^{\frac{1}{2}} \\
& =: A_{1}\|u\|_{2}^{\frac{1}{4}}\left\|u^{\prime}\right\|_{2}+A_{2}^{2}\|u\|_{2}^{\frac{1}{2}} .
\end{aligned}
$$

This is a quadratic inequality in $\left\|u^{\prime}\right\|_{2}$ which implies

$$
\left\|u^{\prime}\right\|_{2} \leq \frac{A_{1}\|u\|_{2}^{\frac{1}{4}}+\sqrt{A_{1}^{2}\|u\|_{2}^{\frac{1}{2}}+4 A_{2}^{2}\|u\|_{2}^{\frac{1}{2}}}}{2} \leq A_{1}\|u\|_{2}^{\frac{1}{4}}+A_{2}\|u\|_{2}^{\frac{1}{4}}=B\|u\|_{2}^{\frac{1}{4}}
$$

as claimed.
Step 3. Here we prove

$$
\begin{equation*}
\|u\|_{\infty} \leq C \tag{3.19}
\end{equation*}
$$

There exists $s_{1} \in[0,2 \pi]$ satisfying $\left|u\left(s_{1}\right)\right| \leq \frac{\|u\|_{2}}{\sqrt{2 \pi}}$. The claim now follows from

$$
\begin{aligned}
& \|u\|_{\infty} \leq\left|u\left(s_{1}\right)\right|+\sup _{s \in[0,2 \pi]}\left|u(s)-u\left(s_{1}\right)\right| \leq \frac{\|u\|_{2}}{\sqrt{2 \pi}}+\left\|u^{\prime}\right\|_{1} \leq \frac{\|u\|_{2}}{\sqrt{2 \pi}}+\sqrt{2 \pi}\left\|u^{\prime}\right\|_{2} \\
& \stackrel{(3.15),(3.18)}{\leq}\left(\frac{F^{\frac{3}{4}}}{\sqrt{2 \pi}}+\sqrt{2 \pi} B\right)\|u\|_{2}^{\frac{1}{4}} \stackrel{(3.15)}{\leq} C .
\end{aligned}
$$

Step 4. Next we show in the case $\zeta \operatorname{sign}(d)<-C^{2} \mathbf{1}_{d<0}$ the additional $L^{2}$-bound

$$
\begin{equation*}
\|u\|_{2} \leq D \tag{3.20}
\end{equation*}
$$

After integrating (3.16) over $[0,2 \pi]$ and taking the real part of the resulting equation we get

$$
d\left\|u^{\prime}\right\|_{2}^{2}=\omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}+\operatorname{Im} \int_{0}^{2 \pi} f \bar{u} d s
$$

In order to prove (3.20) we first suppose $d>0$. Then we have on one hand

$$
\begin{equation*}
d\left\|u^{\prime}\right\|_{2}^{2} \stackrel{(3.18)}{\leq} d B^{2}\|u\|_{2}^{\frac{1}{2}} \tag{3.21}
\end{equation*}
$$
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and on the other hand

$$
\begin{align*}
& \omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}+\operatorname{Im} \int_{0}^{2 \pi} f \bar{u} d s \\
& \geq-|\omega|\|u\|_{2}\left\|u^{\prime}\right\|_{2}-\zeta\|u\|_{2}^{2}-F\|u\|_{2} \\
& \stackrel{(3.18)}{\geq}-|\omega| B\|u\|_{2}^{\frac{5}{4}}-\zeta\|u\|_{2}^{2}-F\|u\|_{2}  \tag{3.22}\\
& \stackrel{(3.15)}{\geq}-|\omega| B F^{\frac{3}{4}}\|u\|_{2}^{\frac{1}{2}}-\zeta\|u\|_{2}^{2}-F^{\frac{3}{2}}\|u\|_{2}^{\frac{1}{2}} .
\end{align*}
$$

Combining the two estimates (3.21), (3.22) and grouping quadratic terms and terms of power $\frac{1}{2}$ of $\|u\|_{2}$ on separate sides of the inequality we get

$$
-\zeta\|u\|_{2}^{2} \leq\left(F^{\frac{3}{2}}+|\omega| B F^{\frac{3}{4}}+d B^{2}\right)\|u\|_{2}^{\frac{1}{2}}
$$

which finally implies $\|u\|_{2} \leq D$ whenever $\zeta<0$. Assuming now $d<0$ the estimate (3.21) becomes

$$
\begin{equation*}
d\left\|u^{\prime}\right\|_{2}^{2} \geq-|d| B^{2}\|u\|_{2}^{\frac{1}{2}} \tag{3.23}
\end{equation*}
$$

whereas in (3.22) the term $\|u\|_{4}^{4}$, which was previously dropped, now has to be estimated by $\|u\|_{4}^{4} \leq\|u\|_{\infty}^{2}\|u\|_{2}^{2} \leq C^{2}\|u\|_{2}^{2}$. The estimate (3.22) now becomes

$$
\begin{align*}
& \omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}+\operatorname{Im} \int_{0}^{2 \pi} f \bar{u} d s  \tag{3.24}\\
& \leq|\omega| B F^{\frac{3}{4}}\|u\|_{2}^{\frac{1}{2}}+\left(C^{2}-\zeta\right)\|u\|_{2}^{2}+F^{\frac{3}{2}}\|u\|_{2}^{\frac{1}{2}} .
\end{align*}
$$

The combination of (3.23) and (3.24) leads to

$$
\left(\zeta-C^{2}\right)\|u\|_{2}^{2} \leq\left(F^{\frac{3}{2}}+|\omega| B F^{\frac{3}{4}}+|d| B^{2}\right)\|u\|_{2}^{\frac{1}{2}}
$$

which again implies $\|u\|_{2} \leq D$ whenever $-\zeta<-C^{2}$.
Step 5. Finally we prove

$$
\begin{equation*}
\|u\|_{\infty} \leq\left(\frac{F^{\frac{3}{4}}}{\sqrt{2 \pi}}+\sqrt{2 \pi} B\right) D^{\frac{1}{4}} \tag{3.25}
\end{equation*}
$$

whenever $\zeta \operatorname{sign}(d)<-C^{2} \mathbf{1}_{d<0}$. For this we repeat Step 3 and use in the final estimate that $\|u\|_{2} \leq D$.

### 3.5. Proof of existence (Theorem 3.1) and uniqueness (Theorem 3.17) statements

Let us consider the operator $L: H_{\text {per }}^{2}(0,2 \pi) \rightarrow L^{2}(0,2 \pi)$ with $L u=L_{0} u-\mathrm{i} u$ and $L_{0} u=$ $-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+\zeta u$. Since $L_{0}: H_{\text {per }}^{2}(0,2 \pi) \rightarrow L^{2}(0,2 \pi)$ is self-adjoint its spectrum is real
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and we see that $L$ has spectrum on the line $-\mathrm{i}+\mathbb{R}$. In particular, $L$ is invertible and $L^{-1}$ : $L^{2}(0,2 \pi) \rightarrow H_{\text {per }}^{2}(0,2 \pi)$ is bounded. By using the compact embedding $H_{\text {per }}^{2}(0,2 \pi) \hookrightarrow$ $H_{\text {per }}^{1}(0,2 \pi)$ we see that

$$
L^{-1}: L^{2}(0,2 \pi) \rightarrow H_{\mathrm{per}}^{1}(0,2 \pi) \text { is compact. }
$$

Since moreover $H_{\text {per }}^{1}(0,2 \pi)$ is a Banach algebra we can rewrite (3.3) as a fixed point problem $u=\Phi(u)$, where $\Phi$ denotes the compact map

$$
\Phi: H_{\mathrm{per}}^{1}(0,2 \pi) \rightarrow H_{\mathrm{per}}^{1}(0,2 \pi), \Phi(u)=L^{-1}\left(|u|^{2} u-\mathrm{i} f(s)\right) .
$$

In order to prove our first existence result from Theorem 3.1, let us recall Schaefer's fixed point theorem ([10, Corollary 8.1]).

Theorem 3.16 (Schaefer's fixed point theorem). Let $X$ be a Banach space and $\Phi: X \rightarrow$ $X$ be compact. Suppose that the set

$$
\{x \in X: x=\lambda \Phi(x) \text { for some } \lambda \in(0,1)\}
$$

is bounded. Then $\Phi$ has a fixed point.
Proof of Theorem 3.1. Let $u \in H_{\mathrm{per}}^{1}(0,2 \pi)$ and $u=\lambda \Phi(u)$ for some $\lambda \in(0,1)$. Then $u \in H_{\text {per }}^{2}(0,2 \pi)$ and

$$
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-\lambda|u|^{2} u+\mathrm{i} \lambda f(s)=0
$$

Let us now define $v \in H_{\text {per }}^{2}(0,2 \pi)$ by $v(s)=\sqrt{\lambda} u(s)$. Then

$$
-d v^{\prime \prime}+\mathrm{i} \omega v^{\prime}+(\zeta-\mathrm{i}) v-|v|^{2} v+\mathrm{i} \tilde{f}(s)=0
$$

with $\tilde{f}=\lambda^{\frac{3}{2}} f$. Estimate (3.12) of Theorem 3.14 with $\tilde{F}=F\left(\lambda^{\frac{3}{2}} f\right)=\lambda^{\frac{3}{2}} F$ implies

$$
\|u\|_{2}=\frac{1}{\sqrt{\lambda}}\|v\|_{2} \leq \frac{1}{\sqrt{\lambda}} \tilde{F}=\lambda F \leq F
$$

Using (3.13) from Theorem 3.14 with $\tilde{B}=B\left(d, \lambda^{\frac{3}{2}} f\right)$ we also find

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{2} & =\frac{1}{\sqrt{\lambda}}\left\|v^{\prime}\right\|_{2} \leq \frac{1}{\sqrt{\lambda}} \tilde{B} \tilde{F}^{\frac{1}{4}} \\
& =\lambda^{4} \frac{F^{3}}{2|d|}+2 \lambda^{\frac{7}{4}}\left\|f^{\prime}\right\|_{\infty} F^{\frac{1}{2}}+\sqrt{\lambda^{2}\left\|f^{\prime \prime}\right\|_{2} F+2 \lambda^{\frac{5}{4}}\left\|f^{\prime}\right\|_{\infty}\left(\frac{\lambda^{\frac{3}{4}} F}{\sqrt{2 \pi}}+\sqrt{F}\right)} \\
& \leq \frac{F^{3}}{2|d|}+2\left\|f^{\prime}\right\|_{\infty} F^{\frac{1}{2}}+\sqrt{\left\|f^{\prime \prime}\right\|_{2} F+2\left\|f^{\prime}\right\|_{\infty}\left(\frac{F}{\sqrt{2 \pi}}+\sqrt{F}\right)}=B F^{\frac{1}{4}} .
\end{aligned}
$$

The assertion now follows from Theorem 3.16.
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For the next uniqueness result, cf. Theorem 3.17, let us rewrite the constant $D$ from Theorem 3.14 as

$$
D=D(d, f, \omega, \zeta)=\left(\frac{\tilde{D}}{\left(-\zeta \operatorname{sign}(d)-C^{2} \mathbf{1}_{d<0}\right)_{+}}\right)^{\frac{2}{3}}
$$

with

$$
\tilde{D}=\tilde{D}(d, f, \omega)=F^{\frac{3}{2}}+|\omega| B F^{\frac{3}{4}}+|d| B^{2} .
$$

Our result complements the existence statement provided in Theorem 3.1 by a uniqueness statement. It consists of three cases: (i) and (ii) cover the case where $|\zeta| \gg 1$ is sufficiently large whereas (iii) builds upon $\|f\| \ll 1$ measured in a suitable norm $\|\cdot\|$ such that the constant $C=C(d, f)$ becomes small. This is the case, e.g., if $\|f\|_{2} \ll 1$ and $\left\|f^{\prime \prime}\right\|_{2}$ remains bounded.

Theorem 3.17. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, \omega \in \mathbb{R}$ and $f \in H^{2}(0,2 \pi)$. Then (3.3) has a unique solution $u \in H_{\text {per }}^{2}(0,2 \pi)$ in the following three cases,
(i)

$$
\operatorname{sign}(d) \zeta<\zeta_{*},
$$

(ii)

$$
\operatorname{sign}(d) \zeta>\zeta^{*}
$$

(iii)

$$
\sqrt{3} C<1,
$$

where $\zeta_{*} \leq 0 \leq \zeta^{*}$ are given by

$$
\begin{aligned}
& \zeta_{*}=\zeta_{*}(d, f, \omega)=-C^{2} \mathbf{1}_{d<0}-\frac{27\left(F^{\frac{3}{4}}+2 \pi B\right)^{6} \tilde{D}}{8 \pi^{3}} \\
& \zeta^{*}=\zeta^{*}(d, f, \omega)=3 C^{2}+\frac{\omega^{2}}{4|d|}
\end{aligned}
$$

and $F=F(f), B=B(d, f), C=C(d, f)$ are the constants from Theorem 3.14.
Proof. It suffices to consider the case $f \neq 0$. By Theorem 3.1 we know that (3.3) has at least one solution $u_{1} \in H_{\text {per }}^{2}(0,2 \pi)$. Now let $u_{2} \in H_{\text {per }}^{2}(0,2 \pi)$ denote an additional solution and define

$$
R=R(d, f, \omega, \zeta)= \begin{cases}\min \left\{C,\left(\frac{F^{\frac{3}{4}}}{\sqrt{2 \pi}}+\sqrt{2 \pi} B\right) D^{\frac{1}{4}}\right\}, & \zeta \operatorname{sign}(d)+C^{2} \mathbf{1}_{d<0}<0, \\ C, & \zeta \operatorname{sign}(d)+C^{2} \mathbf{1}_{d<0} \geq 0 .\end{cases}
$$

Then $\left\|u_{j}\right\|_{\infty} \leq R$ for $j=1,2$ by Theorem 3.14, which easily implies

$$
\left\|\left|u_{1}\right|^{2} u_{1}-\left|u_{2}\right|^{2} u_{2}\right\|_{2} \leq 3 R^{2}\left\|u_{1}-u_{2}\right\|_{2} .
$$
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Since $u_{j}, j=1,2$ solves the fixed point problem $u_{j}=\Phi\left(u_{j}\right)$ we obtain

$$
\left\|u_{1}-u_{2}\right\|_{2}=\left\|\Phi\left(u_{1}\right)-\Phi\left(u_{2}\right)\right\|_{2} \leq 3 R^{2}\left\|L^{-1}\right\|\left\|u_{1}-u_{2}\right\|_{2},
$$

where $\left\|L^{-1}\right\|=\sup _{v \in L^{2}(0,2 \pi),\|v\|_{2}=1}\left\|L^{-1} v\right\|_{2}$. Next we show $3 R^{2}\left\|L^{-1}\right\|<1$ which implies $u_{1}=u_{2}$ and thus finishes the proof. To this end we decompose a function $v \in L^{2}(0,2 \pi)$ into its Fourier series, i.e., $v=\sum_{m \in \mathbb{Z}} v_{m} \mathrm{e}^{\mathrm{i} m s}$ so that

$$
L^{-1} v=\sum_{m \in \mathbb{Z}} \frac{v_{m}}{d m^{2}-\omega m+\zeta-\mathrm{i}} \mathrm{e}^{\mathrm{i} m s}
$$

On one hand we get $\left\|L^{-1}\right\| \leq 1$ since

$$
\left\|L^{-1} v\right\|_{2}^{2}=2 \pi \sum_{m \in \mathbb{Z}} \frac{\left|v_{m}\right|^{2}}{1+\left(d m^{2}-\omega m+\zeta\right)^{2}} \leq 2 \pi \sum_{m \in \mathbb{Z}}\left|v_{m}\right|^{2}=\|v\|_{2}^{2} .
$$

On the other hand, if $\operatorname{sign}(d)\left(\zeta-\frac{\omega^{2}}{4 d}\right)>0$, we get

$$
\begin{aligned}
\left\|L^{-1} v\right\|_{2}^{2} & =2 \pi \sum_{m \in \mathbb{Z}} \frac{\left|v_{m}\right|^{2}}{1+\left(d m^{2}-\omega m+\zeta\right)^{2}}=2 \pi \sum_{m \in \mathbb{Z}} \frac{\left|v_{m}\right|^{2}}{1+\left(d\left(m-\frac{\omega}{2 d}\right)^{2}+\zeta-\frac{\omega^{2}}{4 d}\right)^{2}} \\
& \leq 2 \pi \sum_{m \in \mathbb{Z}} \frac{\left|v_{m}\right|^{2}}{\left(\zeta-\frac{\omega^{2}}{4 d}\right)^{2}}=\frac{1}{\left(\zeta-\frac{\omega^{2}}{4 d}\right)^{2}}\|v\|_{2}^{2},
\end{aligned}
$$

i.e. $\left\|L^{-1}\right\| \leq \operatorname{sign}(d)\left(\zeta-\frac{\omega^{2}}{4 d}\right)^{-1}$.

In case (i) where $\operatorname{sign}(d) \zeta<\zeta_{*}<-C^{2} \mathbf{1}_{d<0} \leq 0$ we use $\left\|L^{-1}\right\| \leq 1$ and find by the definition of $R$ and $\zeta_{*}$ that

$$
\begin{aligned}
3 R^{2}\left\|L^{-1}\right\| & \leq 3 \frac{\left(F^{\frac{3}{4}}+2 \pi B\right)^{2}}{2 \pi} D^{\frac{1}{2}} \\
& =3 \frac{\left(F^{\frac{3}{4}}+2 \pi B\right)^{2}}{2 \pi}\left(\frac{\tilde{D}}{-\zeta \operatorname{sign}(d)-C^{2} \mathbf{1}_{d<0}}\right)^{\frac{1}{3}} \\
& <3 \frac{\left(F^{\frac{3}{4}}+2 \pi B\right)^{2}}{2 \pi}\left(\frac{\tilde{D}}{-\zeta_{*}-C^{2} \mathbf{1}_{d<0}}\right)^{\frac{1}{3}}=1
\end{aligned}
$$

In case (ii) where $\operatorname{sign}(d) \zeta>\zeta^{*}>\frac{\omega^{2}}{4 \mid d \|} \geq 0$ we use $\left\|L^{-1}\right\| \leq \operatorname{sign}(d)\left(\zeta-\frac{\omega^{2}}{4 d}\right)^{-1}$ and get by the choice of $\zeta^{*}$

$$
3 R^{2}\left\|L^{-1}\right\| \leq \frac{3 C^{2}}{\operatorname{sign}(d)\left(\zeta-\frac{\omega^{2}}{4 d}\right)}<\frac{3 C^{2}}{\zeta^{*}-\frac{\omega^{2}}{4|d|}}=1
$$
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In case (iii) where $\sqrt{3} C<1$ we use $\left\|L^{-1}\right\| \leq 1$ to conclude

$$
3 R^{2}\left\|L^{-1}\right\| \leq 3 C^{2}<1
$$

### 3.6. Proof of the continuation results

In this section we continue to use the notion for the operator $L: H_{\text {per }}^{2}(0,2 \pi) \rightarrow L^{2}(0,2 \pi)$ from Section 3.4. We also use that $L^{-1}: L^{2}(0,2 \pi) \rightarrow H_{\text {per }}^{2}(0,2 \pi)$ is bounded and that $L^{-1}: L^{2}(0,2 \pi) \rightarrow H_{\mathrm{per}}^{1}(0,2 \pi)$ is compact. We first consider continuation from a trivial solution. In order to prove Theorem 3.6 let us provide the following global continuation theorem.

Theorem 3.18. Let $X$ be a real Banach space and $K \in C^{1}(\mathbb{R} \times X, X)$ be compact. We consider the problem

$$
\begin{equation*}
T(\lambda, x):=x-K(\lambda, x)=0 . \tag{3.26}
\end{equation*}
$$

Assume that $T\left(\lambda_{0}, x_{0}\right)=0$ and that $\partial_{x} T\left(\lambda_{0}, x_{0}\right)$ is invertible. Then there exists a connected and closed set (=continuum) $\mathcal{C}^{+} \subset\left[\lambda_{0}, \infty\right) \times X$ of solutions of (3.26) with $\left(\lambda_{0}, x_{0}\right) \in \mathcal{C}^{+}$. For $\mathcal{C}^{+}$one of the following alternatives holds:
(a) $\mathcal{C}^{+}$is unbounded,
or
(b) $\exists x_{0}^{+} \in X \backslash\left\{x_{0}\right\}:\left(\lambda_{0}, x_{0}^{+}\right) \in \mathcal{C}^{+}$.

If one chooses $\mathcal{C}^{+}$to be maximally connected then there is no more a strict alternative between (a) and (b) and instead at least one of the two (possibly both) properties holds.

Remark 3.19. $(\alpha)$ The theorem follows from [2, Theorem 3.3] or [57, Theorem 1.3.2] since $\operatorname{deg}\left(T\left(\lambda_{0}, \cdot\right), B_{\varepsilon}\left(x_{0}\right), 0\right)=\operatorname{deg}\left(\partial_{x} T\left(\lambda_{0}, x_{0}\right), B_{\varepsilon}(0), 0\right) \neq 0$ because $\partial_{x} T\left(\lambda_{0}, x_{0}\right)$ is invertible.
$(\beta)$ There exists also a continuum $\mathcal{C}^{-} \subset\left(-\infty, \lambda_{0}\right] \times X$ of solutions of (3.26) with $\left(\lambda_{0}, x_{0}\right) \in \mathcal{C}^{-}$satisfying one of the alternatives of the theorem.
$(\gamma)$ Alternative (a) of Theorem 3.18 means that $\mathcal{C}^{+}$is unbounded either in the Banach space direction $X$ or in the parameter direction $\left[\lambda_{0}, \infty\right)$ or in both. If unboundedness in the Banach space direction is excluded on compact intervals $\left[\lambda_{0}, \Lambda\right.$ ], e.g., by a-priori bounds, then unboundedness in the parameter direction follows, i.e., the projection of $\mathcal{C}^{+}$onto $\left[\lambda_{0}, \infty\right)$ denoted by $\operatorname{pr}_{1}\left(\mathcal{C}^{+}\right)$must coincide with $\left[\lambda_{0}, \infty\right)$. This is an existence result for all $\lambda \geq \lambda_{0}$ which is one aspect of Theorem 3.6.
$(\delta)$ Alternative (b) of Theorem 3.18 means that the continuum $\mathcal{C}^{+}$returns to the $\lambda=\lambda_{0}$ line at a point $x_{0}^{+} \neq x_{0}$.

Proof of Theorem 3.6. Let $K: \mathbb{R} \times H_{\text {per }}^{1}(0,2 \pi) \rightarrow H_{\text {per }}^{1}(0,2 \pi), K\left(f_{1}, u\right):=L^{-1}\left(|u|^{2} u-\right.$ $\left.\mathrm{i} f_{0}-\mathrm{i} f_{1} e(s)\right)$ and $T\left(f_{1}, u\right):=u-K\left(f_{1}, u\right)$. Then, as explained before Theorem 3.16, $K$
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is compact and

$$
T\left(0, u_{0}\right)=u_{0}-L^{-1}\left(\left|u_{0}\right|^{2} u_{0}-\mathrm{i} f_{0}\right) \stackrel{(3.4)}{=} u_{0}-L^{-1}\left((\zeta-\mathrm{i}) u_{0}\right)=u_{0}-u_{0}=0 .
$$

Next we show that $\partial_{u} T\left(0, u_{0}\right)$ is invertible. To this end note that

$$
\partial_{u} T\left(0, u_{0}\right) \varphi=\varphi-L^{-1}\left(2\left|u_{0}\right|^{2} \varphi+u_{0}^{2} \bar{\varphi}\right) \text { for } \varphi \in H_{\mathrm{per}}^{1}(0,2 \pi)
$$

and hence, as a compact perturbation of the identity, $\partial_{u} T\left(0, u_{0}\right)$ is invertible if it is injective. Since $u_{0}$ is constant this amounts exactly to the characterization of nondegeneracy of $u_{0}$ as described in Lemma 3.4.

Now assertion (i) follows from the classical implicit function theorem and Theorem 3.18 yields that the maximal continuum $\mathcal{C}^{+} \subset[0, \infty) \times H_{\text {per }}^{1}(0,2 \pi)$ of solutions $\left(f_{1}, u\right)$ of (3.3) with $\left(0, u_{0}\right) \in \mathcal{C}^{+}$is unbounded or returns to another solution at $f_{1}=0$. The continuum $\mathcal{C}^{+}$in fact belongs to $[0, \infty) \times H_{\text {per }}^{2}(0,2 \pi)$ and persists as a connected and closed set in the stronger topology of $[0, \infty) \times H_{\text {per }}^{2}(0,2 \pi)$. Next we show that the unboundedness of $\mathcal{C}^{+}$coincides with $\operatorname{pr}_{1}\left(\mathcal{C}^{+}\right)=[0, \infty)$. According to Remark 3.19. $(\gamma)$ we need to show that unboundedness in the Banach space direction $H_{\text {per }}^{1}(0,2 \pi)$ is excluded for $f_{1}$ in bounded intervals. To see this suppose that $0 \leq f_{1} \leq M$ for all $\left(f_{1}, u\right) \in \mathcal{C}^{+}$and some constant $M>0$. Then, by the a-priori bounds (3.12) and (3.13) from Theorem 3.14 we get

$$
\|u\|_{2} \leq\left\|f_{0}+f_{1} e(s)\right\|_{2} \leq \sqrt{2 \pi}\left|f_{0}\right|+M\|e\|_{2}=: N=N\left(f_{0}, M, e\right)
$$

and

$$
\left\|u^{\prime}\right\|_{2} \leq \frac{N^{3}}{2|d|}+2 M\left\|e^{\prime}\right\|_{\infty} N^{\frac{1}{2}}+\sqrt{M\left\|e^{\prime \prime}\right\|_{2} N+2 M\left\|e^{\prime}\right\|_{\infty}\left(\frac{N}{\sqrt{2 \pi}}+\sqrt{N}\right)}
$$

for all $\left(f_{1}, u\right) \in \mathcal{C}^{+}$. Hence $\mathcal{C}^{+}$is bounded in the Banach space direction. Assertion (ii) follows in a similar way by using the a-priori bounds of Theorem 3.14 and the fact that by (3.3) the bounds for $\|u\|_{2},\left\|u^{\prime}\right\|_{2}$ and $\|u\|_{\infty}$ translate into a bound for $\left\|u^{\prime \prime}\right\|_{2}$.

According to Remark 3.19. $(\beta)$ the above line of arguments also yield that the maximal continuum $\mathcal{C}^{-} \subset(-\infty, 0] \times H_{\mathrm{per}}^{2}(0,2 \pi)$ of solutions of (3.3) with $\left(0, u_{0}\right) \in \mathcal{C}^{-}$satisfies $\operatorname{pr}_{1}\left(\mathcal{C}^{-}\right)=(-\infty, 0]$ or returns to another solution at $f_{1}=0$. This finishes the proof.

Proof of Corollary 3.8. The result follows from a combination of Theorem 3.6 and Theorem 3.17. For $f_{1}=0$, i.e. $f(s)=f_{0}$, the abbreviations $F, B, C$ from Theorem 3.14 and $\tilde{D}$ from Theorem 3.17 reduce to

$$
\begin{aligned}
F\left(f_{0}\right) & =\sqrt{2 \pi}\left|f_{0}\right|, \quad B\left(d, f_{0}\right)=2^{\frac{3}{8}} \pi^{\frac{11}{8}}\left|f_{0}\right|^{\frac{11}{4}}|d|^{-1}, \\
C\left(d, f_{0}\right) & =\left|f_{0}\right|\left(1+2 \pi^{2} f_{0}^{2}|d|^{-1}\right), \\
\tilde{D}\left(d, f_{0}, \omega\right) & =(2 \pi)^{\frac{3}{4}}\left|f_{0}\right|^{\frac{3}{2}}\left(|d|+\pi f_{0}^{2}|\omega|+\pi^{2} f_{0}^{4}\right)|d|^{-1} .
\end{aligned}
$$
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Hence the constants $\zeta_{*}, \zeta^{*}$ from Theorem 3.17 take the form

$$
\begin{aligned}
& \zeta_{*}\left(d, f_{0}, \omega\right)=-C^{2}\left(d, f_{0}\right) \mathbf{1}_{d<0}-27\left(1+\frac{\pi f_{0}^{2}|\omega|}{|d|}+\frac{\pi^{2} f_{0}^{4}}{|d|}\right) C\left(d, f_{0}\right)^{6} \\
& \zeta^{*}\left(d, f_{0}, \omega\right)=3 C\left(d, f_{0}\right)^{2}+\frac{\omega^{2}}{4|d|}
\end{aligned}
$$

Finally, the conditions (i), (ii), (iii) from the uniqueness result of Theorem 3.17 translate into the conditions (i), (ii), (iii) from Corollary 3.8.

Now we turn to continuation from a non-trivial solution. Theorem 3.9 will follow from the Crandall-Rabinowitz Theorem of bifurcation from a simple eigenvalue, which we recall next.

Theorem 3.20 (Crandall-Rabinowitz [9],[36]). Let $I \subset \mathbb{R}$ be an open interval, $X, Y$ Banach spaces and let $F: I \times X \rightarrow Y$ be twice continuously differentiable such that $F(\lambda, 0)=0$ for all $\lambda \in I$ and $\partial_{x} F\left(\lambda_{0}, 0\right): X \rightarrow Y$ is an index-zero Fredholm operator for $\lambda_{0} \in I$. Moreover assume:
(H1) there is $\phi \in X, \phi \neq 0$ such that $\operatorname{ker} \partial_{x} F\left(\lambda_{0}, 0\right)=\operatorname{span}\{\phi\}$,
(H2) $\partial_{x, \lambda}^{2} F\left(\lambda_{0}, 0\right)[\phi] \notin$ range $\partial_{x} F\left(\lambda_{0}, 0\right)$.
Then there exists $\epsilon>0$ and a continuously differentiable curve $(\lambda, x):(-\epsilon, \epsilon) \rightarrow I \times X$ with $\lambda(0)=\lambda_{0}, x(0)=0, \dot{x}(0)=\phi$ and $x(t) \neq 0$ for $0<|t|<\epsilon$ and $F(\lambda(t), x(t))=0$ for all $t \in(-\epsilon, \epsilon)$. Moreover, there exists a neighborhood $J \times U \subset I \times X$ of $\left(\lambda_{0}, 0\right)$ such that all non-trivial solutions in $J \times U$ of $F(\lambda, x)=0$ lie on the curve. Finally,

$$
\dot{\lambda}(0)=-\frac{1}{2} \frac{\left\langle\partial_{x x}^{2} F\left(\lambda_{0}, 0\right)[\phi, \phi], \phi^{*}\right\rangle}{\left\langle\partial_{x, \lambda}^{2} F\left(\lambda_{0}, 0\right)[\phi], \phi^{*}\right\rangle},
$$

where $\operatorname{span}\left\{\phi^{*}\right\}=\operatorname{ker} \partial_{x} F\left(\lambda_{0}, 0\right)^{*}$ and $\langle\cdot, \cdot\rangle$ is the duality pairing between $Y$ and its dual $Y^{*}$.

Next we provide the functional analytic setup. Fix the values of $d, \omega, \zeta, f_{0}$ and the function $e$. If $u_{0} \in H_{\mathrm{per}}^{2}(0,2 \pi)$ is the non-trivial non-degenerate solution of (3.3) for $f_{1}=0$ (as assumed in Theorem 3.9) then for $\sigma \in \mathbb{R}$ we denote by $u_{\sigma}(s):=u_{0}(s-\sigma)$ its shifted copy, which is also a solution of (3.3) for $f_{1}=0$. Consider the mapping

$$
G:\left\{\begin{aligned}
\mathbb{R} \times H_{\mathrm{per}}^{2}(0,2 \pi) & \rightarrow L^{2}(0,2 \pi), \\
\left(f_{1}, u\right) & \mapsto-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(\zeta-\mathrm{i}) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} e(s) .
\end{aligned}\right.
$$

Then $G$ is twice continuously differentiable. The linearized operator $\partial_{\left(f_{1}, u\right)} G\left(0, u_{\sigma}\right)=$ (ie, $L_{u_{\sigma}}$ ) with $L_{u_{\sigma}}$ as in Definition 3.2 is a Fredholm operator and $\left(0, u_{\sigma}^{\prime}\right) \in \operatorname{ker} \partial_{\left(f_{1}, u\right)} G\left(0, u_{\sigma}\right)$. As we shall see there may be more elements in the kernel. Next we fix the value $\sigma_{0}$ (its
3. Global continua of solutions to the Lugiato-Lefever model for frequency combs ...
precise value will be given later) and let $H_{\mathrm{per}}^{2}(0,2 \pi)=\operatorname{span}\left\{u_{\sigma_{0}}^{\prime}\right\} \oplus Z$ where, e.g.,

$$
Z:=H_{\text {per }}^{2}(0,2 \pi) \cap \operatorname{span}\left\{u_{\sigma_{0}}^{\prime}\right\}^{\perp} L_{L^{2}}=\left\{\varphi-\frac{\left\langle\varphi, u_{\sigma_{0}}^{\prime}\right\rangle_{L^{2}}}{\left\langle u_{\sigma_{0}}^{\prime}, u_{\sigma_{0}}^{\prime}\right\rangle_{L^{2}}} u_{\sigma_{0}}^{\prime}: \varphi \in H_{\mathrm{per}}^{2}(0,2 \pi)\right\} .
$$

It will be more convenient to rewrite $u=u_{\sigma}+v$ with $v \in Z$. In order to justify this, note also that the map $(\sigma, v) \mapsto u_{\sigma}+v$ defines a diffeomorphism of a neighborhood of $\left(\sigma_{0}, 0\right) \in \mathbb{R} \times Z$ onto a neighborhood of $u_{\sigma_{0}} \in H_{\mathrm{per}}^{2}(0,2 \pi)$ since the derivative at $\left(\sigma_{0}, 0\right)$ is given by $(\lambda, \psi) \mapsto-\lambda u_{\sigma_{0}}^{\prime}+\psi$ which is an isomorphism from $\mathbb{R} \times Z$ onto $H_{\mathrm{per}}^{2}(0,2 \pi)$. Now we define

$$
F:\left\{\begin{aligned}
\mathbb{R} \times \mathbb{R} \times Z & \rightarrow L^{2}(0,2 \pi), \\
\left(\sigma, f_{1}, v\right) & \mapsto G\left(f_{1}, u_{\sigma}+v\right)
\end{aligned}\right.
$$

which is also twice continuously differentiable and where $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)$ is an index-zero Fredholm operator. Our goal will be to solve

$$
\begin{equation*}
F\left(\sigma, f_{1}, v\right)=0 \tag{3.27}
\end{equation*}
$$

by means of bifurcation theory, where $\sigma \in \mathbb{R}$ is the bifurcation parameter. Notice that $F(\sigma, 0,0)=0$ for all $\sigma \in \mathbb{R}$, i.e., $\left(f_{1}, v\right)=(0,0)$ is a trivial solution of (3.27).

Next we show (H1) of Theorem 3.20.
Lemma 3.21. Suppose that $\sigma_{0} \in \mathbb{R}$ satisfies (3.7), i.e. $\operatorname{Im} \int_{0}^{2 \pi} e\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s=0$. Then dim ker $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)=1$ and range $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)=\operatorname{span}\left\{\phi_{\sigma_{0}}^{*}\right\}^{\perp_{L^{2}}}$.

Proof. The fact that $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)$ is a Fredholm operator follows from Remark 3.3. For $\left(\alpha, \psi_{\sigma_{0}}\right) \in \mathbb{R} \times Z$ being non-trivial and belonging to the kernel of $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)$ we have

$$
\begin{equation*}
\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)\left[\alpha, \psi_{\sigma_{0}}\right]=L_{u_{\sigma_{0}}} \psi_{\sigma_{0}}+\mathrm{i} \alpha e=0 \tag{3.28}
\end{equation*}
$$

If $\alpha=0$ then by non-degeneracy we find $\psi_{\sigma_{0}} \in \operatorname{span}\left\{u_{\sigma_{0}}^{\prime}\right\} \cap Z=\{0\}$, which is impossible. Hence we may assume w.l.o.g. that $\alpha=1$ and $\psi_{\sigma_{0}}$ has to solve

$$
\begin{equation*}
L_{u_{\sigma_{0}}} \psi_{\sigma_{0}}=-\mathrm{i} e \tag{3.29}
\end{equation*}
$$

which, by setting $\psi_{\sigma_{0}}(s)=\xi_{\sigma_{0}}\left(s-\sigma_{0}\right)$, is equivalent to

$$
\begin{equation*}
L_{u_{0}} \xi_{\sigma_{0}}=-\mathrm{ie}\left(\cdot+\sigma_{0}\right) \tag{3.30}
\end{equation*}
$$

By the Fredholm alternative this is possible if and only if $-\mathrm{i} e\left(\cdot+\sigma_{0}\right) \perp_{L^{2}} \phi_{0}^{*}$. If this $L^{2}-$ orthogonality holds then there exists $\psi_{\sigma_{0}} \in H_{\text {per }}^{2}(0,2 \pi)$ solving (3.29) and $\psi_{\sigma_{0}}$ is unique up to adding a multiple of $u_{\sigma_{0}}^{\prime}$. Hence there is a unique $\psi_{\sigma_{0}} \in Z$ solving (3.29). The $L^{2}$-orthogonality means

$$
0=-\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} e\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s=\operatorname{Im} \int_{0}^{2 \pi} e\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s
$$

which amounts to (3.7). Finally, it remains to determine the range of $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)$. Let $\tilde{\phi} \in L^{2}(0,2 \pi)$ be such that $\tilde{\phi}=\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)[\alpha, \tilde{\psi}]$ with $\tilde{\psi} \in Z$ and $\alpha \in \mathbb{R}$. Thus

$$
\begin{equation*}
L_{u_{\sigma_{0}}} \tilde{\psi}+\mathrm{i} \alpha e=\tilde{\phi} \tag{3.31}
\end{equation*}
$$

and since ie $\perp_{L^{2}} \phi_{\sigma_{0}}^{*}$ by the definition of $\sigma_{0}$, the Fredholm alternative says that a necessary and sufficient condition for $\tilde{\phi}$ to satisfy (3.31) is that $\tilde{\phi} \in \operatorname{span}\left\{\phi_{\sigma_{0}}^{*}\right\}_{L^{2}}$ as claimed. Note that in this case $\tilde{\psi} \in H_{\text {per }}^{2}(0,2 \pi)=\operatorname{ker} L_{u_{\sigma_{0}}} \oplus Z$ and hence, for every given $\alpha \in \mathbb{R}$ and $\tilde{\phi} \in \operatorname{span}\left\{\phi_{\sigma_{0}}^{*}\right\}^{\perp_{L^{2}}}$ there is a unique element $\tilde{\psi} \in Z$ that solves (3.31).

Proof of Theorem 3.9. The proof is divided into three steps.
Step 1 . We begin by verifying for (3.27) the conditions for the local bifurcation theorem of Crandall-Rabinowitz, cf. Theorem 3.20. By Lemma 3.21, $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right): \mathbb{R} \times Z \rightarrow$ $L^{2}(0,2 \pi)$ is an index-zero Fredholm operator and it satisfies

$$
\operatorname{ker} \partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)=\operatorname{span}\left\{\left(1, \psi_{\sigma_{0}}\right)\right\},
$$

where $\psi_{\sigma_{0}}$ denotes the unique element of Z which solves (3.29). Hence (H1) is satisfied. To see (H2) note that

$$
\partial_{\left(f_{1}, v\right), \sigma}^{2} F\left(\sigma_{0}, 0,0\right)\left[1, \psi_{\sigma_{0}}\right]=2 u_{\sigma_{0}}^{\prime} \overline{u_{\sigma_{0}}} \psi_{\sigma_{0}}+2 \overline{u_{\sigma_{0}}^{\prime}} u_{\sigma_{0}} \psi_{\sigma_{0}}+2 u_{\sigma_{0}} u_{\sigma_{0}}^{\prime} \overline{\psi_{\sigma_{0}}} .
$$

On the other hand, differentiation of (3.29) w.r.t. $s$ yields

$$
\begin{equation*}
L_{u_{\sigma_{0}}} \psi_{\sigma_{0}}^{\prime}=2 u_{\sigma_{0}}^{\prime} \overline{u_{\sigma_{0}}} \psi_{\sigma_{0}}+2 \overline{u_{\sigma_{0}}^{\prime}} u_{\sigma_{0}} \psi_{\sigma_{0}}+2 u_{\sigma_{0}} u_{\sigma_{0}}^{\prime} \overline{\psi_{\sigma_{0}}}-\mathrm{i} e^{\prime} \tag{3.32}
\end{equation*}
$$

so that

$$
\begin{equation*}
\partial_{\left(f_{1}, v\right), \sigma}^{2} F\left(\sigma_{0}, 0,0\right)\left[1, \psi_{\sigma_{0}}\right]=L_{u_{\sigma_{0}}} \psi_{\sigma_{0}}^{\prime}+\mathrm{i} e^{\prime} \tag{3.33}
\end{equation*}
$$

Hence the characterization of range $\partial_{\left(f_{1}, v\right)} F\left(\sigma_{0}, 0,0\right)$ from Lemma 3.21 implies that the transversality condition (H2) is satisfied if and only if $\operatorname{Re} \int_{0}^{2 \pi} i e^{\prime}(s) \overline{\phi_{\sigma_{0}}^{*}(s)} d s \neq 0$ which amounts to assumption (3.8). This already allows us to apply Theorem 3.20 and we obtain the existence of a local curve $t \mapsto\left(\sigma(t), f_{1}(t), v(t)\right), \dot{f}_{1}(0)=1, f_{1}(0)=0, v(0)=0$, $\sigma(0)=\sigma_{0}$ with $F\left(\sigma(t), f_{1}(t), v(t)\right)=0$. Assertion (i) is then satisfied with $u(t):=$ $u_{\sigma(t)}+v(t)$. Assertion (ii) follows like in the proof of Theorem 3.6.

Step 2. From here on let us additionally assume that zero is an algebraically simple eigenvalue of $L_{u_{0}}$, i.e. $u_{0}^{\prime} \notin$ range $L_{u_{0}}$. Next we want to show that $L_{u(t)}$ is invertible for $0<|t|<\delta^{*}$ and $\delta^{*}$ sufficiently small, i.e. that the critical zero eigenvalue of $L_{u(0)}=L_{u_{\sigma_{0}}}$ moves away from zero when $t$ evolves. Let us define

$$
H:\left\{\begin{array}{rll}
H_{\mathrm{per}}^{2}(0,2 \pi) \times Z \times \mathbb{R} & \rightarrow L^{2}(0,2 \pi), \\
(u, v, \mu) & \mapsto L_{u}\left(u_{\sigma_{0}}^{\prime}+v\right)-\mu\left(u_{\sigma_{0}}^{\prime}+v\right) .
\end{array}\right.
$$
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Then $H\left(u_{\sigma_{0}}, 0,0\right)=0$ and

$$
\partial_{(v, \mu)} H\left(u_{\sigma_{0}}, 0,0\right):\left\{\begin{array}{rll}
Z \times \mathbb{R} & \rightarrow & L^{2}(0,2 \pi), \\
(\psi, \alpha) & \mapsto & L_{u_{\sigma_{0}}} \psi-\alpha u_{\sigma_{0}}^{\prime}
\end{array}\right.
$$

clearly defines an isomorphism due to our assumption that $u_{\sigma_{0}}^{\prime} \notin$ range $L_{u_{\sigma_{0}}}$. By the implicit function theorem we find neighborhoods $U \subset H_{\text {per }}^{2}(0,2 \pi)$ of $u_{\sigma_{0}}, V \subset Z$ of 0 , $J \subset \mathbb{R}$ of 0 and continuously differentiable functions $v^{*}: U \rightarrow V, \mu^{*}: U \rightarrow J$ such that $v^{*}\left(u_{\sigma_{0}}\right)=0, \mu^{*}\left(u_{\sigma_{0}}\right)=0$ and

$$
\forall(u, v, \mu) \in U \times V \times J: H(u, v, \mu)=0 \Leftrightarrow v=v^{*}(u), \mu=\mu^{*}(u) .
$$

Thus, for $|t|$ sufficiently small we find $L_{u(t)}\left(u_{\sigma_{0}}^{\prime}+v^{*}(u(t))\right)=\mu^{*}(u(t))\left(u_{\sigma_{0}}^{\prime}+v^{*}(u(t))\right)$. With $\varphi(t):=u_{\sigma_{0}}^{\prime}+v^{*}(u(t))$ and $\mu(t):=\mu^{*}(u(t))$ we have $\varphi(0)=u_{\sigma_{0}}^{\prime}, \mu(0)=0$ and

$$
\begin{equation*}
L_{u(t)} \varphi(t)=\mu(t) \varphi(t) \tag{3.34}
\end{equation*}
$$

so that we have found a parameterization of the eigenvalue $\mu(t)$ nearby 0 with eigenfunction $\varphi(t)$ of $L_{u(t)}$. Next we want to compute $\dot{\mu}(0)$ and show that $\dot{\mu}(0) \neq 0$ so that the critical zero eigenvalue moves away from zero. Differentiating (3.34) w.r.t. $t$ and evaluating at $t=0$ we get

$$
L_{u_{\sigma_{0}}} \dot{\varphi}(0)-2 \dot{u}(0) \overline{u_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}-2 u_{\sigma_{0}} \overline{\dot{u}(0)} u_{\sigma_{0}}^{\prime}-2 u_{\sigma_{0}} \dot{u}(0) \overline{u_{\sigma_{0}}^{\prime}}=\dot{\mu}(0) u_{\sigma_{0}}^{\prime} .
$$

Theorem 3.20 yields $\dot{v}(0)=\psi_{\sigma_{0}}$ from which we find $\dot{u}(0)=-u_{\sigma_{0}}^{\prime} \dot{\sigma}(0)+\psi_{\sigma_{0}}$. Thus,
$L_{u_{\sigma_{0}}} \dot{\varphi}(0)-2\left(\psi_{\sigma_{0}} \overline{u_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}+u_{\sigma_{0}} \overline{\psi_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}+u_{\sigma_{0}} \psi_{\sigma_{0}} \overline{u_{\sigma_{0}}^{\prime}}\right)+2 \dot{\sigma}(0) u_{\sigma_{0}}^{\prime}\left(\overline{u_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}+2 u_{\sigma_{0}} \overline{u_{\sigma_{0}}^{\prime}}\right)=\dot{\mu}(0) u_{\sigma_{0}}^{\prime}$.
Using (3.32) this gives

$$
L_{u_{\sigma_{0}}} \dot{\varphi}(0)-L_{u_{\sigma_{0}}} \psi_{\sigma_{0}}^{\prime}-\mathrm{i} e^{\prime}+2 \dot{\sigma}(0) u_{\sigma_{0}}^{\prime}\left(\overline{u_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}+2 u_{\sigma_{0}} \overline{u_{\sigma_{0}}^{\prime}}\right)=\dot{\mu}(0) u_{\sigma_{0}}^{\prime} .
$$

Testing this equation with $\phi_{\sigma_{0}}^{*}$ and using $\dot{\mu}(0) \in \mathbb{R}$ we obtain

$$
\operatorname{Re} \int_{0}^{2 \pi}-\mathrm{i} e^{\prime} \overline{\phi_{\sigma_{0}}^{*}}+2 \dot{\sigma}(0) u_{\sigma_{0}}^{\prime}\left(\overline{u_{\sigma_{0}}} u_{\sigma_{0}}^{\prime}+2 u_{\sigma_{0}} \overline{u_{\sigma_{0}}^{\prime}} \overline{\phi_{\sigma_{0}}^{*}} d s=\dot{\mu}(0) \operatorname{Re} \int_{0}^{2 \pi} u_{\sigma_{0}}^{\prime} \overline{\phi_{\sigma_{0}}^{*}} d s\right.
$$

Due to $u_{\sigma_{0}}^{\prime} \notin$ range $L_{u_{\sigma_{0}}}$ we have $\operatorname{Re} \int_{0}^{2 \pi} u_{\sigma_{0}}^{\prime} \overline{\phi_{\sigma_{0}}^{*}} d s \neq 0$ so that

$$
\dot{\mu}(0)=\frac{\operatorname{Im} \int_{0}^{2 \pi} e^{\prime}\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s+2 \dot{\sigma}(0) \operatorname{Re} \int_{0}^{2 \pi} u_{0}^{\prime}\left(\overline{u_{0}} u_{0}^{\prime}+2 u_{0} \overline{u_{0}^{\prime}}\right) \overline{\phi_{0}^{*}} d s}{\operatorname{Re} \int_{0}^{2 \pi} u_{0}^{\prime} \overline{\phi_{0}^{*}} d s}
$$

From Theorem 3.20 we know that

$$
\dot{\sigma}(0)=-\frac{1}{2} \frac{\left\langle\partial_{\left(f_{1}, v\right)^{2}}^{2} F\left(\sigma_{0}, 0,0\right)\left[\left(1, \psi_{\sigma_{0}}\right),\left(1, \psi_{\sigma_{0}}\right)\right], \phi_{\sigma_{0}}^{*}\right\rangle_{L^{2}}}{\left\langle\partial_{\left(f_{1}, v\right), \sigma}^{2} F\left(\sigma_{0}, 0,0\right)\left[1, \psi_{\sigma_{0}}\right], \phi_{\sigma_{0}}^{*}\right\rangle_{L^{2}}} .
$$

Therefore, using (3.33) and

$$
\partial_{\left(f_{1}, v\right)^{2}}^{2} F\left(\sigma_{0}, 0,0\right)\left[\left(1, \psi_{\sigma_{0}}\right),\left(1, \psi_{\sigma_{0}}\right)\right]=-2 \overline{u_{\sigma_{0}}} \psi_{\sigma_{0}}^{2}-4 u_{\sigma_{0}}\left|\psi_{\sigma_{0}}\right|^{2}
$$

we find that the condition $\dot{\mu}(0) \neq 0$ amounts to assumption (3.9) of the theorem.
Finally, employing some arguments from spectral theory, we ensure that no other eigenvalue runs into zero. For $u=u_{1}+\mathrm{i} u_{2} \in H_{\text {per }}^{2}(0,2 \pi)$ let us define the $\mathbb{C}$-linear operator

$$
L_{u}^{\mathbb{C}}:\left\{\begin{aligned}
H_{\mathrm{per}}^{2}\left((0,2 \pi), \mathbb{C}^{2}\right) & \rightarrow L^{2}\left((0,2 \pi), \mathbb{C}^{2}\right), \\
\binom{\varphi_{1}}{\varphi_{2}} & \mapsto\binom{-d \varphi_{1}^{\prime \prime}-\omega \varphi_{2}^{\prime}+\zeta \varphi_{1}+\varphi_{2}-3 u_{1}^{2} \varphi_{1}-u_{2}^{2} \varphi_{1}-2 u_{1} u_{2} \varphi_{2}}{-d \varphi_{2}^{\prime \prime}+\omega \varphi_{1}^{\prime}+\zeta \varphi_{2}-\varphi_{1}-u_{1}^{2} \varphi_{2}-3 u_{2}^{2} \varphi_{2}-2 u_{1} u_{2} \varphi_{1}}
\end{aligned}\right.
$$

which is constructed in such a way that

$$
L_{u}^{\mathbb{C}}\binom{\varphi_{1}}{\varphi_{2}}=\binom{\operatorname{Re} L_{u}\left(\varphi_{1}+\mathrm{i} \varphi_{2}\right)}{\operatorname{Im} L_{u}\left(\varphi_{1}+\mathrm{i} \varphi_{2}\right)}
$$

whenever $\varphi_{1}, \varphi_{2} \in H_{\text {per }}^{2}((0,2 \pi), \mathbb{R})$. Since $L_{u}^{\mathbb{C}}$ is an index-zero Fredholm operator, its spectrum consists of eigenvalues. The real part of these eigenvalues (weighted with $\operatorname{sign}(d))$ is bounded from below by $c \in \mathbb{R}$ which is chosen such that

$$
\operatorname{Re}\left\langle\operatorname{sign}(d) L_{u}^{\mathbb{C}}\binom{\varphi_{1}}{\varphi_{2}},\binom{\varphi_{1}}{\varphi_{2}}\right\rangle_{L^{2}\left((0,2 \pi), \mathbb{C}^{2}\right)} \geq c\left\|\binom{\varphi_{1}}{\varphi_{2}}\right\|_{L^{2}\left((0,2 \pi), \mathbb{C}^{2}\right)}^{2}
$$

holds. This implies that the resolvent set $\rho\left(L_{u}^{\mathbb{C}}\right)$ is non-empty and the compact embedding $H_{\text {per }}^{2}\left((0,2 \pi), \mathbb{C}^{2}\right) \hookrightarrow L^{2}\left((0,2 \pi), \mathbb{C}^{2}\right)$ ensures that $L_{u}^{\mathbb{C}}$ has compact resolvent so that $\sigma\left(L_{u}^{\mathbb{C}}\right)$ consists of isolated eigenvalues. Now choose $\varepsilon>0$ such that $\sigma\left(L_{u(0)}^{\mathbb{C}}\right) \cap \overline{B_{\varepsilon}^{\mathbb{C}}(0)}=$ $\{0\}$. Using [35, Chapter Four, Theorem 3.18] we find that $\sigma\left(L_{u(t)}^{\mathbb{C}}\right) \cap B_{\varepsilon}^{\mathbb{C}}(0)$ exactly consists of one algebraically simple eigenvalue if $|t|$ is sufficiently small. If in addition $|t|$ is chosen so small that $\mu(t) \in(-\varepsilon, \varepsilon)$ then this means $\sigma\left(L_{u(t)}^{\mathbb{C}}\right) \cap B_{\varepsilon}^{\mathbb{C}}(0)=\{\mu(t)\}$. But from $\dot{\mu}(0) \neq 0$ we know that $\mu(t) \neq 0$ for small $|t|>0$ which guarantees that $0 \notin \sigma\left(L_{u(t)}^{\mathbb{C}}\right)$ for $0<|t|<\delta^{*}$ and $\delta^{*}$ sufficiently small. Finally, $L_{u(t)}$ inherits the invertibility of $L_{u(t)}^{\mathbb{C}}$.
Step 3. Using $\dot{f}_{1}(0)=1$ and Step 2 we find a local reparameterization $\left(\tilde{f}_{1}, u\left(\tilde{f}_{1}\right)\right)$ of $C(t)=\left(f_{1}(t), u(t)\right)$ such that $L_{u\left(\tilde{f}_{1}\right)}$ is invertible for $0<\tilde{f}_{1}<f_{1}^{*}$. Next we construct the connected set $\mathcal{C}_{*}^{+}$. For this we want to apply Theorem 3.18 to the map $T: \mathbb{R} \times$ $H_{\text {per }}^{1}(0,2 \pi) \rightarrow H_{\text {per }}^{1}(0,2 \pi)$ from the proof of Theorem 3.6. Note that this theorem can not be applied directly at the point $\left(0, u_{\sigma_{0}}\right)$ since $\partial_{u} T\left(0, u_{\sigma_{0}}\right)$ is not invertible. Instead,
we apply it to the points $\left(\tilde{f}_{1}, u\left(\tilde{f}_{1}\right)\right)$ with $\tilde{f}_{1} \in\left(0, f_{1}^{*}\right)$ and obtain that the maximal continuum $\mathcal{C}^{+}\left(\tilde{f}_{1}\right) \subset\left[\tilde{f}_{1}, \infty\right) \times H_{\text {per }}^{1}(0,2 \pi)$ of solutions of (3.3) with $\left(\tilde{f}_{1}, u\left(\tilde{f}_{1}\right)\right) \in \mathcal{C}^{+}\left(\tilde{f}_{1}\right)$ is unbounded or returns to another solution $u^{+}\left(\tilde{f}_{1}\right) \neq u\left(\tilde{f}_{1}\right)$ at $f_{1}=\tilde{f}_{1}$. As in the proof of Theorem 3.6 we see that the continuum $\mathcal{C}^{+}\left(\tilde{f}_{1}\right)$ persists as a connected and closed set in $\left[\tilde{f}_{1}, \infty\right) \times H_{\text {per }}^{2}(0,2 \pi)$. Let us define

$$
\mathcal{C}_{*}^{+}:=\bigcup_{\tilde{f}_{1} \in\left(0, f_{1}^{*}\right)} \mathcal{C}^{+}\left(\tilde{f}_{1}\right) \subset \mathcal{C}^{+} .
$$

Clearly, $\operatorname{pr}_{1}\left(\mathcal{C}_{*}^{+}\right) \subset(0, \infty)$ and $\mathcal{C}_{*}^{+}$is connected since $\mathcal{C}^{+}\left(\tilde{f}_{1}\right) \subset \mathcal{C}^{+}\left(\bar{f}_{1}\right)$ for $\bar{f}_{1}<\tilde{f}_{1}$. Let us now suppose that $\operatorname{pr}_{1}\left(\mathcal{C}_{*}^{+}\right) \neq(0, \infty)$ so that $\operatorname{pr}_{1}\left(\mathcal{C}_{*}^{+}\right)$is bounded. By (ii) this implies that $\mathcal{C}_{*}^{+}$is bounded too. Hence $\mathcal{C}^{+}\left(\tilde{f}_{1}\right)$ is bounded for $\tilde{f}_{1} \in\left(0, f_{1}^{*}\right)$ and contains the additional element $\left(\tilde{f}_{1}, u^{+}\left(\tilde{f}_{1}\right)\right)$. Let us take $\tilde{f}_{1}=\frac{1}{n}$ and consider the two sequences of solutions $\left(\frac{1}{n}, u\left(\frac{1}{n}\right)\right)_{n}$ and $\left(\frac{1}{n}, u^{+}\left(\frac{1}{n}\right)\right)_{n}$. Using Theorem 3.14 we obtain uniform $C^{3}-$ bounds for both sequences $\left(u\left(\frac{1}{n}\right)\right)_{n}$ and $\left(u^{+}\left(\frac{1}{n}\right)\right)_{n}$. Therefore we can take convergent subsequences (denoted by the same index) and obtain $u\left(\frac{1}{n}\right) \rightarrow u_{\sigma_{0}}$ and $u^{+}\left(\frac{1}{n}\right) \rightarrow u_{0}^{+}$in $C^{2}([0,2 \pi])$ as $n \rightarrow \infty$. In particular $\left(0, u_{\sigma_{0}}\right),\left(0, u_{0}^{+}\right) \in \overline{\mathcal{C}_{*}^{+}}$and the uniqueness property from (i) guarantees that $u_{0}^{+} \neq u_{\sigma_{0}}$. This finishes the proof.

Proof of Corollary 3.10. We first check assumption (3.7) of Theorem 3.9. For $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ we have

$$
\begin{aligned}
\operatorname{Im} \int_{0}^{2 \pi} e(s+ & \left.\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s=\operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1}\left(s+\sigma_{0}\right)} \overline{\phi_{0}^{*}(s)} d s \\
& =\cos \left(k_{1} \sigma_{0}\right) \operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s+\sin \left(k_{1} \sigma_{0}\right) \operatorname{Re} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} \overline{\phi_{0}^{*}(s)}} d s,
\end{aligned}
$$

where

$$
\begin{aligned}
& \operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s=\int_{0}^{2 \pi} \sin \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s)-\cos \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s) d s, \\
& \operatorname{Re} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s=\int_{0}^{2 \pi} \cos \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s)+\sin \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s) d s .
\end{aligned}
$$

Since assumption (3.10) guarantees that $\operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s$ and $\operatorname{Re} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s$ do not vanish simultaneously condition (3.11) ensures that assumption (3.7) of Theorem 3.9 is fulfilled.

Next we check that assumption (3.8) of Theorem 3.9 holds. For this we compute

$$
\begin{equation*}
\operatorname{Im} \int_{0}^{2 \pi} e^{\prime}\left(s+\sigma_{0}\right) \overline{\phi_{0}^{*}(s)} d s=\operatorname{Im} \int_{0}^{2 \pi} \mathrm{i} k_{1} \mathrm{e}^{\mathrm{i} k_{1}\left(s+\sigma_{0}\right)} \overline{\phi_{0}^{*}(s)} d s=k_{1} \operatorname{Re} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1}\left(s+\sigma_{0}\right)} \overline{\phi_{0}^{*}(s)} d s \tag{3.35}
\end{equation*}
$$

From (3.10) we know that $\int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1}\left(s+\sigma_{0}\right)} \overline{\phi_{0}^{*}(s)} d s=\mathrm{e}^{\mathrm{i} k_{1} \sigma_{0}} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1} s} \overline{\phi_{0}^{*}(s)} d s \neq 0$ and moreover $\operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1}\left(s+\sigma_{0}\right)} \overline{\phi_{0}^{*}(s)} d s=0$ by the definition of $\sigma_{0}$. Therefore the expression in
(3.35) does not vanish and so assumption (3.8) of Theorem 3.9 holds. This is all we had to show.

Proof of Theorem 3.13. Let us fix all parameters $d, \omega, \zeta, k_{1}$ and $f_{0}$ and consider $u: f_{1} \mapsto$ $u\left(f_{1}\right)$ as a function mapping the parameter $f_{1} \in\left[-f_{1}^{*}, f_{1}^{*}\right]$ to the uniquely defined solution of (3.2) in the neighborhood of the trivial solution $u_{0}$. The existence of such a smooth function follows from the implicit function theorem applied to the equation $T\left(f_{1}, u\right)=0$, cf. proof of Theorem 3.6. Similarly we consider the functions $v: f_{1} \mapsto \frac{d u\left(f_{1}\right)}{d f_{1}}$ and $w: f_{1} \mapsto \frac{d^{2} u\left(f_{1}\right)}{d f_{1}^{2}}$. Then

$$
\begin{equation*}
\frac{d}{d f_{1}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}=2 \int_{0}^{2 \pi} \operatorname{Re}(u \bar{v}) d s, \quad \frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}=2 \int_{0}^{2 \pi} \operatorname{Re}(u \bar{w})+|v|^{2} d s \tag{3.36}
\end{equation*}
$$

and the differential equations for $v, w$ at $f_{1}=0$ are given by

$$
\begin{align*}
-d v^{\prime \prime}+\mathrm{i} \omega v^{\prime}+(\zeta-\mathrm{i}) v-2\left|u_{0}\right|^{2} v-u_{0}^{2} \bar{v}+\mathrm{ie}^{\mathrm{i} k_{1} s} & =0  \tag{3.37}\\
-d w^{\prime \prime}+\mathrm{i} \omega w^{\prime}+(\zeta-\mathrm{i}) w-4 u_{0}|v|^{2}-2 \overline{u_{0}} v^{2}-2\left|u_{0}\right|^{2} w-u_{0}^{2} \bar{w} & =0 \tag{3.38}
\end{align*}
$$

both equipped with $2 \pi$-periodic boundary conditions. The first equation (3.37) has a unique solution since the homogeneous equation has a trivial kernel, cf. proof of Theorem 3.6. Thus $v(s)=\alpha \mathrm{e}^{\mathrm{i} k_{1} s}+\beta \mathrm{e}^{-\mathrm{i} k_{1} s}$ where $\alpha, \beta \in \mathbb{C}$ solve the linear system

$$
\begin{array}{r}
\left(d k_{1}^{2}-k_{1} \omega+\zeta-\mathrm{i}-2\left|u_{0}\right|^{2}\right) \alpha-u_{0}^{2} \bar{\beta}+\mathrm{i}=0 \\
\quad\left(d k_{1}^{2}+k_{1} \omega+\zeta-\mathrm{i}-2\left|u_{0}\right|^{2}\right) \beta-u_{0}^{2} \bar{\alpha}=0 .
\end{array}
$$

Solving for $\alpha, \beta$ leads to the formulae in the statement of the theorem. Since $v$ is the sum of two $2 \pi$-periodic complex exponentials and $u_{0}$ is a constant we see from (3.36) that $\left.\frac{d}{d f_{1}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}\right|_{f_{1}=0}=0$. Having determined $v$ we can consider the second equation (3.38) as an inhomogeneous equation for $w$. It also has a unique solution since the homogeneous equation is the same as in (3.37). Since the inhomogeneity is of the form $c_{1} \mathrm{e}^{\mathrm{i} 2 k_{1} s}+c_{2} \mathrm{e}^{-\mathrm{i} 2 k_{1} s}+c_{3}$ the solution has the form $w(s)=\gamma \mathrm{e}^{\mathrm{i} 2 k_{1} s}+\delta \mathrm{e}^{-\mathrm{i} 2 k_{1} s}+\epsilon$. Moreover, for the determination of $\frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}$ the values of $\gamma, \delta$ are irrelevant and only the value of $\epsilon$ matters. Using

$$
|v|^{2}=|\alpha|^{2}+|\beta|^{2}+2 \operatorname{Re}\left(\alpha \bar{\beta} \mathrm{e}^{\mathrm{i} 2 k_{1} s}\right), \quad v^{2}=\alpha^{2} \mathrm{e}^{\mathrm{i} 2 k_{1} s}+\beta^{2} \mathrm{e}^{-\mathrm{i} 2 k_{1} s}+2 \alpha \beta
$$

we find from (3.38) that the equation determining $\epsilon$ is

$$
(\zeta-\mathrm{i}) \epsilon-4 u_{0}\left(|\alpha|^{2}+|\beta|^{2}\right)-4 \overline{u_{0}} \alpha \beta-2\left|u_{0}\right|^{2} \epsilon-u_{0}^{2} \bar{\epsilon}=0 .
$$

Since this is an equation of the form $x \epsilon+y \bar{\epsilon}=z$ with $x, y, z$ given in the statement of the theorem we find the solution formula $\epsilon=\frac{-\bar{z} y+z \bar{x}}{|x|^{2}-|y|^{2}}$. Finally, only the constant contributions from $\bar{w}$ and $|v|^{2}$ contribute to the integral in the formula (3.36) for $\frac{d^{2}}{d f_{1}^{2}}\left\|u\left(f_{1}\right)\right\|_{2}^{2}$ and lead to the claimed statement of the theorem.
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### 3.7. Appendix $A$

Here we raise the issue mentioned in Remark 3.11.( $\gamma$ ) that assumption (3.10) from Corollary 3.10 is not satisfied if $u_{0}$ is $\frac{2 \pi}{j}$-periodic and $j \in \mathbb{N}$ is not a divisor of $k_{1}$. Let us first prove that $\phi_{0}^{*}$ (spanning $\operatorname{ker} L_{u_{0}}^{*}$ ) inherits several properties from $u_{0}^{\prime}$ (spanning $\operatorname{ker} L_{u_{0}}$ ).
Proposition 3.22. Let $u_{0} \in H_{p e r}^{2}(0,2 \pi)$ be a non-constant non-degenerate solution of (3.3) for $f_{1}=0$ and let $\operatorname{ker} L_{u_{0}}^{*}=\operatorname{span}\left\{\phi_{0}^{*}\right\}$. Then the following holds:
(i) If $u_{0}$ is $\frac{2 \pi}{j}$-periodic with $j \in \mathbb{N}$ then $\phi_{0}^{*}$ is $\frac{2 \pi}{j}$-periodic.
(ii) If $\omega=0$ and if $u_{0}$ is even then $\phi_{0}^{*}$ is odd.

Proof. (i) By assumption we have that ker $L_{u_{0}}=\operatorname{span}\left\{u_{0}^{\prime}\right\}$ and $u_{0}^{\prime}$ is a $\frac{2 \pi}{j}$-periodic function. Let us define $D:=\left\{\varphi \in H_{\mathrm{per}}^{2}(0,2 \pi): \varphi\right.$ is $\frac{2 \pi}{j}$-periodic $\}$ and similarly $L_{j}^{2}(0,2 \pi)=$ $\left\{\varphi \in L^{2}(0,2 \pi): \varphi\right.$ is $\frac{2 \pi}{j}$-periodic $\}$. If we consider the restriction

$$
L_{u_{0}}^{\#}:\left\{\begin{array}{rll}
D & \rightarrow & L_{j}^{2}(0,2 \pi) \\
\varphi & \mapsto & L_{u_{0}} \varphi
\end{array}\right.
$$

then $L_{u_{0}}^{\#}$ is again an index-zero Fredholm operator with $\operatorname{ker} L_{u_{0}}^{\#}=\operatorname{span}\left\{u_{0}^{\prime}\right\}$. Further we have $\left(L_{u_{0}}^{\#}\right)^{*}=\left(L_{u_{0}}^{*}\right)^{\#}$ where

$$
\left(L_{u_{0}}^{*}\right)^{\#}:\left\{\begin{array}{rll}
D & \rightarrow & L_{j}^{2}(0,2 \pi) \\
\varphi & \mapsto & L_{u_{0}}^{*} \varphi
\end{array}\right.
$$

is the restriction of the adjoint. But since $1=\operatorname{dim} \operatorname{ker}\left(L_{u_{0}}^{*}\right)^{\#}=\operatorname{dim} \operatorname{ker} L_{u_{0}}^{*}$ it follows that $\operatorname{ker}\left(L_{u_{0}}^{*}\right)^{\#}=\operatorname{ker} L_{u_{0}}^{*}$ and hence $\phi_{0}^{*} \in D$ as claimed.

The proof of (ii) is very similar. Due to the assumption $\omega=0$ we can restrict both the domain and the codomain of $L_{u_{0}}$ to odd functions and observe that it is still an index-zero Fredholm operator.

Instead of $k_{1} \in \mathbb{N}$ let us consider a perturbation $k_{1}(\epsilon) \in \mathbb{R} \backslash\left\{k_{1}\right\}$ with $\lim _{\epsilon \rightarrow 0} k_{1}(\epsilon)=k_{1}$. For $\epsilon \approx 0$ one may have maximally connected continua $\mathcal{C}_{\epsilon}^{+}$as described in Theorem 3.9. In a topological sense one can describe $\lim \inf \left\{\mathcal{C}_{\epsilon}^{+}: \epsilon^{-1} \in \mathbb{N}\right\}$ and $\lim \sup \left\{\mathcal{C}_{\epsilon}^{+}: \epsilon^{-1} \in \mathbb{N}\right\}$ as in [70]. However, having in mind sequences of loops degenerating to one point, we do not intend to make any existence statement about a bifurcating branch obtained through such a topological limiting procedure. Let us abbreviate by $e_{\epsilon}(s)$ the periodic extension of $[0,2 \pi) \rightarrow \mathbb{C}, s \mapsto \mathrm{e}^{\mathrm{i} k_{1}(\epsilon) s}$ onto $\mathbb{R}$. Note that

$$
\begin{aligned}
& \operatorname{Im} \int_{0}^{2 \pi} e_{\epsilon}\left(s+\sigma_{0, \epsilon}\right) \overline{\phi_{0}^{*}(s)} d s=\operatorname{Im} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} k_{1}(\epsilon) s} \overline{\phi_{0, \epsilon}^{*}(s)} d s=\operatorname{Im} \int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \mathrm{e}^{\mathrm{i} k_{1}(\epsilon)\left(s+\sigma_{0, \epsilon}\right)} \overline{\phi_{0}^{*}(s)} d s \\
& =\cos \left(k_{1}(\epsilon) \sigma_{0, \epsilon}\right) \operatorname{Im} \int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \mathrm{e}^{\mathrm{i} k_{1}(\epsilon) s} \overline{\phi_{0}^{*}(s)} d s+\sin \left(k_{1}(\epsilon) \sigma_{0, \epsilon}\right) \operatorname{Re} \int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \mathrm{e}^{\mathrm{i} k_{1}(\epsilon) s} \overline{\phi_{0}^{*}(s)} d s
\end{aligned}
$$

3. Global continua of solutions to the Lugiato-Lefever model for frequency combs ..
so that assumption (3.7) from Theorem 3.9 becomes

$$
\tan \left(k_{1}(\epsilon) \sigma_{0, \epsilon}\right)=\frac{\int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \cos \left(k_{1}(\epsilon) s\right) \operatorname{Im} \phi_{0}^{*}(s)-\sin \left(k_{1}(\epsilon) s\right) \operatorname{Re} \phi_{0}^{*}(s) d s}{\int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \sin \left(k_{1}(\epsilon) s\right) \operatorname{Im} \phi_{0}^{*}(s)+\cos \left(k_{1}(\epsilon) s\right) \operatorname{Re} \phi_{0}^{*}(s) d s} .
$$

One may expect that if (as a result of such a limiting procedure) a bifurcating branch at $k_{1}=\lim _{\epsilon \rightarrow 0} k_{1}(\epsilon)$ exists then it bifurcates at $\sigma_{0}=\lim _{\epsilon \rightarrow 0} \sigma_{0, \epsilon}$ determined from

$$
\begin{aligned}
\tan \left(k_{1} \sigma_{0}\right) & =\lim _{\epsilon \rightarrow 0} \frac{\int_{-\sigma_{0, \epsilon}}^{2 \pi-\sigma_{0, \epsilon}} \cos \left(k_{1}(\epsilon) s\right) \operatorname{Im} \phi_{0}^{*}(s)-\sin \left(k_{1}(\epsilon) s\right) \operatorname{Re} \phi_{0}^{*}(s) d s}{\int_{-\sigma_{0, \epsilon}}^{2 \pi-\epsilon} \sin \left(k_{1}(\epsilon) s\right) \operatorname{Im} \phi_{0}^{*}(s)+\cos \left(k_{1}(\epsilon) s\right) \operatorname{Re} \phi_{0}^{*}(s) d s} \\
& =\frac{\int_{-\sigma_{0}}^{2 \pi-\sigma_{0}} s \sin \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s)+s \cos \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s) d s}{\int_{-\sigma_{0}}^{2 \pi-\sigma_{0}} s \sin \left(k_{1} s\right) \operatorname{Re} \phi_{0}^{*}(s)-s \cos \left(k_{1} s\right) \operatorname{Im} \phi_{0}^{*}(s) d s} .
\end{aligned}
$$

However, this is not supported by our numerical experiments and we have to leave the correct determination of $\sigma_{0}$ in this case as an open question.
[End of preprint]

### 3.8. Appendix B: Some tailor-made results for the original two-mode equation

Clearly, the a-priori bounds from Theorem 3.14 can be used to obtain bounds for the special case $f(s)=f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}$. However, we can find tailor-made a-priori bounds in this case. For $f_{1}=0$ they recover the bounds stated in [41] for the one mode equation.

Theorem 3.23. Let $d \in \mathbb{R} \backslash\{0\}, f_{0}, f_{1}, \zeta, \omega \in \mathbb{R}$ and $k_{1} \in \mathbb{N}$. Then for every solution $u \in H_{p e r}^{2}(0,2 \pi)$ of (3.2) the a-priori bounds

$$
\begin{align*}
\|u\|_{2} & \leq F  \tag{3.39}\\
\left\|u^{\prime}\right\|_{2} & \leq A\|u\|_{2}+B \sqrt{\|u\|_{2}} \leq A F+B \sqrt{F}  \tag{3.40}\\
\|u\|_{\infty} & \leq C \tag{3.41}
\end{align*}
$$

hold, where

$$
\begin{array}{ll}
F=F\left(f_{0}, f_{1}\right)=\sqrt{2 \pi} \sqrt{f_{0}^{2}+f_{1}^{2}}, & A=A\left(d, f_{0}, f_{1}\right)=\frac{F^{2}}{2|d|} \\
B=B\left(f_{1}, k_{1}\right)=\sqrt{\sqrt{2 \pi}\left|f_{1}\right|\left|k_{1}\right|}, & C=C\left(d, f_{0}, f_{1}, k_{1}\right)=\frac{F}{\sqrt{2 \pi}}+\sqrt{2 \pi}(A F+B \sqrt{F}) .
\end{array}
$$
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For $\zeta \operatorname{sign}(d) \ll-\gamma$ these bounds can be improved to

$$
\|u\|_{2} \leq D, \quad\|u\|_{\infty} \leq \frac{D}{\sqrt{2 \pi}}+\sqrt{2 \pi}(A D+B \sqrt{D})
$$

where

$$
D=D\left(d, f_{0}, f_{1}, k_{1}, \omega, \zeta\right)=\frac{F+B \sqrt{F}\left(|\omega|+F^{2}\right)+|d| B^{2}}{(-\zeta \operatorname{sign}(d)-\gamma)_{+}}
$$

and

$$
\gamma=\gamma\left(d, f_{0}, f_{1}, k_{1}, \omega\right)= \begin{cases}|d| A^{2}+|\omega| A, & d>0 \\ |d| A^{2}+C^{2}+|\omega| A, & d<0\end{cases}
$$

Proof. The proof is divided into five steps.
Step 1. We first prove the $L^{2}$ estimate

$$
\begin{equation*}
\|u\|_{2} \leq F=\sqrt{2 \pi} \sqrt{f_{0}^{2}+f_{1}^{2}} \tag{3.42}
\end{equation*}
$$

To this end we multiply the differential equation (3.2) with $\bar{u}$ to obtain

$$
\begin{equation*}
-d u^{\prime \prime} \bar{u}+\mathrm{i} \omega u^{\prime} \bar{u}+(\zeta-\mathrm{i})|u|^{2}-|u|^{4}+\mathrm{i} f_{0} \bar{u}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}=0 . \tag{3.43}
\end{equation*}
$$

Taking the imaginary part yields

$$
\begin{equation*}
-d \operatorname{Im}\left(u^{\prime \prime} \bar{u}\right)+\omega \operatorname{Re}\left(u^{\prime} \bar{u}\right)-|u|^{2}+f_{0} \operatorname{Re}(u)+f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right)=0 . \tag{3.44}
\end{equation*}
$$

Let $h:=|u|^{2}-f_{0} \operatorname{Re}(u)-f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right), H:=-d \operatorname{Im}\left(u^{\prime} \bar{u}\right)+\frac{\omega}{2}|u|^{2}$. Then $H^{\prime}=h$ by equation (3.44) and $H(0)=H(2 \pi)$ by the periodicity of $u$. Hence

$$
0=H(2 \pi)-H(0)=\int_{0}^{2 \pi} h d s=\int_{0}^{2 \pi}|u|^{2}-f_{0} \operatorname{Re}(u)-f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) d s
$$

which implies

$$
\begin{aligned}
\|u\|_{2}^{2} & =\int_{0}^{2 \pi}\left(f_{0}+f_{1} \cos \left(k_{1} s\right)\right) \operatorname{Re}(u)+f_{1} \sin \left(k_{1} s\right) \operatorname{Im}(u) d s \\
& \leq\|u\|_{2}\left(\int_{0}^{2 \pi}\left(f_{0}^{2}+f_{1}^{2}+2 f_{0} f_{1} \cos \left(k_{1} s\right)\right) d s\right)^{1 / 2} \\
& =\sqrt{2 \pi} \sqrt{f_{0}^{2}+f_{1}^{2}}\|u\|_{2}=F\|u\|_{2} .
\end{aligned}
$$

Step 2. Next we prove

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{2} \leq A\|u\|_{2}+B \sqrt{\|u\|_{2}} \leq A F+B \sqrt{F} . \tag{3.45}
\end{equation*}
$$

From (3.2) we may isolate the linear term $u$ and insert its derivative $u^{\prime}$ into the following
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calculation for $\left\|u^{\prime}\right\|_{2}^{2}$ :

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{2}^{2} & =\operatorname{Re} \int_{0}^{2 \pi} u^{\prime} \bar{u}^{\prime} d s \stackrel{(3.2)}{=} \operatorname{Re} \int_{0}^{2 \pi}\left(\mathrm{i} d u^{\prime \prime}+\omega u^{\prime}-\mathrm{i} \zeta u+\mathrm{i}|u|^{2} u+f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right)^{\prime} \bar{u}^{\prime} d s \\
& =\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} d u^{\prime \prime \prime} \bar{u}^{\prime}+\omega u^{\prime \prime} \bar{u}^{\prime}-\mathrm{i} \zeta\left|u^{\prime}\right|^{2}+\mathrm{i}\left(|u|^{2} u\right)^{\prime} \bar{u}^{\prime}+\mathrm{i} k_{1} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}^{\prime} d s \\
& =-d \int_{0}^{2 \pi}\left(\operatorname{Im}\left(u^{\prime \prime} \bar{u}^{\prime}\right)\right)^{\prime} d s+\omega \int_{0}^{2 \pi}\left(\frac{1}{2}\left|u^{\prime}\right|^{2}\right)^{\prime} d s-\operatorname{Im} \int_{0}^{2 \pi}\left(|u|^{2} u\right)^{\prime} \bar{u}^{\prime}+k_{1} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}^{\prime} d s \\
& =\int_{0}^{2 \pi}\left(|u|^{2}\right)^{\prime} \operatorname{Im}\left(\bar{u} u^{\prime}\right)+k_{1}^{2} f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) d s \\
& =\int_{0}^{2 \pi} \frac{1}{d}\left(|u|^{2}\right)^{\prime}\left(\frac{\omega}{2}|u|^{2}-H\right)+k_{1}^{2} f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) d s \\
& =\int_{0}^{2 \pi} \frac{\omega}{4 d}\left(|u|^{4}\right)^{\prime}-\frac{1}{d}\left(|u|^{2}\right)^{\prime} H+k_{1}^{2} f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) d s \\
& =\int_{0}^{2 \pi}-\frac{1}{d}\left(|u|^{2}\right)^{\prime}(H-H(0))+k_{1}^{2} f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) d s .
\end{aligned}
$$

Next notice the pointwise estimate

$$
\begin{aligned}
h & =|u|^{2}-f_{0} \operatorname{Re}(u)-f_{1} \operatorname{Re}\left(\mathrm{e}^{\mathrm{i} k_{1} s} \bar{u}\right) \\
& =|u|^{2}-\operatorname{Re}\left(\left(f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right) \bar{u}\right) \geq|u|^{2}-\left|f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right||u| \\
& \geq-\frac{1}{4}\left|f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right|^{2}
\end{aligned}
$$

from which we deduce the following two-sided estimate for $H-H(0)$ :

$$
\begin{aligned}
& H(s)-H(0)=\int_{0}^{s} h(r) d r \geq-\frac{\pi}{2}\left(f_{0}^{2}+f_{1}^{2}\right) \quad(s \in[0,2 \pi]) \quad \text { and } \\
& H(s)-H(0)=H(s)-H(2 \pi)=-\int_{s}^{2 \pi} h(r) d r \leq \frac{\pi}{2}\left(f_{0}^{2}+f_{1}^{2}\right) \quad(s \in[0,2 \pi]) .
\end{aligned}
$$

Continuing the above expression for $\left\|u^{\prime}\right\|_{2}^{2}$ we conclude

$$
\left\|u^{\prime}\right\|_{2}^{2} \leq \frac{\pi\left(f_{0}^{2}+f_{1}^{2}\right)}{|d|}\|u\|_{2}\left\|u^{\prime}\right\|_{2}+\sqrt{2 \pi} k_{1}^{2}\left|f_{1}\right|\|u\|_{2}=A\|u\|_{2}\left\|u^{\prime}\right\|_{2}+B^{2}\|u\|_{2} .
$$

This is a quadratic inequality in $\left\|u^{\prime}\right\|_{2}$ which implies

$$
\left\|u^{\prime}\right\|_{2} \leq \frac{A\|u\|_{2}+\sqrt{A^{2}\|u\|_{2}^{2}+4 B^{2}\|u\|_{2}}}{2} \leq A\|u\|_{2}+B \sqrt{\|u\|_{2}}
$$

as claimed.
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Step 3. Here we prove

$$
\begin{equation*}
\|u\|_{\infty} \leq C . \tag{3.46}
\end{equation*}
$$

By (3.42) there exists $s_{1} \in[0,2 \pi]$ satisfying $\left|u\left(s_{1}\right)\right| \leq \frac{F}{\sqrt{2 \pi}}$. The claim now follows from

$$
\|u\|_{\infty} \leq\left|u\left(s_{1}\right)\right|+\sup _{s \in[0,2 \pi]}\left|u(s)-u\left(s_{1}\right)\right| \leq \frac{F}{\sqrt{2 \pi}}+\left\|u^{\prime}\right\|_{1} \leq \frac{F}{\sqrt{2 \pi}}+\sqrt{2 \pi}\left\|u^{\prime}\right\|_{2} \stackrel{(3.45)}{\leq} C .
$$

Step 4. Next we show in the case $\zeta \operatorname{sign}(d)<-\gamma$ the additional $L^{2}$-bound

$$
\begin{equation*}
\|u\|_{2} \leq D \tag{3.47}
\end{equation*}
$$

After integrating (3.43) over [ $0,2 \pi$ ] and taking the real part of the resulting equation we get

$$
\begin{aligned}
d\left\|u^{\prime}\right\|_{2}^{2}= & \omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}-f_{0} \int_{0}^{2 \pi} \operatorname{Im}(u) d s-f_{1} \int_{0}^{2 \pi} \operatorname{Im}\left(\mathrm{e}^{-\mathrm{i} k_{1} s} u\right) d s \\
= & \omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4} \\
& +\int_{0}^{2 \pi} f_{1} \sin \left(k_{1} s\right) \operatorname{Re}(u)-\left(f_{0}+f_{1} \cos \left(k_{1} s\right)\right) \operatorname{Im}(u) d s .
\end{aligned}
$$

In order to prove (3.47) we first suppose $d>0$. Then we have on one hand

$$
\begin{align*}
& d\left\|u^{\prime}\right\|_{2}^{2} \stackrel{(3.45)}{\leq} d\left(A\|u\|_{2}+B \sqrt{\|u\|_{2}}\right)^{2}=d A^{2}\|u\|_{2}^{2}+2 d A B\|u\|_{2}^{\frac{3}{2}}+d B^{2}\|u\|_{2}  \tag{3.48}\\
& \quad \stackrel{(3.42)}{\leq} d A^{2}\|u\|_{2}^{2}+2 d A B \sqrt{F}\|u\|_{2}+d B^{2}\|u\|_{2}
\end{align*}
$$

and on the other hand

$$
\begin{align*}
& \omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}+\int_{0}^{2 \pi} f_{1} \sin \left(k_{1} s\right) \operatorname{Re}(u)-\left(f_{0}+f_{1} \cos \left(k_{1} s\right)\right) \operatorname{Im}(u) d s \\
& \geq-|\omega|\|u\|_{2}\left\|u^{\prime}\right\|_{2}-\zeta\|u\|_{2}^{2}-F\|u\|_{2} \\
& \stackrel{(3.45)}{\geq}-|\omega| A\|u\|_{2}^{2}-|\omega| B\|u\|_{2}^{\frac{3}{2}}-\zeta\|u\|_{2}^{2}-F\|u\|_{2} \\
& \stackrel{(3.42)}{\geq}-|\omega| A\|u\|_{2}^{2}-|\omega| B \sqrt{F}\|u\|_{2}-\zeta\|u\|_{2}^{2}-F\|u\|_{2} . \tag{3.49}
\end{align*}
$$

Combining the two estimates (3.48), (3.49) and grouping quadratic terms and linear terms of $\|u\|_{2}$ on separate sides of the inequality we get

$$
\left(-\zeta-d A^{2}-|\omega| A\right)\|u\|_{2}^{2} \leq(F+B \sqrt{F}(|\omega|+\underbrace{2 d A}_{=F^{2}})+d B^{2})\|u\|_{2}
$$

3. Global continua of solutions to the Lugiato-Lefever model for frequency combs ...
which finally implies $\|u\|_{2} \leq D$ whenever $\zeta<-\gamma$. Assuming now $d<0$ the estimate (3.48) becomes

$$
\begin{equation*}
d\left\|u^{\prime}\right\|_{2}^{2} \geq-|d| A^{2}\|u\|_{2}^{2}-2|d| A B \sqrt{F}\|u\|_{2}-|d| B^{2}\|u\|_{2} \tag{3.50}
\end{equation*}
$$

whereas in (3.49) the term $\|u\|_{4}^{4}$, which was previously dropped, now has to be estimated by $\|u\|_{4}^{4} \leq\|u\|_{\infty}^{2}\|u\|_{2}^{2} \leq C^{2}\|u\|_{2}^{2}$ with $C$ from step 3. The estimate (3.49) now becomes

$$
\begin{array}{r}
\omega \int_{0}^{2 \pi} \operatorname{Im}\left(u^{\prime} \bar{u}\right) d s-\zeta\|u\|_{2}^{2}+\|u\|_{4}^{4}+\int_{0}^{2 \pi} f_{1} \sin \left(k_{1} s\right) \operatorname{Re}(u)-\left(f_{0}+f_{1} \cos \left(k_{1} s\right)\right) \operatorname{Im}(u) d s \\
\leq|\omega| A\|u\|_{2}^{2}+|\omega| B \sqrt{F}\|u\|_{2}+\left(C^{2}-\zeta\right)\|u\|_{2}^{2}+F\|u\|_{2} . \tag{3.51}
\end{array}
$$

The combination of (3.23) and (3.51) leads to

$$
\left(\zeta-|d| A^{2}-C^{2}-|\omega| A\right)\|u\|_{2}^{2} \leq\left(F+B \sqrt{F}\left(|\omega|+F^{2}\right)+|d| B^{2}\right)\|u\|_{2}
$$

which again implies $\|u\|_{2} \leq D$ whenever $-\zeta<-\gamma$.
Step 5. Finally we prove

$$
\begin{equation*}
\|u\|_{\infty} \leq \frac{D}{\sqrt{2 \pi}}+\sqrt{2 \pi}(A D+B \sqrt{D}) \tag{3.52}
\end{equation*}
$$

whenever $\zeta \operatorname{sign}(d)<-\gamma$. For this we repeat step 3 and use instead of $\|u\|_{2} \leq F$ the estimate $\|u\|_{2} \leq D$.

Based on Theorem 3.23 we can also find a uniqueness result which is tailor-made for the case $f(s)=f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}$. For that let us rewrite the constant $D$ from Theorem 3.23 as

$$
D=D\left(d, f_{0}, f_{1}, k_{1}, \omega, \zeta\right)=\frac{\tilde{D}}{(-\zeta \operatorname{sign}(d)-\gamma)_{+}}
$$

with

$$
\tilde{D}=\tilde{D}\left(d, f_{0}, f_{1}, k_{1}, \omega\right)=F+B \sqrt{F}\left(|\omega|+F^{2}\right)+|d| B^{2} .
$$

Theorem 3.24. Let $d \in \mathbb{R} \backslash\{0\}, f_{0}, f_{1}, \zeta, \omega \in \mathbb{R}$ and $k_{1} \in \mathbb{N}$. Then (3.2) has a unique solution $u \in H_{\text {per }}^{2}(0,2 \pi)$ in the following three cases,

$$
\begin{equation*}
\operatorname{sign}(d) \zeta<\zeta_{*}, \tag{i}
\end{equation*}
$$

(ii)

$$
\operatorname{sign}(d) \zeta>\zeta^{*}
$$

(iii)

$$
\sqrt{3} C<1
$$

3. Global continua of solutions to the Lugiato-Lefever model for frequency combs ...
where $\zeta_{*} \leq 0 \leq \zeta^{*}$ are given by

$$
\begin{aligned}
& \zeta_{*}=\zeta_{*}\left(d, f_{0}, f_{1}, k_{1}, \omega\right)=-\gamma-\frac{\tilde{D}(1+2 \pi A)^{2}}{\left(\sqrt{\pi^{2} B^{2}+\sqrt{\frac{2}{3} \pi}(1+2 \pi A)}-\pi B\right)^{2}}, \\
& \zeta^{*}=\zeta^{*}\left(d, f_{0}, f_{1}, k_{1}, \omega\right)=3 C^{2}+\frac{\omega^{2}}{4|d|}
\end{aligned}
$$

and $A=A\left(d, f_{0}, f_{1}\right), B=B\left(f_{1}, k_{1}\right), C=C\left(d, f_{0}, f_{1}, k_{1}\right), \gamma=\gamma\left(d, f_{0}, f_{1}, k_{1}, \omega\right)$ are the constants from Theorem 3.23.

Proof. The proof is very similar to that of Theorem 3.17. We only need to adjust the definition of $R$ in the following way,

$$
R=R\left(d, f_{0}, f_{1}, k_{1}, \omega, \zeta\right)= \begin{cases}\min \left\{C, \frac{D}{\sqrt{2 \pi}}+\sqrt{2 \pi}(A D+B \sqrt{D})\right\}, & \zeta \operatorname{sign}(d)+\gamma<0 \\ C, & \zeta \operatorname{sign}(d)+\gamma \geq 0\end{cases}
$$

and need to slightly modify the calculation made for the case (i). For this, note that it can be checked that for $f_{0}^{2}+f_{1}^{2} \neq 0$ the value $-\zeta_{*}-\gamma$ is the unique positive zero of the strictly decreasing map

$$
t \mapsto 3\left(\frac{(1+2 \pi A) \tilde{D}}{\sqrt{2 \pi} t}+\sqrt{2 \pi} B \sqrt{\frac{\tilde{D}}{t}}\right)^{2}-1
$$

Then, in case (i) where $\operatorname{sign}(d) \zeta<\zeta_{*}<-\gamma<0$ we use $\left\|L^{-1}\right\| \leq 1$ and find by the definition of $R$ and $\zeta_{*}$ that

$$
\begin{aligned}
3 R^{2}\left\|L^{-1}\right\| & \leq 3\left(\frac{D}{\sqrt{2 \pi}}+\sqrt{2 \pi}(A D+B \sqrt{D})\right)^{2} \\
& =3\left(\frac{1+2 \pi A}{\sqrt{2 \pi}} \cdot \frac{\tilde{D}}{-\zeta \operatorname{sign}(d)-\gamma}+\sqrt{2 \pi} B \sqrt{\frac{\tilde{D}}{-\zeta \operatorname{sign}(d)-\gamma}}\right)^{2} \\
& <3\left(\frac{1+2 \pi A}{\sqrt{2 \pi}} \cdot \frac{\tilde{D}}{-\zeta_{*}-\gamma}+\sqrt{2 \pi} B \sqrt{\frac{\tilde{D}}{-\zeta_{*}-\gamma}}\right)^{2}=1
\end{aligned}
$$

## 4. Bandwidth and conversion-efficiency analysis of Kerr soliton combs in dual-pumped resonators with anomalous dispersion

This section consists of the preprint [22]. The mentioned preprint is joint work with Christian Koos, Huanfa Peng and Wolfgang Reichel and was adapted in order to fit the layout and the structure of this thesis. In contrast to the remaining parts of this thesis we use the notation $\|u\|_{2}^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$ in this section.
[Start of preprint]

E. Gasmi, H. Peng, C. Koos, and W. Reichel


#### Abstract

Kerr frequency combs generated in high-Q microresonators offer an immense potential in many applications, and predicting and quantifying their behavior, performance and stability is key to systematic device design. Based on an extension of the Lugiato-Lefever equation we investigate in this paper the perspectives of changing the pump scheme from the well-understood monochromatic pump to a dual-tone configuration simultaneously pumping two modes. For the case of anomalous dispersion we give a detailed study of the optimal choices of detuning offsets and division of total pump power between the two modes in order to optimize single-soliton comb states with respect to performance metrics like power conversion efficiency and bandwidth. Our approach allows also to quantify the performance metrics of the optimal single-soliton comb states and determine their trends over a wide range of technically relevant parameters.


### 4.1. Introduction and main results

Optical frequency combs have revolutionized many applications, comprising optical frequency metrology [65], spectroscopy [53, 72], optical frequency synthesizer [34, 58], optical atomic clocks [46], ultrafast optical ranging [64], and high-capacity optical communications using massively parallel wavelength-division multiplexing (WDM) [42]. The recent and rapid development of chip-scale Kerr soliton comb generators offers the prospects of realizing highly integrated devices which offer compactness, portability, and robustness, while being amenable to mass production and featuring low power consumption [37]. Whereas Kerr soliton combs have conventionally been generated by using a monochromatic pump, dual-tone pumping configurations permit to achieve thresholdless comb generation in both normal and anomalous dispersion regimes [29, 38], while stabilizing the comb-tone spacing to a well-defined frequency [47, 61]. The dual mode pumping scheme can be implemented either by using a phase- or intensity-modulated continuous-wave laser or two lasers with different wavelengths. Prior works theoretically investigated the dynamical properties of dissipative cavity soliton generation in a dual-mode-pumped Kerr microresonator by using the Lugiato-Lefever equation (LLE) with
the addition of a secondary pump term [69]. However, a comprehensive study of the optimal pumping conditions for attaining the broadest comb bandwidth and the highest power conversion efficiency in the anomalous dispersion regime is still lacking.

In this paper we study a variant of the LLE based on a modification for dual-tone pumping [62], and we use this equation for a more detailed study of the benefits of dualtone pumping. Focussing on resonators with anomalous dispersion, we find that dualtone pumping allows to significantly improve key performance metrics of Kerr frequency combs such as bandwidth and power conversion efficiency. Mathematically, Kerr comb dynamics with a single pumped mode have been described by the LLE, a damped, driven and detuned nonlinear Schrödinger equation [39, 26, 48]. Our modification of the LLE arises due to a forcing term which describes the pumping of two resonator modes instead of only a single one.

Using this equation as a base, we exploit numerical path continuation methods for a more detailed analysis of comb properties, the results of which can be summarized as follows:
(1) We show that pumping two modes is advantageous to pumping only one mode.
(2) We present heuristic insights for finding the optimal detuning parameters that provide the most localized single-soliton states.
(3) We determined the optimal power distribution between the two pumped modes, which corresponds to a symmetric distribution where $50 \%$ of the power is pumped into each mode ${ }^{3}$. This power distribution simultaneously optimizes all performance metrics (comb bandwidth, full-width at half-maximum in time domain, and power conversion efficiency) in case equal detuning offsets between pump tones and nearest resonant modes are used.
(4) Under optimal power distribution we determined trends of the performance metrics w.r.t. varying dispersion and normalized total pump power.

This paper is organized as follows: In Section 4.2 we introduce the Lugiato-Lefever model for a dual-pumped ring resonator. In Section 4.3 we present the main ideas for finding localized solitons in the case of pumping two adjacent modes. Section 4.4 is dedicated to the determination of the optimal power distribution between the two pumped modes. Here we use the comb bandwidth, the power conversion efficiency and the full-width at half-maximum as performance metrics. In Section 4.5 we provide trends for varying dispersion/forcing of this performance metrics under the provision of optimal equal power distribution between the two pumped modes. In Section 4.6 we describe the optimal solitons achieved by pumping two arbitrarily distanced modes. Appendix A is dedicated to the derivation of the Lugiato-Lefever model for a dual-pumped ring resonator. In Appendix B we explain the details of the heuristic algorithm for finding

[^2]localized solitons in the case of pumping two adjacent modes and Appendix C contains the heuristic for the case of pumping two arbitrarily distanced modes.

### 4.2. Lugiato-Lefever model for a dual-pumped ring resonator

Kerr comb dynamics are described by the LLE, a damped, driven and detuned nonlinear Schrödinger equation [39, 26, 48]. As in [62] we use a variant of the LLE modified for two-mode pumping, for which we provide a derivation of equation (4.1) starting from a system of nonlinear coupled mode equations in physical quantities in Appendix A. Using dimensionless, normalized quantities, this equation takes the form

$$
\begin{equation*}
\mathrm{i} \frac{\partial a}{\partial \tau}=-d a^{\prime \prime}-\left(\mathrm{i}-\zeta_{0}\right) a-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)} \tag{4.1}
\end{equation*}
$$

Here, $a(\tau, x)$ is $2 \pi$-periodic in $x$ and represents the optical intracavity field as a function of normalized time $\tau=\kappa t / 2$ and angular position $x \in[0,2 \pi]$ within the ring resonator. The constant $\kappa>0$ describes the cavity decay rate and $d=2 d_{2} / \kappa>0$ quantifies the anomalous dispersion in the system ( $2 d_{2}$ corresponds to the difference between two neighboring FSRs at the center frequency $\omega_{0}$ ). Since the numbering $k \in \mathbb{Z}$ of the resonant modes in the cavity is relative to the first pumped mode $k_{0}=0$ we denote with $k_{1} \in \mathbb{N}$ the second pumped mode (there is no loss of generality to take $k_{1}$ as a positive integer since $k_{1}$ and $-k_{1}$ are symmetric modes). Since there are now two pumped modes there will also be two normalized detuning parameters denoted by $\zeta_{0}=2\left(\omega_{0}-\omega_{p_{0}}\right) / \kappa$ and $\zeta_{1}=2\left(\omega_{k_{1}}-\omega_{p_{1}}\right) / \kappa$. They describe the offsets of the input pump frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ to the closest resonance frequency $\omega_{0}$ and $\omega_{k_{1}}$ of the microresonator, respectively. Finally $f_{0}, f_{1}$ represent the normalized power of the input pumps. If we set $\Delta \zeta=\zeta_{0}-\zeta_{1}$ and $\nu_{1}=\Delta \zeta+d k_{1}^{2}$ then (after several transformations, cf. Appendix A) equation (4.1) emerges with the specific form of the second pump $f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$.

In the case $f_{1}=0$, equation (4.1) amounts to the case of pumping only one mode. This case has been thoroughly studied, e.g. in [18, 26, 25, 49, 50, 48, 41, 43, 11, 51]. In this paper we are interested in the case $f_{1} \neq 0$. The particular form of the pump term $\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} \tau\right)}$ suggests to perform a change of variables into a moving coordinate $s=x-\omega \tau$ with $\omega=\nu_{1} / k_{1}$ and study solutions of (4.1) of the form $a(\tau, x)=u(x-\omega \tau)$. These traveling-wave solutions propagate with speed $\omega$ in the resonator, and their profile $u$ solves the stationary ordinary differential equation

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}-\left(\mathrm{i}-\zeta_{0}\right) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}=0, \tag{4.2}
\end{equation*}
$$

where $u$ is again $2 \pi$-periodic in $s$. In Fourier modes $a$ and $u$ are represented as $a(\tau, x)=$ $\sum_{k \in \mathbb{Z}} \hat{a}_{k}(\tau) \mathrm{e}^{\mathrm{i} k x}, u(s)=\sum_{k \in \mathbb{Z}} \hat{u}_{k} \mathrm{e}^{\mathrm{i} k s}$. The intracavity power $P$ of the field $a$ at time $\tau$ is given by

$$
P=\sum_{k \in \mathbb{Z}}\left|\hat{a}_{k}(\tau)\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|a(\tau, x)|^{2} d x
$$

Since the Fourier modes of $a$ and $u$ are related by $\hat{a}_{k}(\tau)=\hat{u}_{k} \mathrm{e}^{-\mathrm{i} k \omega \tau}$ one finds $P=$
$\sum_{k \in \mathbb{Z}}\left|\hat{u}_{k}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$. In particular, $P$ is independent ${ }^{4}$ of the time, and since $\int_{0}^{2 \pi}|u|^{2} d s=\operatorname{Re} \int_{0}^{2 \pi}\left(f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right) \bar{u} d s$ we see that $P \leq f^{2}:=f_{0}^{2}+f_{1}^{2}$, i.e., the intracavity power cannot exceed the normalized total input power. Details are given at the end of Appendix A. Here, the notation $\bar{z}$ denotes the complex conjugate of the complex number $z \in \mathbb{C}$.

### 4.3. Heuristic for finding localized solitons in the case of pumping two adjacent modes

In the following section, we explain the main idea of the heuristic for finding strongly localized solutions of (4.2), where two adjacent modes are pumped, i.e. the pumped modes are $k_{0}=0$ and $k_{1}=1$. In Appendix B we provide a more detailed explanation, and in Appendix C we show how the heuristic can be adapted to arbitrary values of $k_{1} \in \mathbb{N}$. The parameters $d>0, k_{1}=1, f_{0}$ and $f_{1}$ are fixed, and our goal is to find optimally localized solutions by varying the parameters $\zeta_{0}$ and $\omega$ since they can be influenced by the choice of the pump frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ through the relations

$$
\zeta_{0}=\frac{2}{\kappa}\left(\omega_{0}-\omega_{p_{0}}\right), \omega=\frac{2}{\kappa}\left(\omega_{0}-\omega_{p_{0}}-\left(\omega_{1}-\omega_{p_{1}}\right)+d_{2}\right) .
$$

Optimality is understood as minimality with respect to the full-width at half-maximum (FWHM) of the field distribution $|u|^{2}$ in the time domain. We have developed our heuristic by using the Matlab package pde2path (cf. [67], [15]) which has been designed to numerically treat continuation and bifurcation in boundary value problems for systems of PDEs. ${ }^{5}$

In short, the basic algorithm is explained as follows: First we obtain a single-peak solution for the correct value of the parameter $f_{1}$ (ignoring the values of the parameters $\zeta_{0}$ and $\omega$ ). Then we alternately run a continuation algorithm by varying either the $\zeta_{0^{-}}$ or the $\omega$-parameter (while keeping the other parameter fixed) and detect among the continued solutions the soliton $u$ with minimal FWHM of $|u|^{2}$ in the time domain. We denote the soliton obtained from the $j$-th $\zeta_{0}$-optimization as $A_{j}$ and the one obtained from the $j$-th $\omega$-optimization as $B_{j}$. We stop the algorithm when the relative change of the FWHM of $B_{j+1}$ and $B_{j}$ is sufficiently small. In our numerical experiments it was always sufficient to perform at most three optimizations in both of the variables $\zeta_{0}$ and $\omega$.

In Fig. 15(a)-(c) we plotted the spatial power distributions of the solitons $A_{j}$ and $B_{j}$ for two iteration steps $j=1,2$ and three different choices of the parameters $d, f$ and $f_{1}$. It is well visible that the solitons get more localized after every optimization step and
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Figure 15. Spatial and spectral power distributions of the solitons obtained from two iterations (two $\zeta_{0}$-steps leading to $A_{1}, A_{2}$ and two $\omega$-steps leading to $B_{1}, B_{2}$ ) and a stability plot for $B_{3}$ (obtained from the third $\omega$-step) for three different choices of the parameters $d, f$ and $f_{1}$. Every column corresponds to one choice. In (g)-(i) we plotted in green the spectrum of the finite-element discretization of the linearized operator $L$ at $B_{3}$. The black dashed line in (g)-(i) represents the imaginary axis. The spectrum lies to the left of the imaginary axis so that the solitons are spectrally stable.
that the solitons $A_{2}$ and $B_{2}$ from the second iteration steps do not differ significantly. In the second column of Fig. 15 in (b) and (e) the blue soliton $A_{2}$ is not visible, since it is covered by the almost identical magenta soliton $B_{2}$. In the second row Fig. 15(d)-(f) we show the spectral power distributions. The final magenta comb $B_{2}$ covers almost entirely the blue comb $A_{2}$. The third row of Fig. 15 contains information on the spectral stability of the optimized solitons. This will be explained next.

Stability of optimal solitons. To investigate the stability of the solitons, we use the transformation $a(\tau, x)=b(\tau, x-\omega \tau)$ to rewrite (4.1) as

$$
\begin{equation*}
\frac{\partial b}{\partial \tau}=-\mathrm{i}\left(-d b^{\prime \prime}+\mathrm{i} \omega b^{\prime}-\left(\mathrm{i}-\zeta_{0}\right) b-|b|^{2} b+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right), \tag{4.3}
\end{equation*}
$$

where $b$ is again $2 \pi$-periodic in $s$. Solutions $u$ of (4.2) correspond to stationary solutions $b(\tau, s)=u(s)$ of (4.3). Spectral stability is based on the following considerations. Let $b(\tau, s) \approx u(s)+\phi(s) \mathrm{e}^{\lambda \tau}+\psi(s) \mathrm{e}^{\overline{\overline{ }} \tau}$ with $2 \pi$-periodic functions $\phi, \psi$, and insert this ansatz into (4.3). After keeping only the linear terms in $\phi$ and $\psi$, we find that $\phi, \psi$ have to satisfy the eigenvalue equation

$$
L\binom{\phi}{\bar{\psi}}=\lambda\binom{\phi}{\bar{\psi}}
$$

with the linearized operator

$$
L=\left(\begin{array}{cc}
\mathrm{i} d \frac{d^{2}}{d s^{2}}+\omega \frac{d}{d s}-1-\mathrm{i} \zeta+2 \mathrm{i}|u|^{2} & \mathrm{i} u^{2} \\
-\mathrm{i} \bar{u}^{2} & -\mathrm{i} \frac{d^{2}}{d s^{2}}+\omega \frac{d}{d s}-1+\mathrm{i} \zeta-2 \mathrm{i}|u|^{2}
\end{array}\right) .
$$

We see that the perturbation $\phi(s) \mathrm{e}^{\lambda \tau}+\psi(s) \mathrm{e}^{\bar{\lambda} \tau}$ will tend to zero if and only if the eigenvalues $\lambda$ of $L$ lie in the left complex plane. Using this criterion, we found that the optimized solitons (optimized w.r.t. $\zeta_{0}$ and $\omega$ by the above heuristic) discussed in this section are all spectrally stable. To show this, we computed the eigenvalues of the finite-element discretization of the operator $L$ and observed that they entirely belong to the left complex plane, cf. Fig. 15(g)-(i). One sees that there is always an eigenvalue very close to 0 . The reason for this is the following. The optimized solitons are found near turning points along branches of the $\zeta_{0}$-continuation, cf. Appendix B. These turning points are necessarily associated with a 0 eigenvalue of the linearized operator $L$. Hence, for $u$ being in the vicinity of a turning point, there will be an eigenvalue of $L$ very close to 0 .

### 4.4. Optimal power distribution when pumping two adjacent modes

In this section we answer the question which amount of the normalized total input power $f^{2}=f_{0}^{2}+f_{1}^{2}$ needs to be pumped into each mode in order to obtain the best soliton, i.e., we determine the optimal power distribution between the two pumped modes. The power distribution is described as $\left(f_{0}, f_{1}\right)=(f \cos \varphi, f \sin \varphi)$ with $\varphi \in[0,2 \pi)$. As before, we assume anomalous dispersion $d>0$ and fix the indices $k_{0}=0$ and $k_{1}=1$ of the two
pumped modes. Additionally, the normalized total input power $f^{2}$ is given. Armed with the heuristic from Section 4.3 we are able to identify for any fixed $\varphi \in[0,2 \pi)$ a 1-soliton with the strongest spatial localization, i.e., with minimal FWHM.

Using this approach, we calculate for each such a comb state $u(s)=\sum_{k \in \mathbb{Z}} \hat{u}_{k} \mathrm{e}^{\mathrm{i} k s}$ the power conversion efficiency (PCE), the comb bandwidth (CBW) and its FWHM. The PCE is defined as the ratio $P_{\mathrm{FC}} / f^{2}$ between intracavity comb power

$$
\begin{aligned}
P_{\mathrm{FC}} & =\sum_{k \in \mathbb{Z} \backslash\{0,1\}}\left|\hat{u}_{k}\right|^{2}+\frac{f_{1}^{2}}{f^{2}}\left|\hat{u}_{0}\right|^{2}+\frac{f_{0}^{2}}{f^{2}}\left|\hat{u}_{1}\right|^{2} \\
& =\sum_{k \in \mathbb{Z} \backslash\{0,1\}}\left|\hat{u}_{k}\right|^{2}+\sin ^{2}(\varphi)\left|\hat{u}_{0}\right|^{2}+\cos ^{2}(\varphi)\left|\hat{u}_{1}\right|^{2}
\end{aligned}
$$

and the normalized total input power. Note that the intracavity comb power is a weighted sum over the power in each mode. The weights $f_{j}^{2} / f^{2}, j=0,1$ of the power of the zero mode and the first mode are such that $f_{1}=0$ or $f_{0}=0$ lead to the usual definition of PCE and $f_{0} \rightarrow \infty$ or $f_{1} \rightarrow \infty$ lead to an exclusion of the power contributed by the zero or first mode, respectively. The CBW is defined via the 3 dB points, i.e.,

$$
\mathrm{CBW}=k_{l}^{*}+k_{r}^{*}
$$

with minimal integers $k_{l}^{*}>0$ and $k_{r}^{*}>0$ which fulfill

$$
\left|\hat{u}_{-k_{l}^{*}}\right|^{2} \leq \frac{1}{2}\left|\hat{u}_{-1}\right|^{2}, \quad\left|\hat{u}_{1+k_{r}^{*}}\right|^{2} \leq \frac{1}{2}\left|\hat{u}_{2}\right|^{2},
$$

respectively. Note that the 3 dB comb bandwidth is defined with respect to the power $\left|\hat{u}_{-1}\right|^{2}$ and $\left|\hat{u}_{2}\right|^{2}$ of the modes directly adjacent to the pumped modes rather than the power $\left|\hat{u}_{0}\right|^{2}$ and $\left|\hat{u}_{1}\right|^{2}$ of the pumped modes themselves.

To find the optimal power distribution between the zero mode and the first mode we performed a parameter study in $\varphi$ for three different examples, cf. Fig. 16. In the first example we chose $d=0.1$ and $f=2$, in the second example we kept $f=2$ but changed the dispersion to $d=0.25$ while in the last example we kept $d=0.1$ and changed the forcing to $f=5$. For these three examples we computed the most localized 1 -soliton for $\varphi \in[0,2 \pi)$ based on the heuristic of Section 4.3 and evaluated the PCE, the CBW as well as the FWHM of the resulting comb state.

The results depicted in Fig. 16 clearly demonstrate the advantages of dual-tone pumping, in particular when using equal power in both modes. In all of the examples PCE and CBW increase while the FWHM decreases with $\varphi \in[0, \pi / 4]$. Moreover, as we will explain at the end of this section, PCE, CBW and FWHM are $\pi / 2$-periodic and symmetric w.r.t. $\pi / 4$. We conclude that
(i) pumping two modes is advantageous to pumping only one mode,
(ii) PCE, CBW and FWHM are monotonic functions of $\left|f_{0}\right|+\left|f_{1}\right|=|f|(|\cos \varphi|+$ $|\sin \varphi|)$,
(iii) the optimal case arises for equal pump powers $\left|f_{0}\right|=\left|f_{1}\right|$.

In Fig. 17(a)-(b) we plotted the optimal values of $\zeta_{0}$ and $\omega$ (for which the most localized soliton was found) against $\varphi$. Since $k_{1}=1$ we have $\omega=\Delta \zeta+d$ so that the optimal value of $\omega$ can be easily translated into an optimal value of $\Delta \zeta$. We added in Fig. 17(c) a plot of the optimal value of $\Delta \zeta$ against $\varphi$ since the normalized detuning difference $\Delta \zeta=\zeta_{0}-\zeta_{1}$ is the physically more tangible quantity while from a mathematical point of view it is more convenient to work with $\omega$. In all of the examples the optimal values of $\zeta_{0}, \omega$ and $\Delta \zeta$ increase with $\varphi \in(0, \pi / 4]$. Once again we observe several symmetries, which we will address in the end of this section. We further conclude that
(iv) the optimal value of $\zeta_{0}$ is almost independent of $d$,
(v) the optimal value of $\omega$ is almost independent of $f$,
(vi) the optimal value of $\omega$ coincides with the dispersion $d$ in case of optimal power distribution $\left|f_{0}\right|=\left|f_{1}\right|$.

As $\omega=\Delta \zeta+d$, (vi) means $\Delta \zeta=0$, i.e., optimal solitons require equal detuning distances $\omega_{0}-\omega_{p_{0}}=\omega_{1}-\omega_{p_{1}}$ in case of equal power distribution $\left|f_{0}\right|=\left|f_{1}\right|$. From Fig. 17(c) we further find that the optimal values for $\zeta_{0}$ and $\zeta_{1}$ satisfy the relation $\left|f_{0}\right|>\left|f_{1}\right| \Leftrightarrow \zeta_{0}<\zeta_{1}$, i.e., pumping more power into one mode is compensated by a larger detuning for the second mode.

For each of the three examples from Fig. 16 and Fig. 17 we added in Fig. 18 plots of the spatial and spectral power distributions of the optimal solitons for selected values of $\varphi \in[0, \pi / 4]$. In this range for $\varphi$ we have $f_{0}, f_{1} \geq 0$. The particular values of $\varphi$ are chosen as $f_{0}^{2}=100 \% f^{2}$ (one mode case), $f_{0}^{2}=90 \% f^{2}$ (slight perturbation of the one mode case), and $f_{0}^{2}=50 \% f^{2}$ (optimal two mode case). Since for $f_{1}>0$ there is no shift-invariance in (4.2) anymore all of the depicted solitons are localized around $s=0$, which is the unique point in the interval $[0,2 \pi)$ where the absolute value of the pump term is maximal, i.e., $f_{0}+f_{1}=\max _{s \in[0,2 \pi)}\left|\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} s}\right|$. In other words: the best soliton positions its maximum at the point where the pump has maximal absolute value.

Finally, we explain the symmetry properties of Fig. 16 and Fig. 17 from the symmetries of (4.2). If $u$ solves (4.2) then $u(\cdot+\pi)$ solves (4.2) with $f_{1}$ replaced by $-f_{1}$ and $-u(\cdot+\pi)$ solves (4.2) with $f_{0}$ replaced by $-f_{0}$. This means that the signs of $f_{0}$ and $f_{1}$ are not relevant for the curves in Fig. 16 and Fig. 17. The symmetry with respect to $\pi / 4$ of the curves in Fig. 16 stems from the interchangeability of $f_{0}$ and $f_{1}$. Namely, if $u$ solves (4.2) with given values of $\zeta_{0}, \omega$ then $v(s):=u(-s) \mathrm{e}^{\text {is }}$ solves

$$
-d v^{\prime \prime}+\mathrm{i} \widetilde{\omega} v^{\prime}-\left(\mathrm{i}-\zeta_{1}\right) v-|v|^{2} v+\mathrm{i} f_{1}+\mathrm{i} f_{0} \mathrm{e}^{\mathrm{i} s}=0
$$

with $\zeta_{1}=\zeta_{0}-\omega+d$ and $\widetilde{\omega}=2 d-\omega$. Note that the roles of $f_{0}$ and $f_{1}$ are now interchanged. The fact that $\zeta_{0}$ and $\omega$ have changed to $\zeta_{1}$ and $\widetilde{\omega}$ is not relevant since we optimize anyway in these parameters. Together with (vi) this also explains that the curves in Fig. 17(b) and Fig. 17(c) are odd with respect to the points $(\pi / 4, d)$ and $(\pi / 4,0)$, respectively. We
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Figure 16. Power conversion efficiency, comb bandwidth and full-width at half-maximum as a function of $\varphi$ for three different examples. The blue curves correspond to $d=0.1$ and $f=2$, the red ones to $d=0.25$ and $f=2$ as well as the green ones to $d=0.1$ and $f=5$.


Figure 17. Optimal values of $\zeta_{0}, \omega$ and $\Delta \zeta$ as a function of $\varphi$ for three different examples. The blue curves correspond to $d=0.1$ and $f=2$, the red ones to $d=0.25$ and $f=2$ as well as the green ones to $d=0.1$ and $f=5$. The blue and the red curves in (a) as well as the blue and the green curves in (b) and (c) are plotted dashed so that one of the curves is not completely covered by the other one. The dashed lines colored in magenta in (b) emphasize that the optimal value of $\omega$ coincides with the dispersion $d$ in the optimal case $\left|f_{0}\right|=\left|f_{1}\right|$ where $\varphi \in\{\pi / 4,3 \pi / 4,5 \pi / 4,7 \pi / 4\}$. The dashed lines colored in magenta in (c) emphasize that the optimal value of $\Delta \zeta$ vanishes in the optimal case $\left|f_{0}\right|=\left|f_{1}\right|$ where $\varphi \in\{\pi / 4,3 \pi / 4,5 \pi / 4,7 \pi / 4\}$.
4. Bandwidth and conversion-efficiency analysis of Kerr soliton combs in dual-pumped ..


Figure 18. Spatial and spectral power distributions of optimal solitons for selected values of $\varphi \in[0, \pi / 4]$ which correspond to $f_{0}^{2}=100 \% f^{2}, f_{0}^{2}=90 \% f^{2}$ as well as $f_{0}^{2}=50 \% f^{2}$ for three different examples. Every column corresponds to one example.
also mention that the curves in Fig. 17(a) are not symmetric with respect to $\pi / 4$ but this is not visible in the plot since the difference $\Delta \zeta=\zeta_{0}-\zeta_{1}=\omega-d$ is small compared to $\zeta_{0}$ and $\zeta_{1}$.

### 4.5. Trends for varying forcing and varying dispersion

For the results in this section we have carried out a parameter study w.r.t. dispersion $d$ and normalized pump amplitude $f$, considering the behavior of PCE, CBW and FWHM of the best solitons (i.e., minimal FWHM) under optimal power distribution $f_{0}=f_{1}=$ $f / \sqrt{2}$. As before, we have fixed the two pumped modes to $k_{0}=0$ and $k_{1}=1$. We have considered dispersion parameters $d=0.1,0.15,0.2,0.25$ and normalized total pump amplitude $f \in(0,10]$. From Section 4.4 we know that under optimal power distribution the solitons with minimal FWHM arise for $\omega=d$. Using this information we can reduce the optimizations from the heuristic of Section 4.3 to a single optimization step in $\zeta_{0}$. Since $f_{0}=f_{1}$ we see that now PCE is the ratio between

$$
P_{\mathrm{FC}}=\sum_{k \in \mathbb{Z} \backslash\{0,1\}}\left|\hat{u}_{k}\right|^{2}+\frac{1}{2}\left|\hat{u}_{0}\right|^{2}+\frac{1}{2}\left|\hat{u}_{1}\right|^{2}
$$

and the total pump power $f^{2}$.
The results are shown in Fig. 19. We observe the following trends: CBW increases whereas FWHM and PCE decrease with increasing forcing $f$. Additionally, one can
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Figure 19. Power conversion efficiency, comb bandwidth and full-width at half-maximum as a function of the forcing $f$ and dispersion $d=0.1,0.15,0.2,0.25$.
see that with $d \rightarrow 0^{+}$once again CBW increases and FWHM, PCE decrease. This observations are in good agreement with the trends from the one mode case, cf. [18]. Further, one can observe in Fig. 19(c) that FWHM tends to $\pi$ as $f \rightarrow 0^{+}$. This can be understood as follows: as $f \rightarrow 0^{+}$the solutions of (4.2) tend to 0 and behave like the solutions of the linear equation

$$
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}-\left(\mathrm{i}-\zeta_{0, \mathrm{opt}}\right) u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} s}=0
$$

Since $d=\omega$ for optimal solitons under optimal power distribution $f_{0}=f_{1}=f / \sqrt{2}$ the above linear equation is solved by

$$
u(s)=\frac{\mathrm{i} f}{\sqrt{2}\left(\mathrm{i}-\zeta_{0, \mathrm{opt}}\right)}\left(1+\mathrm{e}^{\mathrm{i} s}\right)
$$

and the latter has a FWHM of $\pi$. Similarly, in agreement with Fig. 19(a), we have

$$
\operatorname{PCE}(u) \rightarrow \frac{1}{2\left(1+\zeta_{0, *}^{2}\right)} \leq \frac{1}{2}
$$

as $f \rightarrow 0^{+}$, where we assume $\zeta_{0, *}=\lim _{f \rightarrow 0^{+}} \zeta_{0, \text { opt }}$.
Finally we mention that the jumps of size two in Fig. 19(b) could be caused by our choice of the discretization of the $f$-interval $(0,10]$. It is possible that a finer discretization would lead to more plausible jumps of size one. Nevertheless, the finer discretization, which leads to significantly longer run times of the code, has no essential effect on the trends of the curves.

### 4.6. Pumping two arbitrarily distanced modes

Also in the case where the pumped modes are $k_{0}=0$ and $k_{1} \geq 2$ we have a heuristic algorithm which enables us to identify a 1 -soliton with the strongest spatial localization. The algorithm is based on a variant of the one from the case $k_{1}=1$, cf. Section 4.3, and


Figure 20. Spatial and spectral power distributions of the optimal 1-solitons from the case $d=0.1$ and $f_{0}=f_{1}=\sqrt{2}$ for $k_{1}=2,3,4$. Plot (b) is a zoom of plot (a) which highlights the background of the solitons.
details can be found in Appendix C. Applying this algorithm our experiments suggest that the optimal power distribution is again given by the equal distribution $\left|f_{0}\right|=\left|f_{1}\right|$ as in the case $k_{1}=1$. Moreover, for equal power distribution, $\omega=k_{1} d$ turns out to be optimal, which once again translates into equal detuning offsets $\Delta \zeta=0$. In Fig. 20(a) we plotted the spatial power distributions of the optimal 1-solitons from the case $d=0.1$ and $f_{0}=f_{1}=\sqrt{2}$ for $k_{1}=2,3,4$. One can observe that the optimal 1 -soliton gets less localized as $k_{1}$ increases. In Fig. 20(b) we added a zoom-in to better point out the background of the solitons. Since with $u$ also $u\left(\cdot+2 \pi / k_{1}\right)$ is a solution of (4.2) optimal 1 -solitons can be shifted by multiples of $2 \pi / k_{1}$. We see that the 1 -soliton localizes once again around one of the points where the absolute value of the pump term $\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}$ is maximized. In Fig. 20(c) we added the spectral power distributions of the optimal 1 -solitons. Necessarily each comb is peaked at the pumped modes $k_{0}=0$ and $k_{1}$.

### 4.7. Summary

We have considered pumping two different modes for a Kerr nonlinear microresonator with anomalous dispersion. Using numerical path continuation methods we found and tested a heuristic algorithm which allows to find for fixed normalized total pump power the optimal detuning offsets that provide the most localized 1 -soliton. The heuristic applies in its simple form to the case of pumping two adjacent modes and in a more refined form (taking bifurcations into account) also to the case of pumping two arbitrarily distanced modes. Optimal 1-solitons appear to be spectrally stable and localize themselves around the intensity maxima of the pump. While it became clear that pumping two modes is always advantageous to pumping one mode, in the case of pumping two adjacent modes we went deeper into the question of how the normalized total input power should be divided into the two pumped modes in order to optimize quality metrics like PCE, CBW, and FWHM. A detailed parameter study shows that the optimal distribution is always the equal distribution $\left|f_{0}\right|=\left|f_{1}\right|=|f| / \sqrt{2}$ with equal detuning offsets. The situation appears to be similar in the case of pumping two arbitrarily distanced modes. Our approach has thus validated the assumptions in [29]. Finally, we determined trends of PCE, CBW, and FWHM by varying anomalous dispersion and normalized total input power. The trends are in good agreement with the case of pumping
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only one mode, cf. [18]. Our approach is well-suited to determine and analyze optimal pumping schemes in the case where more than two modes are pumped.

### 4.8. Appendix A: Derivation of the Lugiato-Lefever model for a dual-pumped ring resonator

In this section we derive (4.1) from a system of coupled mode equations, cf. [62, 32]. When a resonant cavity is pumped by two continuous wave lasers with frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ a system of nonlinear coupled mode equations can be used to describe the evolution of the field inside the cavity. The numbering $k$ of the resonant modes in the cavity is relative to the mode $k_{0}=0$. We use the cold cavity dispersion relation $\omega_{k}=\omega_{0}+d_{1} k+d_{2} k^{2}$ for the resonant frequencies $\omega_{k}$, where $d_{1}$ corresponds to the FSR of the resonator and $2 d_{2}$ to the difference between two neighboring FSRs at the center frequency $\omega_{0}$. With $\widetilde{k}_{0}, \widetilde{k}_{1} \in \mathbb{Z}, \widetilde{k}_{0}<\widetilde{k}_{1}$, we denote the two pumped modes. If $\hat{A}_{k}$ is the mode amplitude of the $k$-th resonant mode normalized such that $\left|\hat{A}_{k}\right|^{2}$ is the number of quanta in the $k$-th mode, then the simplified set of equations reads as follows, cf. [62, 32]:

$$
\begin{align*}
\frac{\partial \hat{A}_{k}}{\partial t}= & -\frac{\kappa}{2} \hat{A}_{k}+\sum_{j=0}^{1} \delta_{k \widetilde{k_{j}}} \sqrt{\kappa_{\mathrm{ext}}} s_{j} \mathrm{e}^{-\mathrm{i}\left(\omega_{p_{j}}-\omega_{k_{j}}\right) t} \mathrm{e}^{\mathrm{i} \phi_{j}}  \tag{4.4}\\
& +\mathrm{i} g \sum_{k^{\prime}+k^{\prime \prime}-k^{\prime \prime \prime}=k} \hat{A}_{k^{\prime}} \hat{A}_{k^{\prime \prime}} \overline{\hat{A}}_{k^{\prime \prime \prime}} \mathrm{e}^{-\mathrm{i}\left(\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}-\omega_{k^{\prime \prime \prime}}-\omega_{k}\right) t} . \tag{4.5}
\end{align*}
$$

Here, $\kappa=\kappa_{0}+\kappa_{\text {ext }}$ denotes the cavity decay rate as a sum of intrinsic decay rate $\kappa_{0}$ and coupling rate to the waveguide $\kappa_{\text {ext }}$, and $\phi_{0}, \phi_{1}$ are the initial phases of the pumps. If $P_{\mathrm{in}, 0}, P_{\mathrm{in}, 1}$ are the powers of the two input lasers then $s_{j}=\sqrt{P_{\mathrm{in}, j} / \hbar \omega_{\widetilde{k}_{j}}}, j=0,1$ are the powers coupled to the cavity. The nonlinear coupling coefficient

$$
g=\frac{\hbar \omega_{0}^{2} c n_{2}}{n_{0}^{2} V_{\mathrm{eff}}}
$$

denotes a per photon frequency shift of the cavity due to the Kerr nonlinearity and thus describes the strength of the cubic nonlinearity of the system with linear refractive index $n_{0}$, nonlinear refractive index $n_{2}$ and effective cavity nonlinear volume $V_{\text {eff }}$. Finally, $c$ is the vacuum speed of light and $\hbar$ the Planck constant.

By using the transformation

$$
\tilde{a}(\tau, x):=\sqrt{\frac{2 g}{\kappa}} \sum_{k \in \mathbb{Z}} \hat{A}_{k}\left(\frac{2}{\kappa} \tau\right) \mathrm{e}^{-\mathrm{i} d k^{2} \tau} \mathrm{e}^{\mathrm{i} k x}
$$

the system (4.4) of coupled mode equations may be rewritten in a dimensionless way as
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a partial differential equation,

$$
\begin{equation*}
\mathrm{i} \frac{\partial \tilde{a}}{\partial \tau}=-d \tilde{a}^{\prime \prime}-\mathrm{i} \tilde{a}-|\tilde{a}|^{2} \tilde{a}+\mathrm{i} \sum_{j=0}^{1} f_{j} \mathrm{e}^{\mathrm{i}\left(\widetilde{k}_{j} x-\widetilde{\nu}_{j} \tau+\phi_{j}\right)}, \quad \tilde{a} 2 \pi \text {-periodic in } x \tag{4.6}
\end{equation*}
$$

where $\tau=\kappa t / 2, d=2 d_{2} / \kappa$, and $\zeta_{j}=2\left(\omega_{\widetilde{k}_{j}}-\omega_{p_{j}}\right) / \kappa, \widetilde{\nu}_{j}=d \widetilde{k}_{j}^{2}-\zeta_{j}, \eta=\kappa_{\text {ext }} / \kappa$, $f_{j}=\sqrt{8 \eta g / \kappa^{2}} s_{j}$ for $j=0,1$. By setting

$$
a(\tau, x):=\mathrm{e}^{-\mathrm{i}\left(\widetilde{k}_{0}\left(x+2 d \widetilde{k}_{0} \tau-\psi\right)-\widetilde{\nu}_{0} \tau+\phi_{0}\right)} \tilde{a}\left(\tau, x+2 d \widetilde{k}_{0} \tau-\psi\right)
$$

with $\psi=\left(\phi_{1}-\phi_{0}\right) / k_{1}$ we find that $a$ satisfies (4.1) with $k_{1}=\widetilde{k}_{1}-\widetilde{k}_{0}, \Delta \zeta=\zeta_{0}-\zeta_{1}$ and $\nu_{1}=\widetilde{\nu}_{1}-\widetilde{\nu}_{0}-2 \widetilde{k}_{0} k_{1}=\Delta \zeta+d k_{1}^{2}$. Thus, we can always assume, for simplicity, that the pumped modes are $k_{0}=0$ and $k_{1} \in \mathbb{N}$ and that the initial phase of both pumps is zero. Moreover we see that the change from $\tilde{a}$ to $a$ shifts the time-dependent Fouriercoefficients from $\hat{A}_{k}$ to $\hat{A}_{k+\tilde{k}_{0}}$ and multiplies them with $\mathrm{e}^{-\mathrm{i}\left(\zeta_{0} \tau+\phi_{0}+k \psi\right)}$ so that the power in each individual mode is (up to an index shift) preserved.

Finally, let us explain that the intracavity power $P=\sum_{k \in \mathbb{Z}}\left|\hat{u}_{k}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$ of a $2 \pi$-periodic traveling-wave comb state $u$ cannot exceed the normalized total input power $f^{2}=f_{0}^{2}+f_{1}^{2}$. To see this, we multiply the equation (4.2) for the traveling-wave profile $u$ with $\bar{u}(s)$ and take the imaginary part to obtain

$$
-d \operatorname{Im}\left(u^{\prime \prime}(s) \bar{u}(s)\right)+\omega \operatorname{Re}\left(u^{\prime}(s) \bar{u}(s)\right)-|u(s)|^{2}+\operatorname{Re}\left(\left(f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right) \bar{u}(s)\right)=0 .
$$

Integration over the interval $[0,2 \pi]$, using integration by parts for the first term and $\frac{d}{d s}|u(s)|^{2}=2 \operatorname{Re}\left(u^{\prime}(s) \bar{u}(s)\right)$ for the second term together with the Cauchy-Schwarz inequality yield

$$
\int_{0}^{2 \pi}|u(s)|^{2} d s=\int_{0}^{2 \pi} \operatorname{Re}\left(\left(f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}\right) \bar{u}(s)\right) d s \leq\left(\int_{0}^{2 \pi}|u(s)|^{2} d s\right)^{1 / 2} \sqrt{2 \pi}\left(f_{0}^{2}+f_{1}^{2}\right)^{1 / 2}
$$

and hence $\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s \leq f_{0}^{2}+f_{1}^{2}$.

### 4.9. Appendix B: Detailed explanation of the heuristic for finding localized solitons in the case of pumping two adjacent modes

Here we explain in detail the heuristic algorithm mentioned in Section 4.3 for finding strongly localized solutions of (4.2) in the case of anomalous dispersion $d>0$, where two adjacent modes are pumped, i.e. the pumped modes are $k_{0}=0$ and $k_{1}=1$. We recall that the parameters $d>0, k_{1}=1, f_{0}$ and $f_{1}$ are fixed and that the goal is to find optimally localized solutions by varying the parameters $\zeta_{0}$ and $\omega$ since they can be
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influenced by the choice of the pump frequencies $\omega_{p_{0}}$ and $\omega_{p_{1}}$ through the relation

$$
\zeta_{0}=\frac{2}{\kappa}\left(\omega_{0}-\omega_{p_{0}}\right), \quad \omega=\frac{2}{\kappa}\left(\omega_{0}-\omega_{p_{0}}-\left(\omega_{1}-\omega_{p_{1}}\right)+d_{2}\right) .
$$

Without loss of generality we assume $0<f_{1} \leq f_{0}$. The heuristic algorithm consists of the following steps. For all our computations we carried it out by using pde2path.

Step 0: Initialize with $f_{1}^{(0)}=0, \zeta_{0}^{(0)}=2+f^{2}, \omega^{(0)}=0$, find $u_{0}=$ constant solution of (4.2) and set $j=1$

Step 1 ( $f_{1}$-continuation): with $\zeta_{0}^{(0)}, \omega^{(j-1)}$ start from $f_{1}^{(0)}$ and continue $u_{0}$ in $f_{1}$ parameter until desired value $f_{1}$ is reached, keep solution $T_{j}$

Step 2 ( $\zeta_{0-o p t i m i z a t i o n): ~ w i t h ~} \omega^{(j-1)}, f_{1}$ start from $\zeta_{0}^{(0)}$ and continue $T_{j}$ in $\zeta_{0}$ parameter until 1-solitons have been exhausted, find optimal $\zeta_{0}^{(j)}$, keep optimal soliton $A_{j}$

Step 3 ( $\omega$-optimization): with $\zeta_{0}^{(j)}$, $f_{1}$ start from $\omega^{(j-1)}$ and continue $A_{j}$ in $\omega$ parameter on closed loop, find optimal $\omega^{(j)}$, keep optimal soliton $B_{j}$
$j \rightarrow j+1$, return to Step 1 unless desired accuracy achieved

Now we comment on the individual steps.
Step 0: The algorithm starts by choosing suitable initial values for the parameters $f_{1}, \zeta_{0}$ and $\omega$. For the values of $f_{1}^{(0)}=0$ and $\zeta_{0}^{(0)}=2+f^{2}$ we can determine a constant solution $u_{0}$ of (4.2). It satisfies

$$
0=-\left(\mathrm{i}-\zeta_{0}^{(0)}\right) u_{0}-\left|u_{0}\right|^{2} u_{0}+\mathrm{i} f_{0} .
$$

If we choose $\zeta_{0}^{(0)}$ sufficiently large (in all numerical experiments $\zeta_{0}^{(0)}=2+f^{2}$ was sufficient) then $u_{0}$ is uniquely determined. Since the dispersion $d$ and the difference of the normalized offsets between the pump frequencies $\omega_{p_{i}}$ and the resonant frequencies $\omega_{i}, i=0,1$ turn out to be rather small we expect that also $\omega=\Delta \zeta+d$ is rather small. Therefore the initial value $\omega^{(0)}=0$ is feasible.
Step 1 ( $f_{1}$-continuation): Starting from $\zeta_{0}^{(0)}, \omega^{(j-1)}$ and $f_{1}^{(0)}$ pde2path performs a continuation algorithm in the $f_{1}$-parameter. With the side constraint of always solving (4.2) the trivial state $u_{0}$ is continued numerically w.r.t. the $f_{1}$-parameter until the desired value $f_{1}$ is reached for the first time. Although the starting point $u_{0}$ is independent of $\omega$ the continuation w.r.t. the $f_{1}$-parameter is sensitive to the current value of $\omega$.

Step 2 ( $\zeta_{0}$-optimization): Now that the $f_{1}$-parameter has reached its correct value we freeze the values of $\omega^{(j-1)}$ and $f_{1}$ and start the optimization w.r.t. the $\zeta_{0}$-parameter from $\zeta_{0}^{(0)}=2+f^{2}$. Starting from $\zeta_{0}^{(0)}$, the continuation of solutions of (4.2) w.r.t. $\zeta$ first provides almost trivial solutions until they develop into 1 -solitons followed by less
localized higher solitons. From the point of view of FWHM-minimization it is therefore reasonable to continue from $\zeta_{0}^{(0)}$ until the part of the branch containing 1-solitons has been exhausted. Along this part of the branch the optimal solution $A_{j}$ of (4.2) with the minimal FWHM together with the optimal parameter value $\zeta_{0}^{(j)}$ are kept.
Step 3 ( $\omega$-optimization): Now we freeze $f_{1}$ and $\zeta_{0}^{(j)}$. The optimal point $A_{j}$ from the previous step serves as starting point for the subsequent $\omega$-continuation. Beginning with $\omega^{(j-1)}$ the continuation of solutions to (4.2) in the $\omega$-parameter always delivers a closed loop. From this closed $\omega$-loop the optimal solution $B_{j}$ of (4.2) with the minimal FWHM together with the optimal parameter value $\omega^{(j)}$ is kept.

At this point the algorithm is not yet finished since a single optimization in $\zeta_{0}$ followed by a single optimization in $\omega$ is not an adequate substitute for a continuous two-parameter optimization in $\zeta_{0}$ and $\omega$. Therefore, the algorithm has to be suitably iterated until a desired accuracy (measured in the deviations of $A_{j}, B_{j}$ from its predecessors $A_{j-1}, B_{j-1}$ ) is achieved. One might think of using $B_{j}$ as starting point for the next $\zeta_{0}$-continuation. However, this turns out to be non-optimal in some cases because after the update of $\omega^{(j)}$ the solution $B_{j}$ no longer lies on a $\zeta_{0}$-branch that leads to an optimal FWHM. Instead, our strategy is to only keep the value $\omega^{(j)}$, forget the solution $B_{j}$ and iterate by starting again with Step 1 instead of Step 2, i.e., by starting the $f_{1}$-continuation from $f_{1}^{(0)}=0$ (with the by now updated value of $\omega$ ). The subsequent $\zeta_{0}$-continuation of Step 2 provides a $\zeta_{0}$-branch with apparently smaller FWHM.

In Fig. 21 we have illustrated Step 2 and 3 for three different values of the parameters $d, f$ and $f_{1}$. In the first row Fig. 21(a)-(c) we are plotting $\zeta_{0}$-branches, i.e., the intracavity power of the soliton, given by $\|u\|_{2}^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$, versus the value of $\zeta_{0}$ (Step 2, $\zeta_{0^{-}}$ optimization). The points $A_{1}$ indicate the optimal soliton with the smallest FWHM and they are located near a turning point. They serve as starting points for the subsequent $\omega$-continuation (Step 3). The $\omega$-branches, i.e., intracavity power of the soliton versus the value of $\omega$, depicted in Fig. 21(d)-(f) turn out to be closed loops. The points $B_{1}$ indicate the optimal soliton on the closed $\omega$-loop. In the last row Fig. 21(g)-(i) we illustrate the optimality of the points $A_{1}, B_{1}$ by plotting the value of FWHM along the $\zeta_{0}$-branches (blue) and the $\omega$-loops (green). The FWHM is depicted as a function of normalized arc length of the corresponding curves. Since the $\zeta_{0}$-curves are unbounded, we decided to plot the FWHM between the reference points $S_{1}$ (start) before the relevant 1-solitons begin and $E_{1}$ (end) after the relevant 1-solitons have been passed.

An iteration of the $\zeta_{0^{-}}$and $\omega$-optimization steps (until a desired accuracy is reached) provides similar pictures. In our numerical experiments we always performed three optimizations in both of the variables $\zeta_{0}$ and $\omega$ (unless stated otherwise).

### 4.10. Appendix C: Heuristic for finding localized solitons in the case of pumping two arbitrarily distanced modes

By considering additional bifurcations we will demonstrate how the heuristic from Section 4.3 can be adapted to arbitrary values of $k_{1} \geq 2$. A first observation is that the very
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Figure 21. Branches show intracavity power $\|u\|_{2}^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$ of the soliton $u$ plotted vs. values of $\zeta_{0}$ or $\omega$. First row: blue branch as achieved by the first $\zeta_{0^{-}}$ optimization. Second row: green branch as achieved by the first $\omega$-optimization. Third row: FWHM along these branches. Columns correspond to different values of $d, f_{1}, f$.
same heuristic as used in Section 4.3 would lead to solitons which are not only $2 \pi$ - but in fact $2 \pi / k_{1}$-periodic, i.e., the algorithm detects no 1 -solitons. This is essentially due to the fact that starting from a constant solution any kind of parameter-continuation will develop solutions that have the shape of the pump.

However, in contrast to the case $k_{1}=1$, we also detect bifurcations this time. The idea of the adapted heuristic is to switch in every $\zeta_{0}$-optimization step to a bifurcating branch containing 1 -solitons. For $d=0.1, f=2, f_{1}^{2}=25 \% f^{2}$ this is illustrated in Fig. 22(a),(d) for $k_{1}=2,3$. The gray branch is the new additional branch bifurcating from the first continued (blue) branch in $\zeta_{0}$ and $A_{1}$ indicates the optimal point with the minimal FWHM on that branch. The point $A_{1}$ is then used as starting point for the subsequent $\omega$-continuation and from here on we can once again iterate the whole process.

The mentioned bifurcations turn out to be not of simple nature in general. For example, if $k_{1}$ is odd, pde2path detects no bifurcations at all (which may be due to an even number of eigenvalues crossing zero simultaneously). However, we can easily overcome this issue by using an interpolation trick for branch-switching. For that, we consider a $\zeta_{0}$-value near a turning point, where we find two distinct solutions (named $X$ and $Y$ ) for one and the same value of $\zeta_{0}$. In Fig. 22(a) we used $\zeta_{0}=3.3$ and in Fig. 22(d) we used $\zeta_{0}=3.1$ for this purpose and marked the mentioned solutions in red and green, respectively. Fig. 22(b) and Fig. 22(e) show the spatial power distributions of $X$ and $Y$. It turns out that a 1 -soliton-like state, which is not $2 \pi / k_{1}$-periodic anymore, can be glued together from parts of these solutions. The resulting soliton $Z$ is marked in blue in Fig. 22(a) and Fig. 22(d) and its spatial power distribution is given in Fig. 22(c) and Fig. 22(f). The interpolated soliton serves as starting point for another $\zeta_{0}$-continuation yielding the gray branch which actually is a branch which bifurcates from the original curve and connects two of its turning points.
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Figure 22. Example for $d=0.1, f=2$ and $f_{1}^{2}=25 \% f^{2}$. First column: branches show intracavity power $\|u\|_{2}^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(s)|^{2} d s$ of the soliton $u$ plotted vs. $\zeta_{0}$. Blue branch as achieved by first $\zeta_{0}$-continuation and gray branch obtained from first bifurcation from blue branch. Second and third column: spatial power distribution of solutions used for branch-switching. Plots (a)-(c) correspond to the case $k_{1}=2$ while plots (d)-(f) correspond to $k_{1}=3$.
[End of preprint]

## 5. Time-dependent Lugiato-Lefever equation

In Section 5 we are interested in the time-dependent LLE

$$
\begin{equation*}
\mathrm{i} a_{t}=(-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f, \quad a 2 \pi \text {-periodic in } x, \tag{5.1}
\end{equation*}
$$

and in the time-dependent two-mode modification

$$
\begin{equation*}
\mathrm{i} a_{t}=(-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}, \quad a 2 \pi \text {-periodic in } x . \tag{5.2}
\end{equation*}
$$

In Section 5.1 we present some first results on the question if all time-periodic solutions of (5.1) are constant in $t$. This includes Theorem 5.2 which is based on Bendixson's negative criterion and which shows that this is true in the case $d=0$, and Theorem 5.5 which is based on a-priori bounds and shows that for $|f| \ll 1$ all time-periodic solutions of (5.1) are actually constant both in $t$ and in $x$. In Section 5.2 we likewise present some first results on the question if all time-periodic solutions of (5.2) are traveling waves, i.e. of the form $a(t, x)=u(x-\omega t)$, where $\omega=\frac{\nu_{1}}{k_{1}}$ and $u$ is a solution of

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(-\mathrm{i}+\zeta) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} s}=0, \quad u 2 \pi \text {-periodic. } \tag{5.3}
\end{equation*}
$$

In a first step towards this we establish the local uniqueness result Theorem 5.10 which is based on the implicit function theorem and the global uniqueness result Theorem 5.18 which is based on a-priori bounds and holds for $f_{0}^{2}+f_{1}^{2} \ll 1$.

### 5.1. One mode case

The time-dependent LLE (5.1) may or may not have time-periodic solutions which are not constant in $t$. This is a fundamental question which still needs to be answered. In a first step towards this we neglect the dispersion term, i.e. we consider the ODE

$$
\begin{equation*}
\mathrm{i} a_{t}=(-\mathrm{i}+\zeta) a-|a|^{2} a+\mathrm{i} f . \tag{5.4}
\end{equation*}
$$

Splitting $a=u+\mathrm{i} v$ into its real and imaginary part we obtain the first-order system

$$
\begin{equation*}
\binom{u_{t}}{v_{t}}=\binom{-u+\zeta v-u^{2} v-v^{3}+f}{-v-\zeta u+u^{3}+v^{2} u} . \tag{5.5}
\end{equation*}
$$

Our next result relies on Bendixson's negative criterion (cf. [5, p. 318]).
Theorem 5.1 (Bendixson's negative criterion). Assume that $h \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ and that div $h$ does not change sign in $\mathbb{R}^{2}$. Then the system

$$
\begin{equation*}
\binom{u_{t}}{v_{t}}=h(u, v) \tag{5.6}
\end{equation*}
$$

has no non-constant periodic solution.

## 5. Time-dependent Lugiato-Lefever equation

For the reader's convenience we repeat the short proof.
Proof. Assume that $\left(u_{0}, v_{0}\right)$ is a non-constant periodic solution of (5.6) with (smallest) period $T>0$. Then

$$
\Gamma:=\left\{\left(u_{0}(t), v_{0}(t)\right): t \in[0, T]\right\}
$$

is a closed $C^{1}$-curve in $\mathbb{R}^{2}$ with no self-intersection points. Let $\Omega$ denote the interior of $\Gamma$ (cf. Jordan curve theorem). By the divergence theorem we have

$$
\begin{aligned}
\int_{\Omega} \operatorname{div} h(u, v) d(u, v) & =\int_{0}^{T} h\left(u_{0}(t), v_{0}(t)\right) \cdot \nu\left(u_{0}(t), v_{0}(t)\right)\left|\binom{u_{0}^{\prime}(t)}{v_{0}^{\prime}(t)}\right| d t \\
& =\int_{0}^{T} \underbrace{\binom{u_{0}^{\prime}(t)}{v_{0}^{\prime}(t)} \cdot \nu\left(u_{0}(t), v_{0}(t)\right)}_{=0}\left|\binom{u_{0}^{\prime}(t)}{v_{0}^{\prime}(t)}\right| d t=0,
\end{aligned}
$$

where $\nu$ is the outward unit normal vector on $\Gamma$. On the other hand $\int_{\Omega} \operatorname{div} h(u, v) d(u, v) \neq$ 0 since div $h$ does not change sign, which is a contradiction.

Theorem 5.2. Let $\zeta, f \in \mathbb{R}$. Then equation (5.4) has no non-constant periodic solution.
Proof. We find

$$
\operatorname{div}\binom{-u+\zeta v-u^{2} v-v^{3}+f}{-v-\zeta u+u^{3}+v^{2} u}=-1-2 u v+(-1+2 v u)=-2<0
$$

so that the result follows immediately from Bendixson's negative criterion.
We also have the following more general result which draws a connection between the non-existence of non-constant periodic solutions and the non-vanishing of a certain potential $V$.

Theorem 5.3. Let $\zeta, f \in \mathbb{R}$ and assume that $V \in C(\mathbb{R}, \mathbb{R})$ is periodic and that $V$ has no zeros. Then the differential equation

$$
\mathrm{i} V(t) a_{t}=(-\mathrm{i}+\zeta) a-|a|^{2} a+\mathrm{i} f
$$

has no non-constant periodic solution.
Proof. W.l.o.g. we can assume $V>0$. Splitting $a=u+\mathrm{i} v$ we get

$$
\binom{V(t) u_{t}}{V(t) v_{t}}=\binom{-u+\zeta v-u^{2} v-v^{3}+f}{-v-\zeta u+u^{3}+v^{2} u} .
$$

Let us assume that $(u, v)$ is a non-constant periodic solution of this system. Consider the bijective function $H \in C^{1}(\mathbb{R}, \mathbb{R})$ defined by

$$
H(t):=\int_{0}^{t} \frac{1}{V(\tau)} d \tau
$$

For $\tilde{u}, \tilde{v}$ defined via $u(t)=\tilde{u}(H(t))$ and $v(t)=\tilde{v}(H(t))$ we then find

$$
\begin{aligned}
\tilde{u}_{t}(H(t)) & =V(t) \tilde{u}_{t}(H(t)) \frac{1}{V(t)}=V(t) u_{t}(t)=-u(t)+\zeta v(t)-u(t)^{2} v(t)-v(t)^{3}+f \\
& =-\tilde{u}(H(t))+\zeta \tilde{v}(H(t))-\tilde{u}(H(t))^{2} \tilde{v}(H(t))-\tilde{v}(H(t))^{3}+f
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{v}_{t}(H(t)) & =V(t) \tilde{v}_{t}(H(t)) \frac{1}{V(t)}=V(t) v_{t}(t)=-v(t)-\zeta u(t)+u(t)^{3}+v(t)^{2} u(t) \\
& =-\tilde{v}(H(t))-\zeta \tilde{u}(H(t))+\tilde{u}(H(t))^{3}+\tilde{v}(H(t))^{2} \tilde{u}(H(t))
\end{aligned}
$$

so that ( $\tilde{u}, \tilde{v}$ ) solves the autonomous system (5.5). But from Theorem 5.2 we know that this system has no non-constant periodic solution so that the proof is finished if we can ensure that $(\tilde{u}, \tilde{v})$ is periodic. Note that the latter follows from the fact that $(\tilde{u}, \tilde{v})$ is a non-injective solution of an autonomous system. Observe also that ( $\tilde{u}, \tilde{v}$ ) directly inherits its non-injectivity from $(u, v)$.

Let us return to the general case where the dispersion term is not neglected anymore. For small values of $|f|$ we can provide a global uniqueness result for time-periodic solutions of (5.1) which is based on the following a-priori bounds. Let us abbreviate $(a(t))(x)=a(t, x), \zeta^{ \pm}=\max \{0, \pm \zeta\}$ and write $\|\cdot\|_{p}$ for the standard norm on $L^{p}(0,2 \pi)$ for $p \in[1, \infty]$.

Theorem 5.4. Let $d \in \mathbb{R} \backslash\{0\}, f, \zeta \in \mathbb{R}$ and $T>0$. Then for every solution $a \in$ $C_{\text {per }}^{1}\left([0, T], H_{\text {per }}^{2}(0,2 \pi)\right)$ of (5.1) the a-priori bounds

$$
\sup _{t \in[0, T]}\|a(t)\|_{2}^{2} \leq F^{2}, \quad \sup _{t \in[0, T]}\left\|a_{x}(t)\right\|_{2}^{2} \leq B, \quad\|a\|_{L^{\infty}((0, T) \times(0,2 \pi))}^{2} \leq C
$$

hold, where

$$
\begin{aligned}
& F=F(f)=\sqrt{2 \pi}|f|, \\
& B=B(d, f, \zeta)= \begin{cases}\frac{F^{2}}{|d|}\left(\zeta^{+}+3\right), \\
\frac{1}{4 d^{2}}\left(4 d F^{2}\left(2 \zeta^{-}+6+d\right)+45 F^{6}\right), & d>0,\end{cases} \\
& C=C(d, f, \zeta)=\frac{F^{2}}{2 \pi}+2 F \sqrt{B} .
\end{aligned}
$$

Now we can state our global uniqueness result.
Theorem 5.5. Let $d \in \mathbb{R} \backslash\{0\}, f, \zeta \in \mathbb{R}$ and $T>0$. Then (5.1) has a unique solution $a \in C_{\text {per }}^{1}\left([0, T], H_{\text {per }}^{2}(0,2 \pi)\right)$ if $3 C<1$, where $C=C(d, f, \zeta)$ is the constant from Theorem 5.4. In particular, $|f| \ll 1$ is sufficient. The corresponding unique solution is constant both in $t$ and in $x$.

Theorem 5.4 and Theorem 5.5 will follow from the more general results Theorem 5.16 and Theorem 5.18 of Section 5.2 by setting $f_{1}=0$. Finally, we note that it remains
unanswered if there is a choice of the parameters $d, f, \zeta$ such that (5.1) admits a timeperiodic solution which is not constant in $t$.

### 5.2. Two mode case

Every solution $u$ of (5.3) from Section 3 generates a time-periodic solution of (5.2) by setting $a(t, x)=u(x-\omega t)$ with $\omega=\frac{\nu_{1}}{k_{1}}$ and it is an open question if solutions exist which are not of that type. In a first step towards this we establish a local uniqueness result based on the implicit function theorem and a global uniqueness result (for small normalized total input power) based on a-priori bounds. Let us abbreviate $T=\frac{2 \pi}{\left|\nu_{1}\right|}$ and $\Omega=(0, T) \times(0,2 \pi)$. Recall that in the special case $f_{1}=0$ there are trivial (constant) solutions $a_{0} \in \mathbb{C}$ of (5.2) satisfying the algebraic equation

$$
(-\mathrm{i}+\zeta) a_{0}-\left|a_{0}\right|^{2} a_{0}+\mathrm{i} f_{0}=0
$$

cf. (3.4). As in Section 3.2.1 a constant solution $a_{0} \in \mathbb{C}$ of (5.2) for $f_{1}=0$ may be continued into the regime where $f_{1} \neq 0$. This relies on the properties of the linearized equation

$$
\mathrm{i} \psi_{t}=(-\mathrm{i}+\zeta) \psi-d \psi_{x x}-2\left|a_{0}\right|^{2} \psi-a_{0}^{2} \bar{\psi}
$$

We decompose $\psi=\sum_{k, l \in \mathbb{Z}} \psi_{k, l} \mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} l \frac{2 \pi}{T} t}$ and define the operator

$$
\begin{equation*}
L_{a_{0}} \psi=\sum_{k, l \in \mathbb{Z}}\left(l \frac{2 \pi}{T} \psi_{k, l}-\mathrm{i} \psi_{k, l}+\zeta \psi_{k, l}+d k^{2} \psi_{k, l}-2\left|a_{0}\right|^{2} \psi_{k, l}-a_{0}^{2} \psi_{-k,-l}^{*}\right) \mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} l \frac{2 \pi}{T} t} \tag{5.7}
\end{equation*}
$$

on $L^{2}(\Omega)$ with canonical domain

$$
D\left(L_{a_{0}}\right)=\left\{\psi \in L^{2}(\Omega): \sum_{k, l \in \mathbb{Z}}\left|l \frac{2 \pi}{T}+d k^{2}\right|^{2}\left|\psi_{k, l}\right|^{2}<\infty\right\} .
$$

Here we write $\psi_{-k,-l}^{*}:=\overline{\psi_{-k,-l}}$.
Definition 5.6. A constant solution $a_{0} \in \mathbb{C}$ of (5.2) for $f_{1}=0$ is called non-degenerate if the linearized operator $L_{a_{0}}$ from (5.7) is injective.

Next we derive conditions for the invertibility of $L_{a_{0}}$.
Lemma 5.7. $A$ constant solution $a_{0} \in \mathbb{C}$ of (5.2) for $f_{1}=0$ is non-degenerate if and only if

$$
\left(\zeta+d k^{2}\right)^{2}-4\left|a_{0}\right|^{2}\left(\zeta+d k^{2}\right)+1+3\left|a_{0}\right|^{4} \neq 0 \text { for all } k \in \mathbb{N}_{0} .
$$

In this case $L_{a_{0}}: D\left(L_{a_{0}}\right) \rightarrow L^{2}(\Omega)$ is invertible.
Remark 5.8. Note that this condition already appeared in Lemma 3.4(b) and was discussed in Remark 3.5.

Proof of Lemma 5.7. Let $g=\sum_{k, l \in \mathbb{Z}} g_{k, l} \mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} l \frac{2 \pi}{T} t} \in L^{2}(\Omega)$ be arbitrary. The equation $L_{a_{0}} \psi=g$ then means

$$
\left(l \frac{2 \pi}{T}-\mathrm{i}+\zeta+d k^{2}-2\left|a_{0}\right|^{2}\right) \psi_{k, l}-a_{0}^{2} \psi_{-k,-l}^{*}=g_{k, l} \text { for all } k, l \in \mathbb{Z}
$$

If we also write down the complex conjugate of this equation

$$
-{\overline{a_{0}}}^{2} \psi_{k, l}+\left(-l \frac{2 \pi}{T}+\mathrm{i}+\zeta+d k^{2}-2\left|a_{0}\right|^{2}\right) \psi_{-k,-l}^{*}=g_{-k,-l}^{*}
$$

we find

$$
\left(\begin{array}{cc}
l \frac{2 \pi}{T}-\mathrm{i}+\zeta+d k^{2}-2\left|a_{0}\right|^{2} & -a_{0}^{2} \\
-{\overline{a_{0}}}^{2} & -l \frac{2 \pi}{T}+\mathrm{i}+\zeta+d k^{2}-2\left|a_{0}\right|^{2}
\end{array}\right)\binom{\psi_{k, l}}{\psi_{-k,-l}^{*}}=\binom{g_{k, l}}{g_{-k,-l}^{*}}
$$

If we wish $L_{a_{0}}$ to be injective these matrices need to be invertible which leads to

$$
D(k, l):=\left(\zeta+d k^{2}\right)^{2}-4\left(\zeta+d k^{2}\right)\left|a_{0}\right|^{2}+3\left|a_{0}\right|^{4}+1-l^{2} \frac{4 \pi^{2}}{T^{2}}+l \frac{4 \pi}{T} \mathrm{i} \neq 0 \text { for all } k, l \in \mathbb{Z}
$$

For $l \neq 0$ this is trivially satisfied so that this condition amounts to

$$
\left(\zeta+d k^{2}\right)^{2}-4\left(\zeta+d k^{2}\right)\left|a_{0}\right|^{2}+3\left|a_{0}\right|^{4}+1 \neq 0 \text { for all } k \in \mathbb{N}_{0}
$$

In this case,

$$
\psi_{k, l}=\frac{\left(-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\right) g_{k, l}+a_{0}^{2} g_{-k,-l}^{*}}{D(k, l)} .
$$

Next we want to show that this defines an element $\psi \in D\left(L_{a_{0}}\right)$, whence $L_{a_{0}}$ is surjective. First we show that $\psi \in L^{2}(\Omega)$. Note that $|D(k, l)|^{2}$ is bounded away from zero since

$$
|D(k, l)|^{2} \geq l^{2} \frac{16 \pi^{2}}{T^{2}} \geq \frac{16 \pi^{2}}{T^{2}} \text { for } l \neq 0
$$

and since

$$
D(k, 0)=\left(\zeta+d k^{2}\right)^{2}-4\left(\zeta+d k^{2}\right)\left|a_{0}\right|^{2}+3\left|a_{0}\right|^{4}+1 \rightarrow \infty \text { for }|k| \rightarrow \infty
$$

Thus,

$$
\frac{a_{0}^{2} g_{-k,-l}^{*}}{D(k, l)} \in \ell^{2}\left(\mathbb{Z}^{2}\right)
$$

and it remains to show

$$
h_{k, l}:=\frac{\left(-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\right) g_{k, l}}{D(k, l)} \in \ell^{2}\left(\mathbb{Z}^{2}\right) .
$$

For $k, l \in \mathbb{Z}$ with $\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2}\left|\leq\left|a_{0}\right|^{4}+1\right.$ we can use once again that
$D(k, l)$ is bounded away from zero to get $\left|h_{k, l}\right| \leq C\left|g_{k, l}\right|$ for some constant $C>0$. In the case $\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2}\left|>\left|a_{0}\right|^{4}+1\right.$ we get

$$
\begin{aligned}
\left|h_{k, l}\right| & =\left|\frac{\left(-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\right) g_{k, l}}{\left(-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\right)\left(l l_{T} \frac{2 \pi}{T}+d k^{2}-\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\right)-\left|a_{0}\right|^{4}}\right| \\
& \leq \frac{\left.\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2} \right\rvert\,}{\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2}| | l \frac{2 \pi}{T}+d k^{2}-\mathrm{i}+\zeta-2\left|a_{0}\right|^{2}\left|-\left|a_{0}\right|^{4}\right.}\left|g_{k, l}\right| \\
& \leq \frac{\left.\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2} \right\rvert\,}{\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2}\left|-\left|a_{0}\right|^{4}\right.}\left|g_{k, l}\right| \\
& =\left(1+\frac{\left|a_{0}\right|^{4}}{\left.\left|-l \frac{2 \pi}{T}+d k^{2}+\mathrm{i}+\zeta-2\right| a_{0}\right|^{2}\left|-\left|a_{0}\right|^{4}\right.}\right)\left|g_{k, l}\right| \\
& \leq\left(1+\left|a_{0}\right|^{4}\right)\left|g_{k, l}\right|
\end{aligned}
$$

so that $h_{k, l} \in \ell^{2}\left(\mathbb{Z}^{2}\right)$ and thus $\psi \in L^{2}(\Omega)$ is proven. Finally, to obtain $\psi \in D\left(L_{a_{0}}\right)$ note that by construction we have

$$
\sum_{k, l \in \mathbb{Z}}\left|\left(l \frac{2 \pi}{T}-\mathrm{i}+\zeta+d k^{2}-2\left|a_{0}\right|^{2}\right) \psi_{k, l}-a_{0}^{2} \psi_{-k,-l}^{*}\right|^{2}=\sum_{k, l \in \mathbb{Z}}\left|g_{k, l}\right|^{2}<\infty
$$

which due to $\psi \in L^{2}(\Omega)$ easily implies

$$
\sum_{k, l \in \mathbb{Z}}\left|l \frac{2 \pi}{T}+d k^{2}\right|^{2}\left|\psi_{k, l}\right|^{2}<\infty
$$

Remark 5.9. Note that the above proof in fact shows that $L_{a_{0}}^{-1}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is continuous which also implies the continuity of $L_{a_{0}}^{-1}: H_{\mathrm{per}}^{2}(\Omega) \rightarrow H_{\mathrm{per}}^{2}(\Omega)$ since $L_{a_{0}}$ commutes with derivatives. Roughly speaking, we do not know how much regularity we gain by applying $L_{a_{0}}^{-1}$ but at least we do not lose regularity.

From the implicit function theorem we find the following continuation result.
Theorem 5.10. Let $d \in \mathbb{R} \backslash\{0\}, \zeta, f_{0}, \nu_{1} \in \mathbb{R}$ and $k_{1} \in \mathbb{N}$ be fixed. Let furthermore $a_{0} \in \mathbb{C}$ be a constant non-degenerate solution of (5.2) for $f_{1}=0$. Then there exist neighborhoods $(-\delta, \delta) \subset \mathbb{R}$ of 0 and $B_{\varepsilon}\left(a_{0}\right) \subset H_{p e r}^{2}(\Omega)$ of $a_{0}$ and a continuously differentiable curve $\tilde{a}:(-\delta, \delta) \rightarrow B_{\varepsilon}\left(a_{0}\right)$ with $\tilde{a}(0)=a_{0}$ such that all solutions $\left(f_{1}, a\right)$ of (5.2) in $(-\delta, \delta) \times B_{\varepsilon}\left(a_{0}\right)$ are exactly given by $\left\{\left(\tilde{f}_{1}, \tilde{a}\left(\tilde{f}_{1}\right)\right): \tilde{f}_{1} \in(-\delta, \delta)\right\}$.

Proof. The operator $L_{a_{0}}: D\left(L_{a_{0}}\right) \rightarrow L^{2}(\Omega)$ is invertible by the non-degeneracy assumption. Consider the map

$$
A:\left\{\begin{aligned}
\mathbb{R} \times H_{\mathrm{per}}^{2}(\Omega) & \rightarrow L_{a_{0}}\left(H_{\mathrm{per}}^{2}(\Omega)\right), \\
\left(f_{1}, a\right) & \mapsto-\mathrm{i} a_{t}+(-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} .
\end{aligned}\right.
$$

Note that $A$ is well-defined since

$$
A\left(f_{1}, a\right)=L_{a_{0}} a+2\left|a_{0}\right|^{2} a+a_{0}^{2} \bar{a}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}
$$

and

$$
2\left|a_{0}\right|^{2} a+a_{0}^{2} \bar{a}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \in H_{\text {per }}^{2}(\Omega) \subset L_{a_{0}}\left(H_{\text {per }}^{2}(\Omega)\right),
$$

cf. Remark 5.9. We equip $L_{a_{0}}\left(H_{\text {per }}^{2}(\Omega)\right)$ with the norm $\|g\|_{L_{a_{0}}\left(H_{\text {per }}^{2}(\Omega)\right)}=\left\|L_{a_{0}}^{-1} g\right\|_{H_{\text {per }}^{2}(\Omega)}$ so that $\left.L_{a_{0}}\right|_{H_{\text {per }}^{2}(\Omega)}: H_{\text {per }}^{2}(\Omega) \rightarrow L_{a_{0}}\left(H_{\text {per }}^{2}(\Omega)\right)$ becomes an isometric isomorphism and $L_{a_{0}}\left(H_{\text {per }}^{2}(\Omega)\right)$ a Banach space. Since $A\left(0, a_{0}\right)=0$ and $\partial_{a} A\left(0, a_{0}\right)=\left.L_{a_{0}}\right|_{H_{\text {per }}^{2}(\Omega)}: H_{\text {per }}^{2}(\Omega) \rightarrow$ $L_{a_{0}}\left(H_{\mathrm{per}}^{2}(\Omega)\right)$ is invertible, the assertion follows from the implicit function theorem.

In fact, we can provide some more information about the deduced solutions.
Corollary 5.11. In the setting of Theorem 5.10, $\tilde{a}\left(\tilde{f}_{1}\right)$ is a traveling wave of the form $u(x-\omega t)$ for $\left|\tilde{f}_{1}\right|$ sufficiently small. Here, $\omega=\frac{\nu_{1}}{k_{1}}$ and $u$ is a $\frac{2 \pi}{k_{1}}$-periodic solution of (5.3).

Proof. Note that Theorem 3.6 provides continuations $u$ of $a_{0}$ which are not only $2 \pi$ - but in fact $\frac{2 \pi}{k_{1}}$-periodic ${ }^{6}$, cf. Section 4.10. Thus, $a(t, x)=u(x-\omega t)$ has time-periodicity $\frac{2 \pi}{k_{1}|\omega|}=T$ and space-periodicity $\frac{2 \pi}{k_{1}}$. In particular, $a \in H_{\mathrm{per}}^{2}(\Omega)$. By uniqueness, the assertion follows.

Remark 5.12. The benefit of Theorem 5.10 lies less in the existence part but rather in the statement that the locally uniqueness of $\tilde{a}\left(\tilde{f}_{1}\right)$ is no longer restricted to traveling waves but holds for all space- and time-periodic solutions.

Next we want to analyze the domain $D\left(L_{a_{0}}\right)$ and point out why global continuation results seem to be challenging in this setting. For this we introduce the norm

$$
\|\psi\|_{D\left(L_{a_{0}}\right)}^{2}=\sum_{k, l \in \mathbb{Z}}\left(1+\left|l \frac{2 \pi}{T}+d k^{2}\right|^{2}\right)\left|\psi_{k, l}\right|^{2}
$$

on $D\left(L_{a_{0}}\right)$ which makes the operator $L_{a_{0}}:\left(D\left(L_{a_{0}}\right),\|\cdot\|_{D\left(L_{a_{0}}\right)}\right) \rightarrow L^{2}(\Omega)$ continuous.
Proposition 5.13. The embedding $\left(D\left(L_{a_{0}}\right),\|\cdot\|_{D\left(L_{a_{0}}\right)}\right) \hookrightarrow L^{2}(\Omega)$ is not compact.
Proof. For every $k \in \mathbb{N}$ we can choose $l(k) \in \mathbb{Z}$ such that

$$
\left|l(k) \frac{2 \pi}{T}+d k^{2}\right|^{2} \leq \frac{\pi^{2}}{T^{2}} .
$$

The sequence $\left(\mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i}(k) \frac{2 \pi}{T} t}\right)_{k \in \mathbb{N}}$ is bounded in $\left(D\left(L_{a_{0}}\right),\|\cdot\|_{D\left(L_{a_{0}}\right)}\right)$ since

$$
\left\|\mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} l(k) \frac{2 \pi}{T} t}\right\|_{D\left(L_{a_{0}}\right)}^{2}=1+\left|l(k) \frac{2 \pi}{T}+d k^{2}\right|^{2} \leq 1+\frac{\pi^{2}}{T^{2}} .
$$

${ }^{6}$ In case of $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ we can work in $H_{\text {per }}^{2}\left(0, \frac{2 \pi}{k_{1}}\right)$ instead of $H_{\text {per }}^{2}(0,2 \pi)$ in Theorem 3.6.

But due to

$$
\left\|\mathrm{e}^{\mathrm{i} k_{1} x} \mathrm{e}^{\mathrm{i} l\left(k_{1}\right) \frac{2 \pi}{T} t}-\mathrm{e}^{\mathrm{i} k_{2} x} \mathrm{e}^{\mathrm{i}\left(k_{2}\right) \frac{2 \pi}{T} t}\right\|_{L^{2}(\Omega)}^{2}=4 \pi T \text { for } k_{1} \neq k_{2}
$$

this sequence has no convergent subsequence in $L^{2}(\Omega)$.
Next we want to show that there are no choices of $T>0$ and $d \neq 0$ such that

$$
\left|l \frac{2 \pi}{T}+d k^{2}\right| \geq \varepsilon_{0}
$$

for some $\varepsilon_{0}>0$ and almost all $(k, l) \in \mathbb{Z}^{2}$. Note that in the case $\frac{T d}{2 \pi} \in \mathbb{Q}$ this is easily proven. In fact, if $\frac{T d}{2 \pi}=\frac{m}{n}$ for some $m \in \mathbb{Z}$ and $n \in \mathbb{N}$, then with $(k(r), l(r))=$ $\left(r n,-r^{2} m n\right), r \in \mathbb{Z}$ one finds

$$
\left|l(r) \frac{2 \pi}{T}+d k(r)^{2}\right|=\frac{2 \pi}{T}\left|l(r)+\frac{T d}{2 \pi} k(r)^{2}\right|=\frac{2 \pi}{T}\left|-r^{2} m n+\frac{m}{n} r^{2} n^{2}\right|=0 .
$$

The case $\frac{T d}{2 \pi} \notin \mathbb{Q}$ is more complicated. Note that here the assertion can be reformulated as

$$
\inf _{(k, l) \in \mathbb{Z}^{2} \backslash\{(0,0)\}}\left|l \frac{2 \pi}{T}+d k^{2}\right|=0 .
$$

To show this we will need the following result from Heilbronn (cf. [30]).
Theorem 5.14. For every integer $N \geq 1$ and every real $\theta$, integers $n$ and $g$ can be found such that

$$
1 \leq n \leq N, \quad\left|n^{2} \theta-g\right| \leq c(\eta) N^{-\frac{1}{2}+\eta},
$$

where $\eta$ is an arbitrarily small positive number and where $c(\eta)$ depends on $\eta$ only.
We can use Theorem 5.14 to obtain the following statement.
Proposition 5.15. Let $T>0$ and $d \neq 0$ be such that $\frac{T d}{2 \pi} \notin \mathbb{Q}$. Then

$$
\inf _{(k, l) \in \mathbb{Z}^{2} \backslash\{(0,0)\}}\left|l \frac{2 \pi}{T}+d k^{2}\right|=0 .
$$

Proof. Choose $\theta=-\frac{T d}{2 \pi}, \eta=\frac{1}{4}$ and consider $N \rightarrow \infty$ in Theorem 5.14.
Next we want to establish a global uniqueness result which is based on the following a-priori bounds.

Theorem 5.16. Let $d \in \mathbb{R} \backslash\{0\}, f_{0}, f_{1}, \zeta, \nu_{1} \in \mathbb{R}$ and $k_{1} \in \mathbb{N}$. Then for every solution $a \in C_{p e r}^{1}\left([0, T], H_{p e r}^{2}(0,2 \pi)\right)$ of (5.2) the a-priori bounds

$$
\sup _{t \in[0, T]}\|a(t)\|_{2}^{2} \leq F^{2}, \quad \sup _{t \in[0, T]}\left\|a_{x}(t)\right\|_{2}^{2} \leq B, \quad\|a\|_{L^{\infty}(\Omega)}^{2} \leq C
$$

hold, where

$$
F=F\left(f_{0}, f_{1}\right)=\sqrt{2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)}
$$

## 5. Time-dependent Lugiato-Lefever equation

$$
\begin{aligned}
& B=B\left(d, f_{0}, f_{1}, \nu_{1}, \zeta\right)= \begin{cases}\frac{F}{|d|}\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{+}+2\right) F\right), & d<0, \\
\frac{8 d F\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{-}+2\right) F\right)+4 d^{2} F^{2}+45 F^{6}}{4 d^{2}}, & d>0,\end{cases} \\
& C=C\left(d, f_{0}, f_{1}, \nu_{1}, \zeta\right)=\frac{F^{2}}{2 \pi}+2 F \sqrt{B} .
\end{aligned}
$$

Proof. The proof is divided into three steps.
Step 1. We first prove the estimate

$$
\begin{equation*}
\sup _{t \in[0, T]}\|a(t)\|_{2}^{2} \leq F^{2}=2 \pi\left(f_{0}^{2}+f_{1}^{2}\right) \tag{5.8}
\end{equation*}
$$

To this end note that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\|a(t)\|_{2}^{2} & =2 \operatorname{Re} \int_{0}^{2 \pi} \bar{a} a_{t} d x \\
& \stackrel{(5.2)}{=}-2 \operatorname{Re} \int_{0}^{2 \pi} \bar{a} \mathrm{i}\left((-\mathrm{i}+\zeta) a-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) d x \\
& =-2 \operatorname{Re} \int_{0}^{2 \pi} \bar{a}\left(a+\zeta \mathrm{i} a-\mathrm{i} d a_{x x}-\mathrm{i}|a|^{2} a-f_{0}-f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) d x \\
& =-2\|a(t)\|_{2}^{2}+2 \operatorname{Re} \int_{0}^{2 \pi} \bar{a}\left(f_{0}+f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) d x \\
& \leq-2\|a(t)\|_{2}^{2}+2\|a(t)\|_{2}\left\|f_{0}+f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} \cdot-\nu_{1} t\right)}\right\|_{2} \\
& =-2\|a(t)\|_{2}^{2}+2\|a(t)\|_{2} \sqrt{2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)} \\
& \leq-\|a(t)\|_{2}^{2}+2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)
\end{aligned}
$$

so that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathrm{e}^{t}\|a(t)\|_{2}^{2}\right) \leq 2 \pi\left(f_{0}^{2}+f_{1}^{2}\right) \mathrm{e}^{t}
$$

By integration this yields

$$
\|a(t)\|_{2}^{2} \leq \mathrm{e}^{-t}\|a(0)\|_{2}^{2}+2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)\left(1-\mathrm{e}^{-t}\right)
$$

Now let $t \in[0, T]$. Then, for $m \in \mathbb{N}$, we get

$$
\|a(t)\|_{2}^{2}=\|a(t+m T)\|_{2}^{2} \leq \mathrm{e}^{-(t+m T)}\|a(0)\|_{2}^{2}+2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)\left(1-\mathrm{e}^{-(t+m T)}\right)
$$

by the time-periodicity of $a$. Finally, $m \rightarrow \infty$ yields

$$
\|a(t)\|_{2}^{2} \leq 2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)
$$

## 5. Time-dependent Lugiato-Lefever equation

Step 2. Next we show

$$
\sup _{t \in[0, T]}\left\|a_{x}(t)\right\|_{2}^{2} \leq B= \begin{cases}\frac{F}{|d|}\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{+}+2\right) F\right), & d<0,  \tag{5.9}\\ \frac{8 d F\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{-}+2\right) F\right)+4 d^{2} F^{2}+45 F^{6}}{4 d^{2}}, & d>0 .\end{cases}
$$

For this let us introduce the modified energy (cf. [33])

$$
\mathcal{E}(t, b)=\frac{d}{2}\left\|b_{x}\right\|_{2}^{2}-\frac{1}{4}\|b\|_{4}^{4}+\operatorname{Re} \int_{0}^{2 \pi}\left(\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) \bar{b} d x+\frac{\zeta}{2}\|b\|_{2}^{2}
$$

for $t \geq 0$ and $b \in H_{\mathrm{per}}^{1}(0,2 \pi)$. Then,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t, a(t)) & =\operatorname{Re} \int_{0}^{2 \pi} d a_{x} \bar{a}_{x t}-|a|^{2} a \bar{a}_{t}+\left(\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) \bar{a}_{t}+\zeta a \bar{a}_{t}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& =\operatorname{Re} \int_{0}^{2 \pi}\left(-d a_{x x}-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}+\zeta a\right) \bar{a}_{t}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& \stackrel{(5.2)}{=} \operatorname{Re} \int_{0}^{2 \pi} \mathrm{i}\left(a_{t}+a\right) \bar{a}_{t}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& =\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} a \bar{a}_{t}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& =\operatorname{Re} \int_{0}^{2 \pi}-\mathrm{i} a_{t} \bar{a}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& \stackrel{(5.2)}{=} \operatorname{Re} \int_{0}^{2 \pi}\left((\mathrm{i}-\zeta) a+d a_{x x}+|a|^{2} a-\mathrm{i} f_{0}-\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) \bar{a}+\nu_{1} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& =-\zeta\|a(t)\|_{2}^{2}-d\left\|a_{x}(t)\right\|_{2}^{2}+\|a(t)\|_{4}^{4}-\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} f_{0}+\left(\mathrm{i}-\nu_{1}\right) f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x \\
& =-2 \mathcal{E}(t, a(t))+\frac{1}{2}\|a(t)\|_{4}^{4}+\operatorname{Re} \int_{0}^{2 \pi} \mathrm{i} f_{0}+\left(\mathrm{i}+\nu_{1}\right) f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)} \bar{a} d x .
\end{aligned}
$$

In order to prove (5.9) we first suppose $d<0$. In this case

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t, a(t)) \geq-2 \mathcal{E}(t, a(t))-\sqrt{2 \pi} \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}}\|a(t)\|_{2} \\
& \stackrel{(5.8)}{\geq}-2 \mathcal{E}(t, a(t))-2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} \tag{5.10}
\end{align*}
$$

so that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathrm{e}^{2 t} \mathcal{E}(t, a(t))\right) \geq-2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} \mathrm{e}^{2 t}
$$

By integration we find

$$
\mathcal{E}(t, a(t)) \geq \mathrm{e}^{-2 t} \mathcal{E}(0, a(0))-\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}}\left(1-\mathrm{e}^{-2 t}\right)
$$

## 5. Time-dependent Lugiato-Lefever equation

Now let $t \in[0, T]$. Then, for $m \in \mathbb{N}$, we get

$$
\begin{aligned}
\mathcal{E}(t, a(t)) & =\mathcal{E}(t+m T, a(t+m T)) \\
& \geq \mathrm{e}^{-2(t+m T)} \mathcal{E}(0, a(0))-\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}}\left(1-\mathrm{e}^{-2(t+m T)}\right)
\end{aligned}
$$

by the periodicity of $\mathcal{E}(\cdot, a(\cdot))$ and hence

$$
\mathcal{E}(t, a(t)) \geq-\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} .
$$

Thus,

$$
\begin{aligned}
& -\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} \\
& \quad \leq \frac{d}{2}\left\|a_{x}(t)\right\|_{2}^{2}-\frac{1}{4}\|a(t)\|_{4}^{4}+\operatorname{Re} \int_{0}^{2 \pi}\left(\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) \bar{a} d x+\frac{\zeta}{2}\|a(t)\|_{2}^{2} \\
& \quad \stackrel{(5.8)}{\leq} \frac{d}{2}\left\|a_{x}(t)\right\|_{2}^{2}+\sqrt{2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)}\|a(t)\|_{2}+\pi \zeta^{+}\left(f_{0}^{2}+f_{1}^{2}\right) \\
& \quad \stackrel{(5.8)}{\leq} \frac{d}{2}\left\|a_{x}(t)\right\|_{2}^{2}+2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)+\pi \zeta^{+}\left(f_{0}^{2}+f_{1}^{2}\right)
\end{aligned}
$$

from where we finally deduce

$$
\begin{aligned}
\left\|a_{x}(t)\right\|_{2}^{2} & \leq \frac{2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}}}{|d|}\left(\sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{+}+2\right) \sqrt{f_{0}^{2}+f_{1}^{2}}\right) \\
& =\frac{F}{|d|}\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{+}+2\right) F\right) .
\end{aligned}
$$

Assuming now $d>0$ the estimate (5.10) becomes

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t, a(t)) \leq-2 \mathcal{E}(t, a(t))+\frac{1}{2} \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}}
$$

so that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathrm{e}^{2 t} \mathcal{E}(t, a(t))\right) \leq \frac{\mathrm{e}^{2 t}}{2} \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} \mathrm{e}^{2 t} .
$$

By integration,

$$
\mathcal{E}(t, a(t)) \leq \mathrm{e}^{-2 t} \mathcal{E}(0, a(0))+\frac{1-\mathrm{e}^{-2 t}}{4}\left(\sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+4 \pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}}\right)
$$

## 5. Time-dependent Lugiato-Lefever equation

and hence

$$
\mathcal{E}(t, a(t)) \leq \frac{1}{4} \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} .
$$

Thus,

$$
\begin{aligned}
& \frac{1}{4} \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+\pi \sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}} \sqrt{f_{0}^{2}+f_{1}^{2}} \\
& \quad \geq \frac{d}{2}\left\|a_{x}(t)\right\|_{2}^{2}-\frac{1}{4}\|a(t)\|_{4}^{4}+\operatorname{Re} \int_{0}^{2 \pi}\left(\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right) \bar{a} d x+\frac{\zeta}{2}\|a(t)\|_{2}^{2} \\
& \quad \stackrel{(5.8)}{\geq} \frac{d}{2}\left\|a_{x}(t)\right\|_{2}^{2}-\frac{1}{4} \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}-2 \pi\left(f_{0}^{2}+f_{1}^{2}\right)-\pi \zeta^{-}\left(f_{0}^{2}+f_{1}^{2}\right)
\end{aligned}
$$

from where we find

$$
\begin{aligned}
d\left\|a_{x}(t)\right\|_{2}^{2} & \leq \sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+2 \pi \sqrt{f_{0}^{2}+f_{1}^{2}}\left(\sqrt{f_{0}^{2}+f_{1}^{2}+\nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{-}+2\right) \sqrt{f_{0}^{2}+f_{1}^{2}}\right) \\
& =\sup _{r \in[0, T]}\|a(r)\|_{4}^{4}+F\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{-}+2\right) F\right) .
\end{aligned}
$$

Using the Gagliardo-Nirenberg inequality (cf. Lemma 5.17 below) and Young's inequality we can control the fourth order term,

$$
\begin{aligned}
\|a(r)\|_{4}^{4} & \leq \frac{64}{27} \sqrt{2}\|a(r)\|_{2}^{3}\|a(r)\|_{H^{1}(0,2 \pi)} \\
& \leq \frac{64}{27} \sqrt{2}\left(\frac{27 d}{128 \sqrt{2}}\|a(r)\|_{H^{1}(0,2 \pi)}^{2}+\frac{32 \sqrt{2}}{27 d}\|a(r)\|_{2}^{6}\right) \\
& =\frac{d}{2}\left\|a_{x}(r)\right\|_{2}^{2}+\frac{d}{2}\|a(r)\|_{2}^{2}+\frac{4096}{729 d}\|a(r)\|_{2}^{6} \\
& \stackrel{(5.8)}{\leq} \frac{d}{2}\left\|a_{x}(r)\right\|_{2}^{2}+\frac{F^{2} d}{2}+\frac{45}{8 d} F^{6} .
\end{aligned}
$$

Combining the previous two estimates we find

$$
\sup _{t \in[0, T]}\left\|a_{x}(t)\right\|_{2}^{2} \leq \frac{8 d F\left(\sqrt{F^{2}+2 \pi \nu_{1}^{2} f_{1}^{2}}+\left(\zeta^{-}+2\right) F\right)+4 d^{2} F^{2}+45 F^{6}}{4 d^{2}} .
$$

Step 3. Finally we prove

$$
\|a\|_{L^{\infty}(\Omega)}^{2} \leq C=\frac{F^{2}}{2 \pi}+2 F \sqrt{B}
$$

## 5. Time-dependent Lugiato-Lefever equation

Using (5.8) we find for every $t \in[0, T]$ an element $x_{t} \in[0,2 \pi]$ such that

$$
\left|a\left(t, x_{t}\right)\right|^{2} \leq \frac{F^{2}}{2 \pi}
$$

Now we can conclude

$$
\begin{aligned}
\left|a(t, x)^{2}\right| & \leq\left|a\left(t, x_{t}\right)^{2}\right|+\left|a(t, x)^{2}-a\left(t, x_{t}\right)^{2}\right| \leq \frac{F^{2}}{2 \pi}+2 \int_{0}^{2 \pi}\left|a(t, y) a_{x}(t, y)\right| d y \\
& \leq \frac{F^{2}}{2 \pi}+2\|a(t)\|_{2}\left\|a_{x}(t)\right\|_{2} \leq \frac{F^{2}}{2 \pi}+2 F \sqrt{B}
\end{aligned}
$$

Let us provide the Gagliardo-Nirenberg inequality used in the above proof. Recall that $\|\cdot\|_{p}$ denotes the standard norm on $L^{p}(0,2 \pi)$ for $p \in[1, \infty]$.

Lemma 5.17. Let $b \in H^{1}(0,2 \pi)$. Then the inequality

$$
\|b\|_{4}^{4} \leq \frac{64}{27} \sqrt{2}\|b\|_{2}^{3}\|b\|_{H^{1}(0,2 \pi)}
$$

holds.
Proof. From [44, Corollary 5.15] we find

$$
\begin{equation*}
\|v\|_{L^{4}(\mathbb{R})}^{4} \leq \frac{16}{27}\|v\|_{L^{2}(\mathbb{R})}^{3}\left\|v^{\prime}\right\|_{L^{2}(\mathbb{R})} \tag{5.11}
\end{equation*}
$$

for $v \in H^{1}(\mathbb{R})$. Now let $b \in H^{1}(0,2 \pi)$. We want to construct an extension $c_{*} \in H^{1}(\mathbb{R})$ with $\left.c_{*}\right|_{(0,2 \pi)}=b$. First we extend $b$ to a function $b_{*} \in H^{1}(-\pi, 3 \pi)$ in the following way,

$$
b_{*}(x)= \begin{cases}b(-x), & -\pi \leq x \leq 0 \\ b(x), & 0 \leq x \leq 2 \pi \\ b(4 \pi-x), & 2 \pi \leq x \leq 3 \pi\end{cases}
$$

and observe $\left\|b_{*}\right\|_{L^{2}(-\pi, 3 \pi)}^{2}=2\|b\|_{2}^{2}$ as well as $\left\|b_{*}^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)}^{2}=2\left\|b^{\prime}\right\|_{2}^{2}$. Consider the function $\psi \in H^{1}(-\pi, 3 \pi) \cap C_{c}(-\pi, 3 \pi)$ defined by

$$
\psi(x)= \begin{cases}0, & -\pi \leq x \leq-1 \\ 1+x, & -1 \leq x \leq 0 \\ 1, & 0 \leq x \leq 2 \pi \\ 2 \pi+1-x, & 2 \pi \leq x \leq 2 \pi+1 \\ 0, & 2 \pi+1 \leq x \leq 3 \pi\end{cases}
$$

Note that $c:=\psi b_{*} \in H^{1}(-\pi, 3 \pi) \cap C_{c}(-\pi, 3 \pi)$ is an extension of $b$ and that $0 \leq \psi \leq 1$
as well as

$$
\begin{equation*}
\left|\psi^{\prime}(x)\right| \leq 1 \text { for almost all } x \in(-\pi, 3 \pi) . \tag{5.12}
\end{equation*}
$$

Finally, $c_{*} \in H^{1}(\mathbb{R})$ will be defined by

$$
c_{*}(x)= \begin{cases}c(x), & -\pi \leq x \leq 3 \pi \\ 0, & \text { otherwise }\end{cases}
$$

Clearly, $\left.c_{*}\right|_{(0,2 \pi)}=b,\left\|c_{*}\right\|_{L^{2}(\mathbb{R})}=\|c\|_{L^{2}(-\pi, 3 \pi)}$ as well as $\left\|c_{*}^{\prime}\right\|_{L^{2}(\mathbb{R})}=\left\|c^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)}$. Hence,

$$
\begin{aligned}
\|b\|_{4}^{4} & \leq\left\|c_{*}\right\|_{L^{4}(\mathbb{R})}^{4} \stackrel{(5.11)}{\leq} \frac{16}{27}\left\|c_{*}\right\|_{L^{2}(\mathbb{R})}^{3}\left\|c_{*}^{\prime}\right\|_{L^{2}(\mathbb{R})}=\frac{16}{27}\|c\|_{L^{2}(-\pi, 3 \pi)}^{3}\left\|c^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)} \\
& =\frac{16}{27}\left\|\psi b_{*}\right\|_{L^{2}(-\pi, 3 \pi)}^{3}\left\|\left(\psi b_{*}\right)^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)} \leq \frac{16}{27}\left\|b_{*}\right\|_{L^{2}(-\pi, 3 \pi)}^{3}\left\|\psi b_{*}^{\prime}+\psi^{\prime} b_{*}\right\|_{L^{2}(-\pi, 3 \pi)} \\
& \leq \frac{32}{27} \sqrt{2}\|b\|_{2}^{3}\left(\left\|\psi b_{*}^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)}+\left\|\psi^{\prime} b_{*}\right\|_{L^{2}(-\pi, 3 \pi)}\right) \\
& \stackrel{(5.12)}{\leq} \frac{32}{27} \sqrt{2}\|b\|_{2}^{3}\left(\left\|b_{*}^{\prime}\right\|_{L^{2}(-\pi, 3 \pi)}+\left\|b_{*}\right\|_{L^{2}(-\pi, 3 \pi)}\right)=\frac{64}{27}\|b\|_{2}^{3}\left(\left\|b^{\prime}\right\|_{2}+\|b\|_{2}\right) \\
& \leq \frac{64}{27} \sqrt{2}\|b\|_{2}^{3}\|b\|_{H^{1}(0,2 \pi)}
\end{aligned}
$$

which finishes the proof.
Now we can state our global uniqueness result.
Theorem 5.18. Let $d \in \mathbb{R} \backslash\{0\}, f_{0}, f_{1}, \zeta, \nu_{1} \in \mathbb{R}$ and $k_{1} \in \mathbb{N}$. Then (5.2) has a unique solution $a \in C_{\text {per }}^{1}\left([0, T], H_{\text {per }}^{2}(0,2 \pi)\right)$ if $3 C<1$, where $C=C\left(d, f_{0}, f_{1}, \nu_{1}, \zeta\right)$ is the constant from Theorem 5.16. In particular, $f_{0}^{2}+f_{1}^{2} \ll 1$ is sufficient.

Remark 5.19. The corresponding unique solution is of the form $a(t, x)=u(x-\omega t)$ where $u$ is a $\frac{2 \pi}{k_{1}}$-periodic ${ }^{7}$ solution of (5.3) and $\omega=\frac{\nu_{1}}{k_{1}}$. Thus, it has the shape of the pump.

Proof. Equation (5.2) has at least one solution $a_{1} \in C_{\text {per }}^{1}\left([0, T], H_{\text {per }}^{2}(0,2 \pi)\right)$ due to Theorem 3.1. Now let $a_{2} \in C_{\mathrm{per}}^{1}\left([0, T], H_{\mathrm{per}}^{2}(0,2 \pi)\right)$ denote an additional solution. Then $\left\|a_{j}\right\|_{L^{\infty}(\Omega)}^{2} \leq C$ for $j=1,2$ by Theorem 5.16 , which easily implies

$$
\left\|\left|a_{1}\right|^{2} a_{1}-\left|a_{2}\right|^{2} a_{2}\right\|_{L^{2}(\Omega)} \leq 3 C\left\|a_{1}-a_{2}\right\|_{L^{2}(\Omega)} .
$$

Note that $a_{j}, j=1,2$ solves the fixed point problem

$$
a_{j}=L^{-1}\left(\left|a_{j}\right|^{2} a_{j}-\mathrm{i} f_{0}-\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i}\left(k_{1} x-\nu_{1} t\right)}\right),
$$

where

$$
L=-\mathrm{i} \frac{\partial}{\partial t}+(-\mathrm{i}+\zeta)-d \frac{\partial^{2}}{\partial x^{2}} .
$$

[^4]Hence,

$$
\left\|a_{1}-a_{2}\right\|_{L^{2}(\Omega)} \leq 3 C\left\|L^{-1}\right\|\left\|a_{1}-a_{2}\right\|_{L^{2}(\Omega)},
$$

where $\left\|L^{-1}\right\|=\sup _{v \in L^{2}(\Omega),\|v\|_{L^{2}(\Omega)=1}}\left\|L^{-1} v\right\|_{L^{2}(\Omega)}$. Next we show $3 C\left\|L^{-1}\right\|<1$ which implies $a_{1}=a_{2}$ and thus finishes the proof. To this end we decompose a function $b \in L^{2}(\Omega)$ into its Fourier series, i.e., $b=\sum_{k, l \in \mathbb{Z}} b_{k, l} \mathrm{l}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} l \frac{2 \pi}{T} t}$ so that

$$
L^{-1} b=\sum_{k, l \in \mathbb{Z}} \frac{b_{k, l}}{l \frac{2 \pi}{T}+d k^{2}-\mathrm{i}+\zeta} \mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{\mathrm{i} \mathrm{l} \frac{2 \pi}{T} t} .
$$

Since

$$
\left\|L^{-1} b\right\|_{L^{2}(\Omega)}^{2}=2 \pi T \sum_{k, l \in \mathbb{Z}} \frac{\left|b_{k, l}\right|^{2}}{1+\left(l \frac{2 \pi}{T}+d k^{2}+\zeta\right)^{2}} \leq 2 \pi T \sum_{k, l \in \mathbb{Z}}\left|b_{k, l}\right|^{2}=\|b\|_{L^{2}(\Omega)}^{2}
$$

we get $\left\|L^{-1}\right\| \leq 1$ which, due to our assumption $3 C<1$, is all we had to show.
Note that it remains unanswered if there is a choice of the parameters $d, f_{0}, \zeta, k_{1}, \nu_{1}, f_{1}$ such that (5.2) admits a time-periodic solution which is not of the form $a(t, x)=u(x-\omega t)$ where $u$ is a solution of (5.3) and $\omega=\frac{\nu_{1}}{k_{1}}$.

## 6. Approximation formulas

### 6.1. One mode case

In [68], Wabnitz used an approximation formula for soliton solutions of the following variant of the stationary LLE

$$
\begin{equation*}
-d a^{\prime \prime}+(-\mathrm{i} \alpha+\zeta) a-|a|^{2} a+\mathrm{i} f_{*}=0 \text { on } \mathbb{R}, \quad a^{\prime}(0)=0, \tag{6.1}
\end{equation*}
$$

where we assume $\alpha, d, \zeta>0$ and $f_{*} \neq 0$, cf. also [31]. Note that in the anomalous dispersion regime it is reasonable to consider the LLE on the real line since strongly localized solutions of (6.1) serve as good approximations for periodic solutions, cf. [31]. Note also that the condition $a^{\prime}(0)=0$ breaks the shift invariance. An advantage of this approach is that for $\alpha=0$ and $f_{*}=0$ the explicit solution family

$$
a_{\theta}(x)=\sqrt{2 \zeta} \operatorname{sech}\left(\sqrt{\frac{\zeta}{d}} x\right) \mathrm{e}^{\mathrm{i} \theta}, \quad \theta \in[0,2 \pi)
$$

is known, where sech denotes the hyperbolic secant. It serves as the basis for the approximation formula used by Wabnitz which reads

$$
a(x) \approx a_{\infty}+a_{\theta^{*}}(x),
$$

where $\cos \theta^{*}=\frac{\alpha \sqrt{8 \zeta}}{\pi f_{*}}$ and where the constant background $a_{\infty} \in \mathbb{C}$ is the solution with smallest magnitude of

$$
(-\mathrm{i} \alpha+\zeta) a_{\infty}-\left|a_{\infty}\right|^{2} a_{\infty}+\mathrm{i} f_{*}=0
$$

Here, the parameters have to be chosen such that $\alpha \sqrt{8 \zeta}<\pi\left|f_{*}\right|$.
Our goal is to provide a mathematically rigorous approximation theorem. We use a bifurcation approach and consider the equation

$$
\begin{equation*}
-d w^{\prime \prime}+(-\mathrm{i} \varepsilon+\zeta) w-|w|^{2} w+\mathrm{i} \varepsilon f=0 \text { on } \mathbb{R}, \quad w^{\prime}(0)=0 \tag{6.2}
\end{equation*}
$$

where $\varepsilon$ is considered as bifurcation parameter. Compared with (6.1) we have $\alpha=\varepsilon$ and $f_{*}=\varepsilon f$ so that $\cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}$ in our setting. We fix $\zeta>0, f \neq 0$ such that $\sqrt{8 \zeta}<\pi|f|$ and denote by $w_{\infty}=w_{\infty}(\varepsilon) \in \mathbb{C}$ the solution with smallest magnitude of

$$
\begin{equation*}
(-\mathrm{i} \varepsilon+\zeta) w_{\infty}-\left|w_{\infty}\right|^{2} w_{\infty}+\mathrm{i} \varepsilon f=0 \tag{6.3}
\end{equation*}
$$

This choice of $w_{\infty}$ is made since we want to have a curve with $w_{\infty}(0)=0$. We will work with the real Hilbert spaces $\mathcal{H}:=\left\{\phi \in H^{2}(\mathbb{R}): \phi(x)=\phi(-x)\right\}$ and $\mathcal{L}:=\left\{\phi \in L^{2}(\mathbb{R})\right.$ : $\phi(x)=\phi(-x)\}$ and the scalar product

$$
\langle\phi, \psi\rangle_{L^{2}(\mathbb{R})}:=\operatorname{Re} \int_{\mathbb{R}} \phi \bar{\psi} d x
$$

## 6. Approximation formulas

Roughly speaking, we can formulate our approximation result in the following way.
Approximation result 6.1. Let $d, \zeta>0, f \neq 0$ such that

$$
\frac{\sqrt{8 \zeta}}{\pi|f|}<1 \text { and } \cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}
$$

Then, localized solutions of (6.2) have the form

$$
\begin{aligned}
w(\varepsilon) & =w_{\infty}(\varepsilon)+a_{\theta^{*}}+\varepsilon \psi+\mathcal{O}\left(\varepsilon^{2}\right) \\
& =a_{\theta^{*}}+\varepsilon\left(\psi-\frac{\mathrm{i} f}{\zeta}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

where

$$
a_{\theta^{*}}(x)=\sqrt{2 \zeta} \operatorname{sech}\left(\sqrt{\frac{\zeta}{d}} x\right) \mathrm{e}^{\mathrm{i} \theta^{*}}
$$

and where $\psi \in \mathcal{H}$ is a suitable solution of

$$
-d \psi^{\prime \prime}+\zeta \psi-2\left|a_{\theta^{*}}\right|^{2} \psi-a_{\theta^{*}}^{2} \bar{\psi}=\mathrm{i} a_{\theta^{*}}-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}+\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2} .
$$

Remark 6.2. ( $\alpha$ ) Compared to the approximation formula used by Wabnitz, our result also provides a first order correction term $\varepsilon \psi$. Details of the function $\psi$ will be explained in Theorem 6.6.
$(\beta)$ In physical constants the LLE reads

$$
-d_{2} a^{\prime \prime}+\left(-\mathrm{i} \frac{\kappa}{2}+\omega_{0}-\omega_{p}\right) a-g|a|^{2} a+\mathrm{i} \sqrt{\frac{\kappa \eta P_{\mathrm{in}}}{\hbar \omega_{0}}}=0,
$$

cf. Section 2. By $a(x)=\sqrt{\frac{\kappa}{2 g \varepsilon}} \tilde{a}\left(\sqrt{\frac{\kappa}{4 d_{2} \varepsilon}} x\right)$ we get

$$
-\frac{1}{2} \tilde{a}^{\prime \prime}+\left(-\mathrm{i} \varepsilon+\frac{2 \varepsilon}{\kappa}\left(\omega_{0}-\omega_{p}\right)\right) \tilde{a}-|\tilde{a}|^{2} \tilde{a}+\mathrm{i} \sqrt{\frac{8 g \eta P_{\mathrm{in}}}{\hbar \omega_{0} \kappa^{2}} \varepsilon^{\frac{3}{2}}}=0 .
$$

Comparing the last equation with (6.2) we see $\zeta=\frac{2 \varepsilon}{\kappa}\left(\omega_{0}-\omega_{p}\right)$ and $f=\sqrt{\frac{8 g \eta P_{\text {in }}}{\hbar \omega_{0} \kappa^{2}}} \sqrt{\varepsilon}$. Now the condition $\sqrt{8 \zeta}<\pi|f|$ leads to

$$
\frac{2\left(\omega_{0}-\omega_{p}\right) \hbar \omega_{0} \kappa}{\pi^{2} \eta g}<P_{\text {in }} .
$$

Next we want to find and prove a mathematically more precise formulation of Ap-
proximation result 6.1. We decompose $w=w_{\infty}+\tilde{w}$ with $\tilde{w} \in \mathcal{H}$ and define the map

$$
G:\left\{\begin{aligned}
\mathbb{R} \times \mathcal{H} & \rightarrow \mathcal{L} \\
(\varepsilon, \tilde{w}) & \mapsto-d \tilde{w}^{\prime \prime}+(-\mathrm{i} \varepsilon+\zeta) \tilde{w}-\left|w_{\infty}+\tilde{w}\right|^{2}\left(w_{\infty}+\tilde{w}\right)+\left|w_{\infty}\right|^{2} w_{\infty}
\end{aligned}\right.
$$

Note that

$$
T:\left\{\begin{array}{rlr}
\mathbb{R} & \rightarrow \mathbb{R} \times \mathcal{H}, \\
\theta & \mapsto\left(0, a_{\theta}\right)
\end{array}\right.
$$

describes a trivial curve of solutions $(\varepsilon, w)$ of (6.2), i.e. $G(T(\theta))=0$ for $\theta \in \mathbb{R}$, from where we wish to bifurcate at some point $\left(0, a_{\theta^{*}}\right)$. In particular, $\left(0, \partial_{\theta} a_{\theta}\right)=\left(0, \mathrm{i} a_{\theta}\right)$ lies in the kernel of $\partial_{(\varepsilon, \tilde{w})} G\left(0, a_{\theta}\right)$. As we shall see there may be more elements in the kernel. Next let us fix the value $\theta^{*}$ such that $\cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}$ and let $\mathcal{H}=\operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\} \oplus Z$ where, e.g., $Z:=\mathcal{H} \cap \operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\}^{\perp}$. It will be more convenient to rewrite $\tilde{w}=a_{\theta}+v$ with $v \in Z$, cf. Section 3.6. In order to justify this, note also that the map $(\theta, v) \mapsto a_{\theta}+v$ defines a diffeomorphism of a neighborhood of $\left(\theta^{*}, 0\right) \in \mathbb{R} \times Z$ onto a neighborhood of $a_{\theta^{*}} \in \mathcal{H}$ since the derivative at $\left(\theta^{*}, 0\right)$ is given by $(\lambda, \psi) \mapsto \lambda i a_{\theta^{*}}+\psi$ which is an isomorphism from $\mathbb{R} \times Z$ onto $\mathcal{H}$. Let us define

$$
F:\left\{\begin{aligned}
\mathbb{R} \times \mathbb{R} \times Z & \rightarrow \mathcal{L} \\
(\theta, \varepsilon, v) & \mapsto G\left(\varepsilon, a_{\theta}+v\right)
\end{aligned}\right.
$$

which is twice continuously differentiable. Our goal is to solve

$$
\begin{equation*}
F(\theta, \varepsilon, v)=0 \tag{6.4}
\end{equation*}
$$

by means of bifurcation theory, where $\theta \in \mathbb{R}$ serves as artificial bifurcation parameter. Notice that $F(\theta, 0,0)=0$ for all $\theta \in \mathbb{R}$, i.e., $(\varepsilon, v)=(0,0)$ is a trivial solution of (6.4). We will use the following formulation of the Crandall-Rabinowitz Theorem of bifurcation from a simple eigenvalue [9, Theorem 1.7].

Theorem 6.3 (Crandall-Rabinowitz). Let $I \subset \mathbb{R}$ be an open interval, $X, Y$ Banach spaces and let $F: I \times X \rightarrow Y$ be twice continuously differentiable such that $F(\lambda, 0)=0$ for all $\lambda \in I$ and $\partial_{x} F\left(\lambda_{0}, 0\right): X \rightarrow Y$ is an index-zero Fredholm operator for $\lambda_{0} \in I$. Moreover assume:
(H1) there is $\phi \in X, \phi \neq 0$ such that $\operatorname{ker} \partial_{x} F\left(\lambda_{0}, 0\right)=\operatorname{span}\{\phi\}$,
(H2) $\partial_{x, \lambda}^{2} F\left(\lambda_{0}, 0\right)[\phi] \notin$ range $\partial_{x} F\left(\lambda_{0}, 0\right)$.
If $K$ is any complement of $\operatorname{ker} \partial_{x} F\left(\lambda_{0}, 0\right)$ in $X$, then there is a neighborhood $U$ of $\left(\lambda_{0}, 0\right)$ in $I \times X$, an interval $(-a, a)$, and continuously differentiable functions $\lambda:(-a, a) \rightarrow I$, $\xi:(-a, a) \rightarrow K$ such that $\lambda(0)=\lambda_{0}, \xi(0)=0$ and

$$
F^{-1}(0) \cap U=\{(\lambda(\alpha), \alpha \phi+\alpha \xi(\alpha)):|\alpha|<a\} \cup\{(\lambda, 0):(\lambda, 0) \in U\} .
$$

Finally,

$$
\dot{\lambda}(0)=-\frac{1}{2} \frac{\left\langle\partial_{x x}^{2} F\left(\lambda_{0}, 0\right)[\phi, \phi], \phi^{*}\right\rangle}{\left\langle\partial_{x, \lambda}^{2} F\left(\lambda_{0}, 0\right)[\phi], \phi^{*}\right\rangle},
$$

where $\operatorname{span}\left\{\phi^{*}\right\}=\operatorname{ker} \partial_{x} F\left(\lambda_{0}, 0\right)^{*}$ and $\langle\cdot, \cdot\rangle$ is the duality pairing between $Y$ and its dual $Y^{*}$.

In order to show (H1) let us define the operator

$$
A:\left\{\begin{aligned}
\mathcal{H} & \rightarrow \mathcal{L}, \\
\psi & \mapsto-d \psi^{\prime \prime}+\zeta \psi-2\left|a_{\theta^{*}}\right|^{2} \psi-a_{\theta^{*}}^{2} \bar{\psi}
\end{aligned}\right.
$$

and

$$
b:=-\mathrm{i} a_{\theta^{*}}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}-\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2} .
$$

Observe that $\partial_{v} F\left(\theta^{*}, 0,0\right) \psi=A \psi$ for $\psi \in Z$. Within the next lemma we will show that $\partial_{\varepsilon} F\left(\theta^{*}, 0,0\right)=b$ and that $\theta^{*}$ is chosen in such a way that

$$
\begin{equation*}
A \psi=-b \tag{6.5}
\end{equation*}
$$

has a unique solution in $Z$, which we denote by $\psi^{*}$.
Lemma 6.4. Let $d, \zeta>0, f \neq 0$ such that $\sqrt{8 \zeta}<\pi|f|$ and $\cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}$. Then, the kernel of $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)$ is one-dimensional and range $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)=\operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\}^{\perp_{L^{2}}}$.
Proof. From [19, Lemma 3.5] it follows that $A$ is a self-adjoint index-zero Fredholm operator with $\operatorname{ker} A=\operatorname{span}\left\{\mathrm{i}_{\theta^{*}}\right\}$ (cf. also [20]). Further,

$$
\partial_{\varepsilon} F\left(\theta^{*}, 0,0\right)=-\mathrm{i} a_{\theta^{*}}-2\left|a_{\theta^{*}}\right|^{2} w_{\infty}^{\prime}(0)-a_{\theta^{*}}^{2} \overline{w_{\infty}^{\prime}(0)},
$$

where $w_{\infty}^{\prime}(0)$ denotes the derivate of $\varepsilon \mapsto w_{\infty}(\varepsilon)$ at $\varepsilon=0$. From (6.3) one finds $\zeta w_{\infty}^{\prime}(0)+$ if $=0$, whence

$$
\partial_{\varepsilon} F\left(\theta^{*}, 0,0\right)=-\mathrm{i} a_{\theta^{*}}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}-\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2}=b .
$$

For $(\delta, \psi) \in \mathbb{R} \times Z$ belonging to the kernel of $\partial_{(\varepsilon, v)} F(0,0,0)$ we have

$$
\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)[\delta, \psi]=A \psi+\delta b=0 .
$$

If $\delta=0$ we find $A \psi=0$, i.e. $\psi \in \operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\} \cap Z=\{0\}$. Hence we may assume w.l.o.g. that $\delta=1$ and $\psi$ has to solve (6.5). By the Fredholm alternative and the self-adjointness of $A$ this is possible if and only if $b \perp_{L^{2}} \mathrm{i} a_{\theta^{*}}$. This is true due to the choice of $\theta^{*}$, in fact,

$$
\begin{aligned}
\left\langle b, \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})} & =\operatorname{Re} \int_{\mathbb{R}}\left(-\mathrm{i} a_{\theta^{*}}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}-\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2}\right)\left(-\mathrm{i} \overline{a_{\theta^{*}}}\right) d x \\
& =\operatorname{Re} \int_{\mathbb{R}}-2 \zeta \operatorname{sech}^{2}\left(\sqrt{\frac{\zeta}{d}} x\right)+f \sqrt{8 \zeta}\left(2 \mathrm{e}^{-\mathrm{i} \theta^{*}}-\mathrm{e}^{\mathrm{i} \theta^{*}}\right) \operatorname{sech}^{3}\left(\sqrt{\frac{\zeta}{d}} x\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}}-2 \zeta \operatorname{sech}^{2}\left(\sqrt{\frac{\zeta}{d}} x\right)+f \sqrt{8 \zeta} \cos \theta^{*} \operatorname{sech}^{3}\left(\sqrt{\frac{\zeta}{d}} x\right) d x \\
& =\int_{\mathbb{R}}-2 \zeta \operatorname{sech}^{2}\left(\sqrt{\frac{\zeta}{d}} x\right)+\frac{8 \zeta}{\pi} \operatorname{sech}^{3}\left(\sqrt{\frac{\zeta}{d}} x\right) d x \\
& =-2 \sqrt{d \zeta} \underbrace{\int_{\mathbb{R}} \operatorname{sech}^{2}(x) d x}_{=2}+\frac{8 \sqrt{d \zeta}}{\pi} \underbrace{\int_{\mathbb{R}} \operatorname{sech}^{3}(x) d x}_{=\frac{\pi}{2}} \\
& =0
\end{aligned}
$$

Thus, there exists $\psi \in \mathcal{H}$ solving (6.5) and $\psi$ is unique up to adding a real multiple of $\mathrm{i} a_{\theta^{*}}$. Hence, there is a unique $\psi^{*} \in Z$ solving (6.5) so that $\operatorname{dim} \operatorname{ker} \partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)=1$ and it remains to determine the range of $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)$. Since $b \in$ range $A$ we find range $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)=$ range $A=\operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\}^{\perp L^{2}}$ which is all we had to show.

From the proof of Lemma 6.4 we know that ker $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)=\operatorname{span}\left\{\left(1, \psi^{*}\right)\right\}$, where $\psi^{*} \in Z$ denotes the unique element of $Z$ which solves (6.5). Let us prove the transversality condition (H2) in the next lemma.

Lemma 6.5. Let $d, \zeta>0, f \neq 0$ such that $\sqrt{8 \zeta}<\pi|f|$ and $\cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}$. Then,

$$
\partial_{(\varepsilon, v), \theta}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right] \notin \operatorname{range} \partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right) .
$$

Proof. Recall that

$$
\partial_{(\varepsilon, v)} F(\theta, 0,0)\left[1, \psi^{*}\right]=-d\left(\psi^{*}\right)^{\prime \prime}+\zeta \psi^{*}-2\left|a_{\theta}\right|^{2} \psi^{*}-a_{\theta}^{2} \overline{\psi^{*}}-\mathrm{i} a_{\theta}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta}\right|^{2}-\frac{\mathrm{i} f}{\zeta} a_{\theta}^{2},
$$

whence

$$
\partial_{(\varepsilon, v), \theta}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right]=a_{\theta^{*}}-2 \mathrm{i} a_{\theta^{*}}^{2} \overline{\psi^{*}}+\frac{2 f}{\zeta} a_{\theta^{*}}^{2}
$$

Further, range $\partial_{(\varepsilon, v)} F\left(\theta^{*}, 0,0\right)=\operatorname{span}\left\{\mathrm{i} a_{\theta^{*}}\right\}^{\perp_{L^{2}}}$ by Lemma 6.4 so that it suffices to show

$$
\operatorname{Re} \int_{\mathbb{R}}\left(a_{\theta^{*}}-2 \mathrm{i} a_{\theta^{*}}^{2} \overline{\psi^{*}}+\frac{2 f}{\zeta} a_{\theta^{*}}^{2}\right)\left(-\mathrm{i} \overline{\theta_{\theta^{*}}}\right) d x \neq 0 .
$$

In fact, using $A a_{\theta^{*}}=-2\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}}$, we find

$$
\begin{aligned}
& \operatorname{Re} \int_{\mathbb{R}}\left(a_{\theta^{*}}-2 \mathrm{i} a_{\theta^{*}}^{2} \overline{\psi^{*}}+\frac{2 f}{\zeta} a_{\theta^{*}}^{2}\right)\left(-\mathrm{i} \overline{a_{\theta^{*}}}\right) d x \\
&=\operatorname{Re} \int_{\mathbb{R}}-\mathrm{i}\left|a_{\theta^{*}}\right|^{2}-2\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}} \overline{\psi^{*}}-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}} d x \\
&=\operatorname{Re} \int_{\mathbb{R}} A a_{\theta^{*}} \overline{\psi^{*}}-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}} d x
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{Re} \int_{\mathbb{R}} a_{\theta^{*}} \overline{A \psi^{*}}-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}} d x \\
& =\operatorname{Re} \int_{\mathbb{R}} a_{\theta^{*}}\left(-\mathrm{i} \overline{a_{\theta^{*}}}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}-\frac{\mathrm{i} f}{\zeta} \overline{a_{\theta^{*}}} 2\right)-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2} a_{\theta^{*}} d x \\
& =\operatorname{Re} \int_{\mathbb{R}}-\frac{\mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2} \overline{a_{\theta^{*}}} d x=\frac{f}{\zeta} \operatorname{Im} \int_{\mathbb{R}}\left|a_{\theta^{*}}\right|^{2} \overline{a_{\theta^{*}}} d x \\
& =2 \sqrt{2 \zeta} f \operatorname{Im} \int_{\mathbb{R}} \operatorname{sech}^{3}\left(\sqrt{\frac{\zeta}{d}} x\right) \mathrm{e}^{-\mathrm{i} \theta^{*}} d x \\
& =-2 \sqrt{2 d} f \sin \theta^{*} \underbrace{\int_{\mathbb{R}} \operatorname{sech}^{3}(x) d x}_{=\frac{\pi}{2}}=-\pi f \sqrt{2 d} \sin \theta^{*} \neq 0
\end{aligned}
$$

since $\left|\cos \theta^{*}\right|<1$.
Now we can state our approximation theorem.
Theorem 6.6. Let $d, \zeta>0, f \neq 0$ such that

$$
\frac{\sqrt{8 \zeta}}{\pi|f|}<1 \text { and } \cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}
$$

Then, there is $a>0$ and a continuously differentiable curve $\mathcal{C}:(-a, a) \rightarrow \mathbb{R} \times \mathcal{H}$ with $\mathcal{C}(\varepsilon)=(\varepsilon, \tilde{w}(\varepsilon)), \mathcal{C}(0)=\left(0, a_{\theta^{*}}\right)$ such that $G(\mathcal{C}(\varepsilon))=0$ for $|\varepsilon|<a$ and such that locally near $\left(0, a_{\theta^{*}}\right)$ all solutions of $G(\varepsilon, \tilde{w})=0$ lie on the curve $T$ or on the curve $\mathcal{C}$.
More precisely,

$$
\tilde{w}(\varepsilon)=a_{\theta^{*}}+\varepsilon\left(\psi^{*}+\mathrm{i} \gamma a_{\theta^{*}}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

where $\psi^{*} \in \mathcal{H}$ is the unique solution of (6.5) with $\psi^{*} \perp_{L^{2}} \mathrm{i} a_{\theta^{*}}$ and where

$$
\gamma=\frac{\operatorname{Re} \int_{\mathbb{R}} \mathrm{i}{\overline{a_{\theta^{*}}}}^{2}\left(\psi^{*}\right)^{2}-\psi^{*} \overline{a_{\theta^{*}}}+\frac{2 f}{\zeta}{\overline{a_{\theta^{*}}}}^{2} \psi^{*} d x}{\pi f \sqrt{2 d} \sin \theta^{*}}+\frac{\pi^{2}-16}{\pi^{2} \zeta} .
$$

Proof. The assumptions of Theorem 6.3 are satisfied due to Lemma 6.4 and Lemma 6.5. If $\mathcal{K}$ is any complement of $\operatorname{span}\left\{\psi^{*}\right\}$ in $Z$ then $K:=\mathbb{R} \times \mathcal{K}$ is a complement of $\operatorname{span}\left\{\left(1, \psi^{*}\right)\right\}$ in $\mathbb{R} \times Z$. Thus, Theorem 6.3 provides an interval $\left(-a_{*}, a_{*}\right)$ and continuously differentiable functions $\theta:\left(-a_{*}, a_{*}\right) \rightarrow \mathbb{R}, \xi_{1}:\left(-a_{*}, a_{*}\right) \rightarrow \mathbb{R}, \xi_{2}:\left(-a_{*}, a_{*}\right) \rightarrow \mathcal{K}$ with $\theta(0)=\theta^{*}, \xi_{1}(0)=0, \xi_{2}(0)=0$ such that

$$
F\left(\theta(\alpha), \alpha\left(1, \psi^{*}\right)+\alpha\left(\xi_{1}(\alpha), \xi_{2}(\alpha)\right)\right)=F\left(\theta(\alpha), \alpha+\alpha \xi_{1}(\alpha), \alpha \psi^{*}+\alpha \xi_{2}(\alpha)\right)=0
$$

for $|\alpha|<a_{*}$ and such that locally near $\left(\theta^{*}, 0,0\right)$ all non-trivial solutions of $F(\theta, \varepsilon, v)=0$ are of that form. Let us abbreviate $\varepsilon(\alpha)=\alpha+\alpha \xi_{1}(\alpha)$ and $v(\alpha)=\alpha \psi^{*}+\alpha \xi_{2}(\alpha)$ so that $F(\theta(\alpha), \varepsilon(\alpha), v(\alpha))=0$. Next, observe that $G\left(\varepsilon(\alpha), \tilde{w}_{*}(\alpha)\right)=0$ for $\tilde{w}_{*}(\alpha):=a_{\theta(\alpha)}+v(\alpha)$. Since $\dot{\varepsilon}(0)=1$ we find a local reparameterization $(\varepsilon, \tilde{w}(\varepsilon))$ of $\left(\varepsilon(\alpha), \tilde{w}_{*}(\alpha)\right)$ on some
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interval $(-a, a)$. Note that

$$
\tilde{w}(\varepsilon)=a_{\theta^{*}}+\varepsilon\left(\psi^{*}+\mathrm{i} \dot{\theta}(0) a_{\theta^{*}}\right)+\mathcal{O}\left(\varepsilon^{2}\right),
$$

so that the proof is finished if we can show $\dot{\theta}(0)=\gamma$. Theorem 6.3 yields

$$
\dot{\theta}(0)=-\frac{1}{2} \frac{\left\langle\partial_{(\varepsilon, v)^{2}}^{2} F\left(\theta^{*}, 0,0\right)\left[\left(1, \psi^{*}\right),\left(1, \psi^{*}\right)\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}}{\left\langle\partial_{(\varepsilon, v), \theta}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}} .
$$

From the proof of Lemma 6.5 we already know

$$
\left\langle\partial_{(\varepsilon, v), \theta}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}=-\pi f \sqrt{2 d} \sin \theta^{*} .
$$

Further,

$$
\begin{array}{rl}
\partial_{(\varepsilon, v)^{2}}^{2} & F\left(\theta^{*}, 0,0\right)\left[\left(1, \psi^{*}\right),\left(1, \psi^{*}\right)\right] \\
= & -2 \overline{a_{\theta^{*}}}\left(\psi^{*}\right)^{2}-4 a_{\theta^{*}}\left|\psi^{*}\right|^{2}-2 \mathrm{i} \psi^{*}+\frac{4 \mathrm{i} f}{\zeta} \overline{a_{\theta^{*}}} \psi^{*}+\frac{8 f}{\zeta} a_{\theta^{*}} \operatorname{Im} \psi^{*} \\
& -\frac{4 f}{\zeta^{2}}\left|a_{\theta^{*}}\right|^{2}+\frac{2 f^{2}}{\zeta^{2}} \overline{a_{\theta^{*}}}-\frac{2 f^{2}}{\zeta^{2}} a_{\theta^{*}}-\frac{2 f}{\zeta^{2}} a_{\theta^{*}}^{2},
\end{array}
$$

whence

$$
\begin{aligned}
& \left\langle\partial_{(\varepsilon, v)^{2}}^{2} F\left(\theta^{*}, 0,0\right)\left[\left(1, \psi^{*}\right),\left(1, \psi^{*}\right)\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})} \\
& \quad=\operatorname{Re} \int_{\mathbb{R}} 2 \mathrm{i} \overline{{\overline{\theta_{\theta^{*}}}}^{2}\left(\psi^{*}\right)^{2}-2 \psi^{*} \overline{a_{\theta^{*}}}+\frac{4 f}{\zeta} \overline{\bar{\theta}_{\theta^{*}}} \psi^{*} d x+\frac{\sqrt{8 d} f}{\pi \zeta} \sin \theta^{*}\left(\pi^{2}-16\right)}
\end{aligned}
$$

which is all we had to show.

### 6.2. Two mode case

Here we want to provide an approximation result for a simplified version of the following two mode equation

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(-\mathrm{i}+\zeta) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \mathrm{e}^{\mathrm{i} k_{1} x}=0 \tag{6.6}
\end{equation*}
$$

The simplified equation will hold in the case $\left|f_{1}\right| \ll\left|f_{0}\right|$ and will have the advantage of admitting constant solutions. We start with the derivation of this model which is due to Huanfa Peng ${ }^{8}$. The main idea is that

$$
f_{0}+f_{1} \mathrm{e}^{\mathrm{i} k_{1} x}=\sqrt{f_{0}^{2}+2 f_{0} f_{1} \cos \left(k_{1} x\right)+f_{1}^{2}} \mathrm{e}^{\mathrm{i} \arctan \frac{f_{1} \sin \left(k_{1} x\right)}{f_{0}+f_{1} \cos \left(k_{1} x\right)}} \approx f_{0} \mathrm{e}^{\mathrm{i} \frac{f_{1}}{f_{0}} \sin \left(k_{1} x\right)}
$$

[^5]in the case $\left|f_{1}\right| \ll\left|f_{0}\right|$, where we made use of $\arctan x \approx x$ for $x \rightarrow 0$. Equation (6.6) then becomes
$$
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}+(-\mathrm{i}+\zeta) u-|u|^{2} u+\mathrm{i} f_{0} \mathrm{e}^{\mathrm{i} \frac{f_{1}}{f_{0}} \sin \left(k_{1} x\right)}=0
$$

The ansatz $u(x)=v(x) \mathrm{e}^{\mathrm{i} \frac{f_{1}}{f_{0}} \sin \left(k_{1} x\right)}$ leads to

$$
-d v^{\prime \prime}+\mathrm{i} V(x) v^{\prime}+(-\mathrm{i} W(x)+U(x)) v-|v|^{2} v+\mathrm{i} f_{0}=0
$$

where $V(x)=\omega-2 d k_{1} \frac{f_{1}}{f_{0}} \cos \left(k_{1} x\right), W(x)=1-d \frac{f_{1}}{f_{0}} k_{1}^{2} \sin \left(k_{1} x\right), U(x)=\zeta+d k_{1}^{2} \frac{f_{1}^{2}}{f_{0}^{2}} \cos ^{2}\left(k_{1} x\right)-$ $\omega k_{1} \frac{f_{1}}{f_{0}} \cos \left(k_{1} x\right)$. Next we use the realistic simplifications $W(x) \approx 1$ and $U(x) \approx \zeta$ leading to

$$
\begin{equation*}
-d v^{\prime \prime}+\mathrm{i} V(x) v^{\prime}+(-\mathrm{i}+\zeta) v-|v|^{2} v+\mathrm{i} f_{0}=0 . \tag{6.7}
\end{equation*}
$$

In order to fit (6.7) into a mathematical theory similar to the one used in the previous section we need to restrict to the special case where $\omega=0$, i.e.

$$
\begin{equation*}
-d v^{\prime \prime}-2 \mathrm{i} d k_{1} \frac{f_{1}}{f_{0}} \cos \left(k_{1} x\right) v^{\prime}+(-\mathrm{i}+\zeta) v-|v|^{2} v+\mathrm{i} f_{0}=0 \tag{6.8}
\end{equation*}
$$

We use a bifurcation approach and consider the equation

$$
\begin{equation*}
-d w^{\prime \prime}+2 \mathrm{i} \varepsilon \beta \sin \left(k_{1} x\right) w^{\prime}+(-\mathrm{i} \varepsilon+\zeta) w-|w|^{2} w+\mathrm{i} \varepsilon f=0 \text { on } \mathbb{R}, \quad w^{\prime}(0)=0 \tag{6.9}
\end{equation*}
$$

where $\varepsilon$ serves as bifurcation parameter. Note that the sine term of (6.9) can be transformed into a cosine term like it appears in (6.8) by a simple shifting argument. Roughly speaking, we can formulate our generalized approximation result in the following way.

Approximation result 6.7. Let $d, \zeta>0, f \neq 0, \beta \in \mathbb{R}, k_{1} \in \mathbb{N}$ such that

$$
\frac{\sqrt{8 \zeta}}{\pi|f|}\left|1-\frac{R}{4 \sqrt{\zeta d}}\right|<1 \text { and } \cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}\left(1-\frac{R}{4 \sqrt{\zeta d}}\right),
$$

where

$$
R=R\left(\beta, \zeta, d, k_{1}\right)=-4 \beta \zeta \int_{\mathbb{R}} \sin \left(\sqrt{\frac{d}{\zeta}} k_{1} x\right) \frac{\sinh (x)}{\cosh ^{3}(x)} d x
$$

Then, localized solutions of (6.9) have the form

$$
\begin{aligned}
w(\varepsilon) & =w_{\infty}(\varepsilon)+a_{\theta^{*}}+\varepsilon \psi+\mathcal{O}\left(\varepsilon^{2}\right) \\
& =a_{\theta^{*}}+\varepsilon\left(\psi-\frac{\mathrm{i} f}{\zeta}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

where

$$
a_{\theta^{*}}(x)=\sqrt{2 \zeta} \operatorname{sech}\left(\sqrt{\frac{\zeta}{d}} x\right) \mathrm{e}^{\mathrm{i} \theta^{*}}
$$
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and where $\psi \in \mathcal{H}$ is a suitable solution of

$$
-d \psi^{\prime \prime}+\zeta \psi-2\left|a_{\theta^{*}}\right|^{2} \psi-a_{\theta^{*}}^{2} \bar{\psi}=\mathrm{i} a_{\theta^{*}}-\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}+\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2}-2 \mathrm{i} \beta \sin \left(k_{1} x\right) a_{\theta^{*}}^{\prime} .
$$

Remark 6.8. The counterpart of (6.7) in physical constants (pumped modes: $\widetilde{k}_{0}, \widetilde{k}_{1}$ ) reads

$$
-d_{2} v^{\prime \prime}+\mathrm{i} V(x) v^{\prime}+\left(-\mathrm{i} \frac{\kappa}{2}+\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right) v-g|v|^{2} v+\mathrm{i} \sqrt{\frac{\kappa \eta P_{\mathrm{in}, 0}}{\hbar \omega_{\widetilde{k}_{0}}}}=0,
$$

where

$$
k_{1}=\widetilde{k}_{1}-\widetilde{k}_{0} \text { and } V(x)=\frac{\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}-\omega_{\widetilde{k}_{1}}+\omega_{p_{1}}}{k_{1}}+d_{2} k_{1}-2 d_{2} k_{1} \sqrt{\frac{P_{\mathrm{in}, 1} \omega_{\widetilde{k}_{0}}}{P_{\mathrm{in}, 0} \omega_{\widetilde{k}_{1}}}} \cos \left(k_{1} x\right),
$$

cf. Section 2. By $v(x)=\sqrt{\frac{\kappa}{2 g \varepsilon}} z\left(x-\frac{\pi}{2 k_{1}}\right)$, we get

$$
\begin{equation*}
-\frac{2 d_{2} \varepsilon}{\kappa} z^{\prime \prime}+\frac{2 \mathrm{i} \varepsilon}{\kappa} \widetilde{V}(x) z^{\prime}+\left(-\mathrm{i} \varepsilon+\frac{2 \varepsilon}{\kappa}\left(\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right)\right) z-|z|^{2} z+\mathrm{i} \sqrt{\frac{8 g \eta P_{\mathrm{in}, 0}}{\hbar \omega_{\widetilde{k}_{0}} \kappa^{2}} \varepsilon^{\frac{3}{2}}}=0, \tag{6.10}
\end{equation*}
$$

where

$$
\widetilde{V}(x)=\frac{\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}-\omega_{\tilde{k}_{1}}+\omega_{p_{1}}}{k_{1}}+d_{2} k_{1}+2 d_{2} k_{1} \sqrt{\frac{P_{\mathrm{in}, 1} \omega_{\tilde{k}_{0}}}{P_{\mathrm{in}, 0} \omega_{\tilde{k}_{1}}}} \sin \left(k_{1} x\right) .
$$

In order to fit our mathematical situation, we need to restrict to the case where

$$
\frac{\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}-\omega_{\widetilde{k}_{1}}+\omega_{p_{1}}}{k_{1}}+d_{2} k_{1}=0
$$

i.e.

$$
\widetilde{V}(x)=2 d_{2} k_{1} \sqrt{\frac{P_{\mathrm{in}, 1} \omega_{\widetilde{k}_{0}}}{P_{\mathrm{in}, 0} \omega_{\tilde{k}_{1}}}} \sin \left(k_{1} x\right) .
$$

Physically, this means that if the frequency $\omega_{p_{0}}$ of the first pump is tuned arbitrarily, the frequency of the second pump needs to be tuned to $\omega_{p_{1}}=\omega_{p_{0}}+\omega_{\widetilde{k}_{1}}-\omega_{\widetilde{k}_{0}}-d_{2} k_{1}^{2}$. Comparing (6.10) with (6.9) we see $\zeta=\frac{2 \varepsilon}{\kappa}\left(\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right), f=\sqrt{\frac{8 g \eta P_{\text {in }, 0}}{\hbar \omega_{\tilde{k}_{0}} \kappa^{2}}} \sqrt{\varepsilon}$ and $\beta=$ $\frac{2}{\kappa} d_{2} k_{1} \sqrt{\frac{P_{\text {in }, 1} \omega_{\tilde{\sigma_{0}}}}{P_{\text {in }, 0}} \omega_{\tilde{k}_{1}}}$. Using $\sin x \approx x$ for $x \rightarrow 0$ and

$$
\int_{\mathbb{R}} \frac{x \sinh (x)}{\cosh ^{3}(x)} d x=1
$$
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we can approximate $R \approx-4 \beta k_{1} \sqrt{\zeta d}$. The condition $\frac{\sqrt{8 \zeta}}{\pi|f|}\left|1-\frac{R}{4 \sqrt{\zeta d}}\right|<1$ then simplifies to

$$
\left(1+\frac{2}{\kappa} d_{2} k_{1}^{2} \sqrt{\frac{P_{\mathrm{in}, 1} \omega_{\widetilde{k_{0}}}}{P_{\mathrm{in}, 0} \omega_{\widetilde{k}_{1}}}}\right) \sqrt{\frac{2\left(\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right) \hbar \omega_{\tilde{k}_{0}} \kappa}{g \eta P_{\mathrm{in}, 0}}}<\pi .
$$

In order to find a mathematically more precise formulation of Approximation result 6.7 we can proceed analogously to the last section and only need to do some slight modifications. In the definition of $G$ we need to include one extra term, i.e.

$$
G(\varepsilon, \tilde{w})=-\frac{1}{2} \tilde{w}^{\prime \prime}+2 \mathrm{i} \varepsilon \beta \sin \left(k_{1} x\right) \tilde{w}^{\prime}+(-\mathrm{i} \varepsilon+\zeta) \tilde{w}-\left|w_{\infty}+\tilde{w}\right|^{2}\left(w_{\infty}+\tilde{w}\right)+\left|w_{\infty}\right|^{2} w_{\infty}
$$

Thus, the operator $A$ remains the same but the function $b$ becomes

$$
b=-\mathrm{i} a_{\theta^{*}}+\frac{2 \mathrm{i} f}{\zeta}\left|a_{\theta^{*}}\right|^{2}-\frac{\mathrm{i} f}{\zeta} a_{\theta^{*}}^{2}+2 \mathrm{i} \beta \sin \left(k_{1} x\right) a_{\theta^{*}}^{\prime}
$$

The change of $b$ also effects the definition of $\theta^{*}$ which is determined by $\left\langle b, \mathrm{i}_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})} \stackrel{!}{=} 0$. In fact, with

$$
R=R\left(\beta, \zeta, d, k_{1}\right)=-4 \beta \zeta \int_{\mathbb{R}} \sin \left(\sqrt{\frac{d}{\zeta}} k_{1} x\right) \frac{\sinh (x)}{\cosh ^{3}(x)} d x \approx-4 \beta k_{1} \sqrt{\zeta d}
$$

we find this time

$$
\left\langle b, \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}=\sqrt{2 d}\left(-\sqrt{8 \zeta}+\pi f \cos \theta^{*}\right)+R,
$$

whence

$$
\cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}\left(1-\frac{R}{4 \sqrt{\zeta d}}\right) \approx \frac{\sqrt{8 \zeta}}{\pi f}\left(1+\beta k_{1}\right) .
$$

Note that the change of $b$ also effects the definition of $\psi^{*}$, cf. (6.5). In order to prove the transversality condition (H2) we now find

$$
\partial_{(\varepsilon, v), \theta}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right]=a_{\theta^{*}}-2 \mathrm{i} a_{\theta^{*}}^{2} \overline{\psi^{*}}+\frac{2 f}{\zeta} a_{\theta^{*}}^{2}-2 \beta \sin \left(k_{1} x\right) a_{\theta^{*}}^{\prime}
$$

instead of

$$
\partial_{(\varepsilon, v), \theta^{2}}^{2} F\left(\theta^{*}, 0,0\right)\left[1, \psi^{*}\right]=a_{\theta^{*}}-2 \mathrm{i} a_{\theta^{*}}^{2} \overline{\psi^{*}}+\frac{2 f}{\zeta} a_{\theta^{*}}^{2} .
$$

But since

$$
\left\langle-2 \beta \sin \left(k_{1} x\right) a_{\theta^{*}}^{\prime}, \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}=0
$$

we once again see that (H2) is satisfied. For the determination of $\gamma$ notice that this time

$$
\left\langle\partial_{(\varepsilon, v)^{2}}^{2} F\left(\theta^{*}, 0,0\right)\left[\left(1, \psi^{*}\right),\left(1, \psi^{*}\right)\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})}
$$

$$
\begin{aligned}
= & \operatorname{Re} \int_{\mathbb{R}} 2 \mathrm{i}{\overline{a_{\theta^{*}}}}^{2}\left(\psi^{*}\right)^{2}-2 \psi^{*} \overline{a_{\theta^{*}}}+\frac{4 f}{\zeta} \overline{a_{\theta^{*}}} \psi^{*}+4 \beta \sin \left(k_{1} x\right)\left(\psi^{*}\right)^{\prime} \overline{a_{\theta^{*}}} d x \\
& +\frac{\sqrt{8 d} f}{\pi \zeta} \sin \theta^{*}\left(\pi^{2}-16\left(1-\frac{R}{4 \sqrt{\zeta d}}\right)\right)
\end{aligned}
$$

instead of

$$
\begin{aligned}
& \left\langle\partial_{(\varepsilon, v)^{2}}^{2} F\left(\theta^{*}, 0,0\right)\left[\left(1, \psi^{*}\right),\left(1, \psi^{*}\right)\right], \mathrm{i} a_{\theta^{*}}\right\rangle_{L^{2}(\mathbb{R})} \\
& \quad=\operatorname{Re} \int_{\mathbb{R}} 2 \mathrm{i}{\overline{a_{\theta^{*}}}}^{2}\left(\psi^{*}\right)^{2}-2 \psi^{*} \overline{a_{\theta^{*}}}+\frac{4 f}{\zeta}{\overline{a_{\theta^{*}}}}^{2} \psi^{*} d x+\frac{\sqrt{8 d} f}{\pi \zeta} \sin \theta^{*}\left(\pi^{2}-16\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\gamma= & \frac{\operatorname{Re} \int_{\mathbb{R}} \mathrm{i} \overline{\bar{a}_{\theta^{*}}}{ }^{2}\left(\psi^{*}\right)^{2}-\psi^{*} \overline{a_{\theta^{*}}}+\frac{2 f}{\zeta} \overline{\bar{a}_{\theta^{*}}} \psi^{*}+2 \beta \sin \left(k_{1} s\right)\left(\psi^{*}\right)^{\prime} \overline{a_{\theta^{*}}} d x}{\pi f \sqrt{2 d} \sin \theta^{*}} \\
& +\frac{1}{\pi^{2} \zeta}\left(\pi^{2}-16\left(1-\frac{R}{4 \sqrt{\zeta d}}\right)\right)
\end{aligned}
$$

Now we can state our generalized approximation result.
Theorem 6.9. Let $d, \zeta>0, f \neq 0, \beta \in \mathbb{R}, k_{1} \in \mathbb{N}$ such that

$$
\frac{\sqrt{8 \zeta}}{\pi|f|}\left|1-\frac{R}{4 \sqrt{\zeta d}}\right|<1 \text { and } \cos \theta^{*}=\frac{\sqrt{8 \zeta}}{\pi f}\left(1-\frac{R}{4 \sqrt{\zeta d}}\right) .
$$

Then the conclusions stated in Theorem 6.6 hold with

$$
\begin{aligned}
\gamma= & \frac{\operatorname{Re} \int_{\mathbb{R}} \mathrm{i}{\overline{a_{\theta^{*}}}}^{2}\left(\psi^{*}\right)^{2}-\psi^{*} \overline{a_{\theta^{*}}}+\frac{2 f}{\zeta} \overline{a_{\theta^{*}}} \psi^{*}+2 \beta \sin \left(k_{1} s\right)\left(\psi^{*}\right)^{\prime} \overline{a_{\theta^{*}}} d x}{\pi f \sqrt{2 d} \sin \theta^{*}} \\
& +\frac{1}{\pi^{2} \zeta}\left(\pi^{2}-16\left(1-\frac{R}{4 \sqrt{\zeta d}}\right)\right) .
\end{aligned}
$$

## 7. Outlook - Pumping multiple modes

In Section 4 we have illustrated that 1 -solitons arising in a dual-pumped resonator are spectrally broader and spatially more localized than 1 -solitons achieved by pumping only a single mode. Therefore, it is natural to ask what happens if more than two modes are pumped. Here we write again $\zeta_{0}$ instead of $\zeta$ for the detuning of the first pump. Let us denote by $\widetilde{k}_{j} \in \mathbb{Z}, j \in\{0, \ldots, n-1\}$ the $n$ distinct pumped modes. If we assume (for simplicity) that the initial phases of all pumps are zero then the evolution of the field inside the cavity is described by the following nonlinear coupled mode equations
$\frac{\partial \hat{A}_{k}}{\partial t}=-\frac{\kappa}{2} \hat{A}_{k}+\sum_{j=0}^{n-1} \delta_{k \widetilde{k_{j}}} \sqrt{\kappa_{\text {ext }}} s_{j} \mathrm{e}^{-\mathrm{i}\left(\omega_{p_{j}}-\omega_{\tilde{k}_{j}}\right) t}+\mathrm{i} g \sum_{k^{\prime}+k^{\prime \prime}-k^{\prime \prime \prime}=k} \hat{A}_{k^{\prime}} \hat{A}_{k^{\prime \prime}} \overline{\hat{A}}_{k^{\prime \prime \prime}} \mathrm{e}^{-\mathrm{i}\left(\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}-\omega_{k^{\prime \prime \prime}}-\omega_{k}\right) t}$,
cf. Section 2. The description of the physical quantities is the same as in Section 2 with the only difference that $j=0,1$ has to be replaced by $j=0, \ldots, n-1$. By using the transformation

$$
\tilde{a}(\tau, x):=\sqrt{\frac{2 g}{\kappa}} \sum_{k \in \mathbb{Z}} \hat{A}_{k}\left(\frac{2}{\kappa} \tau\right) \mathrm{e}^{-\mathrm{i} d k^{2} \tau} \mathrm{e}^{\mathrm{i} k x}
$$

we find the partial differential equation

$$
\mathrm{i} \frac{\partial \tilde{a}}{\partial \tau}=-d \tilde{a}^{\prime \prime}-\mathrm{i} \tilde{a}-|\tilde{a}|^{2} \tilde{a}+\mathrm{i} \sum_{j=0}^{n-1} f_{j} \mathrm{e}^{\mathrm{i}\left(\widetilde{k}_{j} x-\widetilde{\nu}_{j} \tau\right)}, \quad \tilde{a} 2 \pi \text {-periodic in } x
$$

where $\tau=\kappa t / 2, d=2 d_{2} / \kappa$, and $\zeta_{j}=2\left(\omega_{\widetilde{k}_{j}}-\omega_{p_{j}}\right) / \kappa, \widetilde{\nu}_{j}=d \widetilde{k}_{j}^{2}-\zeta_{j}, \eta=\kappa_{\text {ext }} / \kappa$, $f_{j}=\sqrt{8 \eta g / \kappa^{2}} s_{j}$ for $j=0, \ldots, n-1$. Setting

$$
a(\tau, x):=\mathrm{e}^{-\mathrm{i}\left(\widetilde{k}_{0}\left(x+2 d \widetilde{k}_{0} \tau\right)-\widetilde{\nu}_{0} \tau\right)} \tilde{a}\left(\tau, x+2 d \widetilde{k}_{0} \tau\right)
$$

leads to

$$
\mathrm{i} \frac{\partial a}{\partial \tau}=-d a^{\prime \prime}-\left(\mathrm{i}-\zeta_{0}\right) a-|a|^{2} a+\mathrm{i} f_{0}+\mathrm{i} \sum_{j=1}^{n-1} f_{j} \mathrm{e}^{\mathrm{i}\left(k_{j} x-\nu_{j} \tau\right)}, \quad a 2 \pi \text {-periodic in } x
$$

with $k_{j}=\widetilde{k}_{j}-\widetilde{k}_{0}$ and $\nu_{j}=\zeta_{0}-\zeta_{j}+d k_{j}^{2}$ for $j=1, \ldots, n-1$.
In the two mode case the traveling wave ansatz was crucial for simplifying both the analysis and the numerical computations. In the general case of pumping multiple modes such a traveling wave ansatz is not possible for arbitrary parameter choices. However, by imposing the following side constraints we can overcome this issue,

$$
\begin{equation*}
\nu_{j}=\frac{k_{j}}{k_{1}} \nu_{1} \text { for } j=2, \ldots, n-1 \tag{7.1}
\end{equation*}
$$

Note that in this case

$$
k_{j} x-\nu_{j} \tau=k_{j} x-\frac{k_{j}}{k_{1}} \nu_{1} \tau=\frac{k_{j}}{k_{1}}\left(k_{1} x-\nu_{1} \tau\right) \text { for } j=2, \ldots, n-1 .
$$

The conditions (7.1) translate to

$$
\begin{equation*}
\zeta_{j}=\frac{k_{j}}{k_{1}} \zeta_{1}+\left(1-\frac{k_{j}}{k_{1}}\right) \zeta_{0}+d k_{j}\left(k_{j}-k_{1}\right) \text { for } j=2, \ldots, n-1 \tag{7.2}
\end{equation*}
$$

or, in terms of physical quantities,
$\omega_{\widetilde{k}_{j}}-\omega_{p_{j}}=\frac{\widetilde{k}_{j}-\widetilde{k}_{0}}{\widetilde{k}_{1}-\widetilde{k}_{0}}\left(\omega_{\widetilde{k}_{1}}-\omega_{p_{1}}\right)+\frac{\widetilde{k}_{1}-\widetilde{k}_{j}}{\widetilde{k}_{1}-\widetilde{k}_{0}}\left(\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}\right)+d_{2}\left(\widetilde{k}_{j}-\widetilde{k}_{0}\right)\left(\widetilde{k}_{j}-\widetilde{k}_{1}\right)$ for $j=2, \ldots, n-1$.
Physically, this means that if the first two lasers are set to arbitrary detunings $\omega_{\widetilde{k}_{0}}-\omega_{p_{0}}$ and $\omega_{\widetilde{k}_{1}}-\omega_{p_{1}}$ then the detunings of the remaining lasers must be tuned in the unique way imposed by (7.1). The traveling wave ansatz $a(\tau, x)=u(x-\omega \tau)$ with $s=x-\omega \tau$ and $\omega=\nu_{1} / k_{1}$ now leads to

$$
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}-\left(\mathrm{i}-\zeta_{0}\right) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} \sum_{j=1}^{n-1} f_{j} \mathrm{e}^{\mathrm{i} k_{j} s}=0, \quad u 2 \pi \text {-periodic. }
$$

First numerical experiments with pde2path suggest that as in Section 4 pumping of adjacent modes with equal power distribution between the modes leads to optimal combs. Thus, from here on we choose the pumped modes as $k_{j}=j$ with $j=0, \ldots, n-1$ for some $n \in \mathbb{N}$ and consider the problem

$$
\begin{equation*}
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}-\left(\mathrm{i}-\zeta_{0}\right) u-|u|^{2} u+\mathrm{i} f_{0}+\mathrm{i} f_{1} \sum_{j=1}^{n-1} \mathrm{e}^{\mathrm{i} j s}=0, \quad u 2 \pi \text {-periodic }, \tag{7.3}
\end{equation*}
$$

where $f_{j}=f_{1}>0$ for $j=2, \ldots, n-1$. Note that the side constraints (7.2) then read

$$
\zeta_{j}=j \zeta_{1}+(1-j) \zeta_{0}+d(j-1) j \text { for } j=2, \ldots, n-1
$$

and observe also that several of the theoretical results stated in Section 3 hold for equation (7.3) due to the general forcing term used there. In order to find localized solutions of (7.3) we can apply a heuristic algorithm similar to the one mentioned in Section 4.3. That is, starting from $f_{1}=0$ and a constant solution $u_{0} \in \mathbb{C}$ we perform a continuation w.r.t. the $f_{1}$-parameter until $f_{1}=f_{0}$ is reached, whence we alternately run a continuation algorithm by varying either the $\zeta_{0^{-}}$or the $\omega$-parameter. Since our experiments suggest that the choice $\omega=(n-1) d$ is optimal in the case of equal power distribution $f_{0}=\ldots=f_{n-1}$ we can in fact reduce the optimizations from the algorithm to a single optimization step in $\zeta_{0}$. Let us denote the normalized total input power by $f^{2}=\sum_{j=0}^{n-1} f_{j}^{2}$. For the example $d=0.1, f=2$ we computed the most localized
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soliton (i.e., minimal FWHM) for the expected optimal power distribution $f_{0}=\ldots=$ $f_{n-1}=f / \sqrt{n}$ for any choice of $n=1, \ldots, 50$ and evaluated the PCE, the CBW as well as the FWHM of the resulting comb state $u(s)=\sum_{k \in \mathbb{Z}} \hat{u}_{k} \mathrm{e}^{\mathrm{i} k s}$. The results are depicted in Figure 23. We see that PCE and CBW increase while the FWHM decreases with increasing number of pumped modes. Hence, it seems to be beneficial to pump as many modes as possible. Here, the PCE is defined as ratio $P_{\mathrm{FC}} / f^{2}$ between intracavity comb power

$$
P_{\mathrm{FC}}=\sum_{k \in \mathbb{Z}}\left|\hat{u}_{k}\right|^{2}-\sum_{k=0}^{n-1} \frac{f_{k}^{2}}{f^{2}}\left|\hat{u}_{k}\right|^{2}
$$

and the normalized total input power. In the special case $f_{0}=\ldots=f_{n-1}=f / \sqrt{n}$ we find

$$
P_{\mathrm{FC}}=\sum_{k \in \mathbb{Z}}\left|\hat{u}_{k}\right|^{2}-\frac{1}{n} \sum_{k=0}^{n-1}\left|\hat{u}_{k}\right|^{2} .
$$

The CBW is again defined via the 3 dB points of the adjacent non-pumped modes, i.e.,

$$
\mathrm{CBW}=k_{l}^{*}+k_{r}^{*}
$$

with minimal integers $k_{l}^{*}>0$ and $k_{r}^{*}>0$ that fulfill

$$
\left|\hat{u}_{-k_{l}^{*}}\right|^{2} \leq \frac{1}{2}\left|\hat{u}_{-1}\right|^{2}, \quad\left|\hat{u}_{n-1+k_{r}^{*}}\right|^{2} \leq \frac{1}{2}\left|\hat{u}_{n}\right|^{2}
$$

respectively.


Figure 23. Power conversion efficiency, comb bandwidth and full-width at half-maximum of expected optimal soliton for $d=0.1$ and $f=2$ as function of number of pumped modes.

In Figure 24 we added plots of the spatial and spectral power distributions of the expected optimal solitons for $d=0.1$ and $f=2$ for $n=3,4,5,6$. One can observe that the soliton gets spatially more localized and spectrally broader as $n$ increases. Note that for $k \in \mathbb{N}$ the power in the mode $k$ is higher than the one in the mode $-k$ since we only pump modes with nonnegative indices.


Figure 24. Spatial and spectral power distributions of optimal solitons for $d=0.1$ and $f=2$ for $n=3,4,5,6$.

In order to formulate a limit equation for the case $n \rightarrow \infty$ let us consider $u_{n}$ as an optimal solution of

$$
-d u^{\prime \prime}+\mathrm{i} \omega u^{\prime}-\left(\mathrm{i}-\zeta_{0}\right) u-|u|^{2} u+\frac{\mathrm{i} f}{\sqrt{2 n+1}} \sum_{j=-n}^{n} \mathrm{e}^{\mathrm{i} j s}=0, \quad u 2 \pi \text {-periodic. }
$$

Note that here we are summing from $j=-n$ to $j=n$ in order to include all modes for $n \rightarrow \infty$. In this case the optimal choice of $\omega$ for equal power distribution translates into $\omega=0$, whence

$$
-d u_{n}^{\prime \prime}-\left(\mathrm{i}-\zeta_{0, n}\right) u_{n}-\left|u_{n}\right|^{2} u_{n}+\frac{\mathrm{i} f}{\sqrt{2 n+1}} \sum_{j=-n}^{n} \mathrm{e}^{\mathrm{i} j s}=0, \quad u_{n} 2 \pi \text {-periodic }
$$

where $\zeta_{0, n}$ denotes the optimized $\zeta_{0}$. For $v_{n}(s)=\sqrt{2 n+1} u_{n}(s)$ we find

$$
-d v_{n}^{\prime \prime}-\left(\mathrm{i}-\zeta_{0, n}\right) v_{n}-\frac{1}{2 n+1}\left|v_{n}\right|^{2} v_{n}+\mathrm{i} f \sum_{j=-n}^{n} \mathrm{e}^{\mathrm{i} j s}=0, \quad v_{n} 2 \pi \text {-periodic. }
$$

Since $\sum_{j=-n}^{n} \mathrm{e}^{\mathrm{i} j s}$ tends to a delta potential $2 \pi \delta_{0}$ for $n \rightarrow \infty$ it would be interesting to find and analyze an appropriate limit equation for $n \rightarrow \infty$. Note that Theorem 3.14 only implies $\left\|u_{n}\right\|_{2}^{2} \leq 2 \pi f^{2}$, whence $\left(v_{n}\right)_{n \in \mathbb{N}}$ does not seem to be bounded in $L^{2}(0,2 \pi)$. But due to better $L^{1}(0,2 \pi)$-bounds of the pump one may find boundedness in the $L^{1}(0,2 \pi)$ setting. This is currently not yet understood and it would be interesting to see more detailed research in this direction in the future.

## A. Band structures for periodic fractional Schrödinger operators

## A.1. Introduction

Appendix A is not related to frequency combs. Here, we study the spectrum of fractional Schrödinger operators with periodic potentials. The operators formally read as $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}\left(x_{n}\right)$. Here, $s \in(1 / 2,1), \alpha \in \mathbb{R}, V \in L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$ and $\delta_{\text {per }}$ denotes a $2 \pi$-periodic Dirac comb. In the case $\alpha=0$ we even allow $s \in(0,1)$. We give an exact definition of these operators using sesquilinear forms. Our goal is to generalize the well-known band structure of the spectrum of periodic differential operators to the fractional case. We use Floquet-Bloch theory to give a representation of the spectrum $\sigma(L)$ in terms of the spectra of associated operators $L_{k}$ acting on the periodicity cell $\mathcal{P}^{n}:=(0,2 \pi)^{n}$. Note that $L_{k}$ can not be simply defined by acting via the same expression since $L$ is a nonlocal operator. We show that the spectral definition of the fractional Laplacian, denoted by $(-\Delta)_{k}^{s}$, leads to the right operators $L_{k}=(-\Delta)_{k}^{s}+V(x)+\alpha \delta\left(x_{n}\right)$. Our main result is given in Theorem A. 14 and states

$$
\sigma(L)=\bigcup_{k \in \mathcal{B}^{n}} \sigma\left(L_{k}\right),
$$

where $\mathcal{B}^{n}:=[-1 / 2,1 / 2]^{n}$ denotes the Brillouin zone. The operators $L_{k}$ have purely discrete spectrum $\sigma\left(L_{k}\right)=\left\{\lambda_{l}(k): l \in \mathbb{N}\right\}$ with real eigenvalues

$$
\lambda_{1}(k) \leq \lambda_{2}(k) \leq \ldots \leq \lambda_{l}(k) \xrightarrow{l \rightarrow \infty} \infty .
$$

The sets $I_{l}:=\left\{\lambda_{l}(k): k \in \mathcal{B}^{n}\right\}$ are compact intervals, whence $\sigma(L)=\bigcup_{l \in \mathbb{N}} I_{l}$ has so-called band structure. Floquet-Bloch theory does not answer the question whether gaps really occur in the spectrum or whether the bands actually overlap. Using the one-dimensional examples $L=(-\Delta)^{s} \pm 2 \pi \delta_{\text {per }}(x)$, we show the existence of at least one spectral gap in the fractional case $s \in(1 / 2,1)$. In Section A. 2 we collect some important facts about fractional Sobolev spaces. Section A. 3 is dedicated to direct integrals which occur in a natural way in Floquet-Bloch theory. Section A. 4 introduces the Floquet transformation which is the right tool for connecting the whole space problem with a family of problems on the periodicity cell. In Section A. 5 we start our spectral theory in one dimension and we provide a multidimensional generalization in Section A.6. In Section A. 7 we treat our one-dimensional examples in which a spectral gap occurs. Section A. 8 contains the proofs of some technical results. Finally, in Section A. 9 we prove that the eigenvalues $\lambda_{l}(k)$ of the periodicity cell operators depend continuously on the parameter $k$.

## A.2. Some background on fractional Sobolev spaces

In Section A. 2 we collect some important facts about fractional Sobolev spaces. A detailed introduction can be found in [13].

Let $\Omega \subset \mathbb{R}^{n}$ be open and $s \in(0,1)$. The fractional Sobolev space $H^{s}(\Omega)$ is defined as

$$
H^{s}(\Omega):=\left\{u \in L^{2}(\Omega): \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y<\infty\right\} .
$$

This space is endowed with the natural norm

$$
\|u\|_{H^{s}(\Omega)}:=\left(\int_{\Omega}|u(x)|^{2} d x+\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y\right)^{\frac{1}{2}}
$$

where the term

$$
[u]_{H^{s}(\Omega)}:=\left(\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y\right)^{\frac{1}{2}}
$$

is the so-called Gagliardo seminorm of $u$.
If $\Omega=\mathbb{R}^{n}$, there is an equivalent definition via the Fourier transform,

$$
\mathcal{F} \varphi(\xi):=\widehat{\varphi}(\xi):=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \varphi(x) \mathrm{e}^{-\mathrm{i} \xi^{\mathrm{T}} x} d x \text { for } \varphi \in L^{1}\left(\mathbb{R}^{n}\right), \xi \in \mathbb{R}^{n}
$$

As usual, $\mathcal{F}$ extends to a unitary map $\mathcal{F}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$. By [13, Proposition 3.4],

$$
H^{s}\left(\mathbb{R}^{n}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right): \int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{s}|\widehat{u}(\xi)|^{2} d \xi<\infty\right\}
$$

and

$$
\begin{equation*}
[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}=C_{1}(n, s) \int_{\mathbb{R}^{n}}|\xi|^{2 s}|\widehat{u}(\xi)|^{2} d \xi \tag{A.1}
\end{equation*}
$$

for the constant

$$
\begin{equation*}
C_{1}(n, s):=2 \int_{\mathbb{R}^{n}} \frac{1-\cos \left(z_{1}\right)}{|z|^{n+2 s}} d z \tag{A.2}
\end{equation*}
$$

Therefore,

$$
\|u\|_{H^{s}\left(\mathbb{R}^{n}\right)}:=\left(\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{s}|\widehat{u}(\xi)|^{2} d \xi\right)^{\frac{1}{2}}
$$

defines an equivalent norm on $H^{s}\left(\mathbb{R}^{n}\right)$. We define the fractional Laplacian $(-\Delta)^{s / 2}$ by $(-\Delta)^{s / 2} u:=\mathcal{F}^{-1}\left(|\xi|^{s} \widehat{u}(\xi)\right)$ for $u \in H^{s}\left(\mathbb{R}^{n}\right)$. Note that although $(-\Delta)^{s}$ appears in the formal definition of $L$, we will only need to deal with $(-\Delta)^{s / 2}$ since we follow a sesquilinear
form approach.
By [13, Proposition 3.8], any function $u \in H^{s}\left(\mathbb{R}^{n}\right)$ for $s \in(1 / 2,1)$ has a trace $v$ on the hyperplane $\left\{x_{n}=0\right\}$, such that $v \in L^{2}\left(\mathbb{R}^{n-1}\right)$. In order to study our sesquilinear forms, we will need the following inequality. The proof is given in Section A.8.

Theorem A.1. Let $s \in(1 / 2,1)$ and $\varepsilon>0$. Then there exists a constant $D=D(n, s)>0$ such that $u \in H^{s}\left(\mathbb{R}^{n}\right)$ has a trace at $\left\{x_{n}=0\right\}$ and

$$
\|u(\cdot, 0)\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2} \leq D\left(\varepsilon^{-2 s / 2 s-1}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}\right) .
$$

Next, we move to the periodicity cell $\mathcal{P}^{n}=(0,2 \pi)^{n}$ and want to equip $H^{s}\left(\mathcal{P}^{n}\right)$ with quasiperiodic boundary conditions. For this purpose, if $u \in L^{2}\left(\mathcal{P}^{n}\right), k \in \mathcal{B}^{n}=[-1 / 2,1 / 2]^{n}$ and $l \in \mathbb{Z}^{n}$, then we write

$$
\widehat{u}_{k, l}:=\frac{1}{(2 \pi)^{n / 2}}\left\langle u, \mathrm{e}^{\mathrm{i}(k+l)^{\mathrm{T}} \cdot()}\right\rangle_{L^{2}\left(\mathcal{P}^{n}\right)}=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathcal{P}^{n}} u(x) \mathrm{e}^{-\mathrm{i}(k+l)^{\mathrm{T}} x} d x .
$$

Observe that $\left((2 \pi)^{-n / 2} \mathrm{e}^{\mathrm{i}(k+l)^{\mathrm{T}}(\cdot)}\right)_{l \in \mathbb{Z}^{n}}$ forms an orthonormal basis in $L^{2}\left(\mathcal{P}^{n}\right)$ and

$$
u=\frac{1}{(2 \pi)^{n / 2}} \sum_{l \in \mathbb{Z}^{n}} \widehat{u}_{k, l} \mathrm{e}^{\mathrm{i}(k+l)^{\mathrm{T}}(\cdot)} .
$$

Let $s \in(0,1)$ and $k \in \mathcal{B}^{n}$. By means of a discrete Fourier characterization, we define the space $H_{k}^{s}\left(\mathcal{P}^{n}\right)$ as

$$
H_{k}^{s}\left(\mathcal{P}^{n}\right):=\left\{u \in L^{2}\left(\mathcal{P}^{n}\right): \sum_{l \in \mathbb{Z}^{n}}\left(1+|k+l|^{2}\right)^{s}\left|\widehat{u}_{k, l}\right|^{2}<\infty\right\},
$$

with norm

$$
\|u\|_{H_{k}^{s}\left(\mathcal{P}^{n}\right)}:=\left(\sum_{l \in \mathbb{Z}^{n}}\left(1+|k+l|^{2}\right)^{s}\left|\widehat{u}_{k, l}\right|^{2}\right)^{\frac{1}{2}} .
$$

Further, the quasiperiodic fractional Laplacian $(-\Delta)_{k}^{s / 2}: H_{k}^{s}\left(\mathcal{P}^{n}\right) \subset L^{2}\left(\mathcal{P}^{n}\right) \rightarrow L^{2}\left(\mathcal{P}^{n}\right)$ is defined by

$$
\begin{equation*}
(-\Delta)_{k}^{s / 2} u:=\frac{1}{(2 \pi)^{n / 2}} \sum_{l \in \mathbb{Z}^{n}}|k+l|^{s} \widehat{u}_{k, l} \mathrm{e}^{\mathrm{i}(k+l)^{\mathrm{T}}(\cdot)} . \tag{A.3}
\end{equation*}
$$

Note that (A.3) holds for $s=2$, i.e. for the usual Laplacian, which motivates this definition. Note also that $(-\Delta)_{k}^{s / 2}$ is self-adjoint and that $H_{k}^{s}\left(\mathcal{P}^{n}\right)$ is a Hilbert space. The following lemma shows that, in fact, $H_{k}^{s}\left(\mathcal{P}^{n}\right)$ is a subspace of $H^{s}\left(\mathcal{P}^{n}\right)$. The proof is an adaption of [13, Proposition 3.4].

Lemma A.2. Let $s \in(0,1)$ and $k \in \mathcal{B}^{n}$. Then, for $u \in H_{k}^{s}\left(\mathcal{P}^{n}\right)$,

$$
\begin{equation*}
[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2} \leq C_{1}(n, s)\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}, \tag{A.4}
\end{equation*}
$$

where the constant $C_{1}(n, s)$ is defined by (A.2).
Proof. We consider $u$ as quasiperiodically extended to $\mathbb{R}^{n}$. Then,

$$
\begin{aligned}
{[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2} } & =\int_{\mathcal{P}^{n}} \int_{\mathcal{P}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y=\int_{\mathcal{P}^{n}} \int_{\mathcal{P}^{n}-y} \frac{|u(z+y)-u(y)|^{2}}{|z|^{n+2 s}} d z d y \\
& \leq \int_{\mathcal{P}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(z+y)-u(y)|^{2}}{|z|^{n+2 s}} d z d y=\int_{\mathbb{R}^{n}} \frac{1}{|z|^{n+2 s}} \int_{\mathcal{P}^{n}}|u(z+y)-u(y)|^{2} d y d z .
\end{aligned}
$$

By the Plancherel theorem we further conclude

$$
\begin{aligned}
{[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2} } & \leq \int_{\mathbb{R}^{n}} \frac{1}{|z|^{n+2 s}} \sum_{l \in \mathbb{Z}^{n}}\left|{\left.\overline{(u(z+\cdot)-u)_{k, l}}\right|^{2} d z}=\int_{\mathbb{R}^{n}} \frac{1}{|z|^{n+2 s}} \sum_{l \in \mathbb{Z}^{n}}\right| \mathrm{e}^{\mathrm{i}(k+l)^{\mathrm{T}} z}-\left.1\right|^{2}\left|\widehat{u}_{k, l}\right|^{2} d z \\
& =2 \sum_{l \in \mathbb{Z}^{n}} \int_{\mathbb{R}^{n}} \frac{1-\cos \left((k+l)^{\mathrm{T}} z\right)}{|z|^{n+2 s}} d z\left|\widehat{u}_{k, l}\right|^{2} .
\end{aligned}
$$

Now choose an orthogonal matrix $R \in \mathbb{R}^{n \times n}$ with $R(k+l)=|k+l| e_{1}$, where $e_{1}=$ $(1,0, \ldots, 0)^{\mathrm{T}}$. Using the transformation $z=R^{\mathrm{T}} \zeta$ we have

$$
\int_{\mathbb{R}^{n}} \frac{1-\cos \left((k+l)^{\mathrm{T}} z\right)}{|z|^{n+2 s}} d z=\int_{\mathbb{R}^{n}} \frac{1-\cos \left(|k+l| \zeta_{1}\right)}{|\zeta|^{n+2 s}} d \zeta .
$$

A further transformation $\zeta=|k+l|^{-1} \xi$ (we can assume $|k+l| \neq 0$ ) yields

$$
\int_{\mathbb{R}^{n}} \frac{1-\cos \left((k+l)^{\mathrm{T}} z\right)}{|z|^{n+2 s}} d z=\int_{\mathbb{R}^{n}} \frac{1-\cos \left(\xi_{1}\right)}{|\xi|^{n+2 s}} d \xi|k+l|^{2 s}=\frac{1}{2} C_{1}(n, s)|k+l|^{2 s},
$$

so that finally

$$
[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2} \leq C_{1}(n, s) \sum_{l \in \mathbb{Z}^{n}}|k+l|^{2 s}\left|\widehat{u}_{k, l}\right|^{2}=C_{1}(n, s)\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2} .
$$

We can also prove an analogon of Theorem A. 1 for functions acting on the periodicity cell. The proof is given in Section A.8.

Theorem A.3. Let $s \in(1 / 2,1)$ and $\varepsilon>0$. Then there exists a constant $C=C(n, s)>0$
such that $u \in H^{s}\left(\mathcal{P}^{n}\right)$ has a trace at $\left\{x_{n}=0\right\}$ and

$$
\|u(\cdot, 0)\|_{L^{2}\left(\mathcal{P}^{n-1}\right)}^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}+\varepsilon^{2 s}[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2}\right) .
$$

## A.3. Direct integrals

Direct integrals occur in a natural way in Floquet-Bloch theory. We limit ourselves to the most important facts and refer the reader to [55] for more details.

Let $H$ be a separable Hilbert space and $(\Omega, \mathfrak{M}, \mu)$ a $\sigma$-finite measure space. We call

$$
\int_{\Omega}^{\oplus} H d \mu:=L^{2}(\Omega, H)
$$

a constant direct integral. We say that a map $k \mapsto B_{k}$ from $\Omega$ to the space $L(H)$ of bounded linear operators on $H$ is measurable if $\Omega \rightarrow \mathbb{C}, k \mapsto\left\langle B_{k} \varphi, \psi\right\rangle_{H}$ is measurable for all $\varphi, \psi \in H$. Further, we call a map $k \mapsto A_{k}$ from $\Omega$ to the space of (possibly unbounded) self-adjoint operators on $H$ measurable if the map $\Omega \rightarrow L(H), k \mapsto\left(A_{k}+\mathrm{iId}\right)^{-1}$ is measurable. For such a map we define an operator

$$
A: D(A) \subset \int_{\Omega}^{\oplus} H d \mu \rightarrow \int_{\Omega}^{\oplus} H d \mu
$$

with domain

$$
D(A)=\left\{\psi \in \int_{\Omega}^{\oplus} H d \mu: \psi(k) \in D\left(A_{k}\right) \text { for a.a. } k \in \Omega, \int_{\Omega}\left\|A_{k} \psi(k)\right\|_{H}^{2} d k<\infty\right\}
$$

by

$$
(A \psi)(k):=A_{k} \psi(k) .
$$

We write

$$
A=\int_{\Omega}^{\oplus} A_{k} d k .
$$

In this situation we have the following result, see [55, Theorem XIII.85].

## Theorem A.4.

(a) The operator $A$ is self-adjoint.
(b) For every $\lambda \in \mathbb{R}$ one has

$$
\lambda \in \sigma(A) \Leftrightarrow \forall \varepsilon>0: \mu\left(\left\{k \in \Omega: \sigma\left(A_{k}\right) \cap(\lambda-\varepsilon, \lambda+\varepsilon) \neq \emptyset\right\}\right)>0 .
$$

## A.4. Floquet transformation

For simplicity, we start our investigations in one dimension, i.e. in Section A. 4 and Section A. 5 we fix $n=1$. For a local differential operator, its restriction to a periodicity
cell can be defined on suitable function spaces (i.e. with included quasiperiodic boundary conditions) by acting via the same differential expression. It is a-priori not clear how this can be done for the nonlocal operator $(-\Delta)^{s / 2}$. Here, we show that the spectral definition of $(-\Delta)_{k}^{s / 2}$ from (A.3) is the right one.

The Floquet transformation

$$
\mathcal{U}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathcal{P} \times \mathcal{B}),(\mathcal{U} f)(x, k)=\sum_{m \in \mathbb{Z}} f(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m}
$$

is the right tool for transforming a problem on the whole space into a family of problems on the periodicity cell and vice versa. For $k \in \mathcal{B}$, let us define the quasiperiodic extension operator

$$
E_{k}: L^{2}(\mathcal{P}) \rightarrow L_{\mathrm{loc}}^{2}(\mathbb{R}),\left(E_{k} u\right)(x+2 \pi l):=u(x) \mathrm{e}^{2 \pi \mathrm{i} k l} \text { for } x \in \mathcal{P}, l \in \mathbb{Z}
$$

Then, by [16, Lemma 3.4.1], we have the following result.
Lemma A.5. The operator $\mathcal{U}$ is unitary and its inverse is given by

$$
\left(\mathcal{U}^{-1} g\right)(x)=\int_{\mathcal{B}}\left(E_{k} g(\cdot, k)\right)(x) d k \text { for } x \in \mathbb{R}
$$

With the help of $\mathcal{U}$, we find the following important relation between the operator $(-\Delta)^{s / 2}$ and the operators $(-\Delta)_{k}^{s / 2}$.
Theorem A.6. Let $s \in(0,1)$ and $f \in H^{s}(\mathbb{R})$. Then, for a.a. $k \in \mathcal{B}$ and all $g \in H_{k}^{s}(\mathcal{P})$,

$$
\left\langle\left(\mathcal{U}(-\Delta)^{s / 2} f\right)(\cdot, k), g\right\rangle_{L^{2}(\mathcal{P})}=\left\langle(\mathcal{U} f)(\cdot, k),(-\Delta)_{k}^{s / 2} g\right\rangle_{L^{2}(\mathcal{P})} .
$$

For the proof we need the following lemma, see [4].
Lemma A.7. Let $s \in(0,1), \varphi \in \mathcal{S}(\mathbb{R})$ be a Schwartz function and

$$
\mathcal{S}_{s / 2}(\mathbb{R}):=\left\{f \in C^{\infty}(\mathbb{R}): \sup _{x \in \mathbb{R}}\left(1+|x|^{1+s}\right)\left|f^{(m)}(x)\right|<\infty \text { for all } m \in \mathbb{N}_{0}\right\}
$$

Then, $(-\Delta)^{s / 2} \varphi \in \mathcal{S}_{s / 2}(\mathbb{R})$.
Notice that in general $(-\Delta)^{s / 2} \varphi \notin \mathcal{S}(\mathbb{R})$ for $\varphi \in \mathcal{S}(\mathbb{R})$ because $|\xi|^{s}$ introduces a lack of differentiability at the origin, so that $|\xi|^{s} \widehat{\varphi}(\xi)$ no longer need to be a Schwartz function. Transforming back via $\mathcal{F}^{-1}$, the lack of differentiability translates into a lack of rapid decay.

Proof of Theorem A.6. First, let $f \in C_{c}^{\infty}(\mathbb{R})$ and $g=(2 \pi)^{-1 / 2} \mathrm{e}^{\mathrm{i}(k+j)(\cdot)}$ for an integer $j \in \mathbb{Z}$. Then,

$$
\left\langle(\mathcal{U} f)(\cdot, k),(-\Delta)_{k}^{s / 2} g\right\rangle_{L^{2}(\mathcal{P})}
$$

$$
\begin{aligned}
& =\frac{1}{\sqrt{2 \pi}}|k+j|^{s}\left\langle(\mathcal{U} f)(\cdot, k), \mathrm{e}^{\mathrm{i}(k+j)(\cdot)}\right\rangle_{L^{2}(\mathcal{P})} \\
& =\frac{1}{\sqrt{2 \pi}}|k+j|^{s} \int_{0}^{2 \pi} \sum_{m \in \mathbb{Z}} f(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m} \mathrm{e}^{-\mathrm{i}(k+j) x} d x \\
& =\frac{1}{\sqrt{2 \pi}}|k+j|^{s} \sum_{m \in \mathbb{Z}} \int_{0}^{2 \pi} f(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m} \mathrm{e}^{-\mathrm{i}(k+j) x} d x \\
& =\frac{1}{\sqrt{2 \pi}}|k+j|^{s} \sum_{m \in \mathbb{Z}} \int_{-2 \pi m}^{-2 \pi m+2 \pi} f(x) \mathrm{e}^{2 \pi \mathrm{i} k m} \mathrm{e}^{-\mathrm{i}(k+j)(x+2 \pi m)} d x \\
& =\frac{1}{\sqrt{2 \pi}}|k+j|^{s} \int_{\mathbb{R}} f(x) \mathrm{e}^{-\mathrm{i}(k+j) x} d x \\
& =|k+j|^{s} \widehat{f}(k+j) .
\end{aligned}
$$

On the other hand, since $(-\Delta)^{s / 2} f \in \mathcal{S}_{s / 2}(\mathbb{R})$ by Lemma A.7, via a similar calculation,

$$
\begin{align*}
\langle & \left.\left(\mathcal{U}(-\Delta)^{s / 2} f\right)(\cdot, k), g\right\rangle_{L^{2}(\mathcal{P})} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{2 \pi} \sum_{m \in \mathbb{Z}}\left((-\Delta)^{s / 2} f\right)(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m} \mathrm{e}^{-\mathrm{i}(k+j) x} d x \\
& =\frac{(-\Delta)^{s / 2} f(k+j)}{} \quad=|k+j|^{s} \widehat{f}(k+j) .
\end{align*}
$$

Next, to generalize the result to arbitrary $g \in H_{k}^{s}(\mathcal{P})$, we define for $M \in \mathbb{N}$,

$$
g_{M}:=\frac{1}{\sqrt{2 \pi}} \sum_{l=-M}^{M} \widehat{g}_{k, l} \mathrm{e}^{\mathrm{i}(k+l)(\cdot)} .
$$

By linearity, we have

$$
\left\langle\left(\mathcal{U}(-\Delta)^{s / 2} f\right)(\cdot, k), g_{M}\right\rangle_{L^{2}(\mathcal{P})}=\left\langle(\mathcal{U} f)(\cdot, k),(-\Delta)_{k}^{s / 2} g_{M}\right\rangle_{L^{2}(\mathcal{P})} .
$$

Since $g_{M} \rightarrow g$ in $L^{2}(\mathcal{P})$ as $M \rightarrow \infty$ and

$$
(-\Delta)_{k}^{s / 2} g_{M}=\frac{1}{\sqrt{2 \pi}} \sum_{l=-M}^{M}|k+l|^{s} \widehat{g}_{k, l} \mathrm{e}^{\mathrm{i}(k+l)(\cdot)} \rightarrow(-\Delta)_{k}^{s / 2} g \text { in } L^{2}(\mathcal{P})
$$

as $M \rightarrow \infty$, the claim follows for $f \in C_{c}^{\infty}(\mathbb{R})$. Finally, let $f \in H^{s}(\mathbb{R})$. Then, we find $f_{m} \in C_{c}^{\infty}(\mathbb{R})$ with $f_{m} \rightarrow f$ in $H^{s}(\mathbb{R})$. In particular, $f_{m} \rightarrow f$ and $(-\Delta)^{s / 2} f_{m} \rightarrow(-\Delta)^{s / 2} f$ in $L^{2}(\mathbb{R})$. By Lemma A. $5, \mathcal{U} f_{m} \rightarrow \mathcal{U} f$ and $\mathcal{U}(-\Delta)^{s / 2} f_{m} \rightarrow \mathcal{U}(-\Delta)^{s / 2} f$ in $L^{2}(\mathcal{P} \times \mathcal{B})$. Since $L^{2}(\mathcal{P} \times \mathcal{B}) \cong L^{2}\left(\mathcal{B}, L^{2}(\mathcal{P})\right)$ we can assume (up to a subsequence) by the Riesz-Fischer theorem that $\left(\mathcal{U} f_{m}\right)(\cdot, k) \rightarrow(\mathcal{U} f)(\cdot, k)$ and $\left(\mathcal{U}(-\Delta)^{s / 2} f_{m}\right)(\cdot, k) \rightarrow\left(\mathcal{U}(-\Delta)^{s / 2} f\right)(\cdot, k)$ in
$L^{2}(\mathcal{P})$ for a.a. $k \in \mathcal{B}$. The assertion follows from

$$
\left\langle\left(\mathcal{U}(-\Delta)^{s / 2} f_{m}\right)(\cdot, k), g\right\rangle_{L^{2}(\mathcal{P})}=\left\langle\left(\mathcal{U} f_{m}\right)(\cdot, k),(-\Delta)_{k}^{s / 2} g\right\rangle_{L^{2}(\mathcal{P})}
$$

by taking the limit $m \rightarrow \infty$.
Remark A.8. Inspired by [56, Theorem A] and armed with Theorem A.6, we can provide an alternative view onto the operator $(-\Delta)_{k}^{s / 2}$. The canonical way to define the periodicity cell operator $(-\Delta)_{k}^{s / 2}$ is the following: Take a function $g \in H_{k}^{s}(\mathcal{P})$, extend it quasiperiodically to the whole of $\mathbb{R}$, insert it into the whole-space operator $(-\Delta)^{s / 2}$ and finally restrict the obtained function again to the periodicity cell $\mathcal{P}$. The fact that $E_{k} g \notin L^{2}(\mathbb{R})$ for $g \neq 0$ now requires a definition of $(-\Delta)^{s / 2}$ for a larger class of functions. For this, we notice that $(-\Delta)^{s / 2}: \mathcal{S}(\mathbb{R}) \rightarrow \mathcal{S}_{s / 2}(\mathbb{R})$ is not only well-defined (cf. Lemma A.7) but also continuous if we equip $\mathcal{S}_{s / 2}(\mathbb{R})$ with the family of seminorms (see [4])

$$
[f]_{m}:=\sup _{x \in \mathbb{R}}\left(1+|x|^{1+s}\right)\left|f^{(m)}(x)\right| .
$$

The symmetry of $(-\Delta)^{s / 2}$ allows us to define $(-\Delta)^{s / 2}: \mathcal{S}_{s / 2}^{\prime}(\mathbb{R}) \rightarrow \mathcal{S}^{\prime}(\mathbb{R})$ by duality, i.e.

$$
\left\langle(-\Delta)^{s / 2} f, \varphi\right\rangle:=\left\langle f,(-\Delta)^{s / 2} \varphi\right\rangle, f \in \mathcal{S}_{s / 2}^{\prime}(\mathbb{R}), \varphi \in \mathcal{S}(\mathbb{R})
$$

Next note that $E_{k} g$ defines a distribution in $\mathcal{S}_{s / 2}^{\prime}(\mathbb{R})$. In fact, for $\psi \in \mathcal{S}_{s / 2}(\mathbb{R})$,

$$
\begin{aligned}
\int_{\mathbb{R}}\left|E_{k} g\right||\psi| d x & =\int_{\mathbb{R}}\left|E_{k} g\right| \frac{1}{1+|x|^{1+s}}\left(1+|x|^{1+s}\right)|\psi| d x \\
& \leq \sum_{j=1}^{\infty} \int_{2 \pi(j-1) \leq|x| \leq 2 \pi j}\left|E_{k} g\right| \frac{1}{1+|x|^{1+s}} d x[\psi]_{0} \\
& \leq \sum_{j=1}^{\infty} \frac{1}{1+(2 \pi(j-1))^{1+s}} \int_{2 \pi(j-1) \leq x \mid \leq 2 \pi j}\left|E_{k} g\right| d x[\psi]_{0} \\
& \leq 2 \sum_{j=1}^{\infty} \frac{1}{1+(2 \pi(j-1))^{1+s}}\|g\|_{L^{1}(\mathcal{P})}[\psi]_{0},
\end{aligned}
$$

and the last series converges since $s>0$. Further, for $\varphi \in \mathcal{S}(\mathbb{R})$,

$$
\begin{aligned}
\left\langle E_{k} g,(-\Delta)^{s / 2} \varphi\right\rangle & =\int_{\mathbb{R}} E_{k} g(-\Delta)^{s / 2} \varphi d x=\sum_{m \in \mathbb{Z}} \int_{2 \pi m}^{2 \pi(m+1)} g(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m}(-\Delta)^{s / 2} \varphi d x \\
& =\sum_{m \in \mathbb{Z}} \int_{0}^{2 \pi} g(x) \mathrm{e}^{2 \pi \mathrm{i} k m}\left((-\Delta)^{s / 2} \varphi\right)(x+2 \pi m) d x \\
& =\int_{0}^{2 \pi} g(x) \sum_{m \in \mathbb{Z}}\left((-\Delta)^{s / 2} \varphi\right)(x+2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k m} d x
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{2 \pi} g(x)\left(\mathcal{U}(-\Delta)^{s / 2} \varphi\right)(x,-k) d x=\int_{0}^{2 \pi} g(x) \overline{\left(\mathcal{U}(-\Delta)^{s / 2} \bar{\varphi}\right)(x, k)} d x \\
& =\left\langle g,\left(\mathcal{U}(-\Delta)^{s / 2} \bar{\varphi}\right)(\cdot, k)\right\rangle_{L^{2}(\mathcal{P})}=\left\langle(-\Delta)_{k}^{s / 2} g,(\mathcal{U} \bar{\varphi})(\cdot, k)\right\rangle_{L^{2}(\mathcal{P})} \\
& =\int_{0}^{2 \pi}(-\Delta)_{k}^{s / 2} g(\mathcal{U} \varphi)(x,-k) d x \stackrel{(*)}{=} \int_{\mathbb{R}} E_{k}(-\Delta)_{k}^{s / 2} g \varphi d x \\
& =\left\langle E_{k}(-\Delta)_{k}^{s / 2} g, \varphi\right\rangle .
\end{aligned}
$$

Therefore, $(-\Delta)^{s / 2} E_{k} g=E_{k}(-\Delta)_{k}^{s / 2} g$, whence $(-\Delta)_{k}^{s / 2} g=\left.\left((-\Delta)^{s / 2} E_{k} g\right)\right|_{\mathcal{P}}$. Note that $(*)$ follows in a similar way as

$$
\int_{\mathbb{R}} E_{k} g(-\Delta)^{s / 2} \varphi d x=\int_{0}^{2 \pi} g(x)\left(\mathcal{U}(-\Delta)^{s / 2} \varphi\right)(x,-k) d x
$$

which was proven during the first steps of the calculation.

## A.5. One-dimensional spectral theory

Next, we turn to the analysis of the operator $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}(x)$. We assume $s \in$ $(1 / 2,1), \alpha \in \mathbb{R}$ and that $V \in L^{\infty}(\mathbb{R}, \mathbb{R})$ is $2 \pi$-periodic. First we define the corresponding sesquilinear form $B_{L}: H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}) \rightarrow \mathbb{C}$ by

$$
B_{L}[u, v]:=\int_{\mathbb{R}}|\xi|^{2 s} \widehat{u}(\xi) \overline{\widehat{v}(\xi)} d \xi+\int_{\mathbb{R}} V(x) u(x) \overline{v(x)} d x+\alpha \sum_{l \in \mathbb{Z}} u(2 \pi l) \overline{v(2 \pi l)}
$$

Recall that $s>1 / 2$ implies the embedding $H^{s}(\mathbb{R}) \hookrightarrow C_{0}(\mathbb{R})$. By Theorem A. 3 we find for any $\varepsilon>0$ and $l \in \mathbb{Z}$,

$$
\begin{equation*}
|u(2 \pi l)|^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}(2 \pi l, 2 \pi(l+1))}^{2}+\varepsilon^{2 s}[u]_{H^{s}(2 \pi l, 2 \pi(l+1))}^{2}\right) \tag{A.6}
\end{equation*}
$$

for a constant $C=C(s)>0$. Therefore, using (A.1), we find,

$$
\begin{equation*}
\sum_{l \in \mathbb{Z}}|u(2 \pi l)|^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{2 s}\left\|(-\Delta)^{s / 2} u\right\|_{L^{2}(\mathbb{R})}^{2}\right) \tag{A.7}
\end{equation*}
$$

for a new constant $C=C(s)>0$. For a suitable choice of $\varepsilon$, this results in

$$
\begin{equation*}
B_{L}[u, u] \geq \frac{1}{2}\left\|(-\Delta)^{s / 2} u\right\|_{L^{2}(\mathbb{R})}^{2}-C_{2}\|u\|_{L^{2}(\mathbb{R})}^{2} \text { for a constant } C_{2}=C_{2}(\alpha, s, V), \tag{A.8}
\end{equation*}
$$

whence $B_{L}$ is semibounded and closed. By [54, Theorem VIII.15] we may view $L$ as a self-adjoint operator on a suitable domain $D(L) \subset H^{s}(\mathbb{R})$ given by the relation that for
$u \in H^{s}(\mathbb{R}), w \in L^{2}(\mathbb{R})$,

$$
u \in D(L) \text { and } L u=w \Leftrightarrow \forall v \in H^{s}(\mathbb{R}): B_{L}[u, v]=\langle w, v\rangle_{L^{2}(\mathbb{R})} .
$$

We note that

$$
\begin{aligned}
D(L) & =\left\{u \in H^{s}(\mathbb{R}):|\xi|^{2 s} \widehat{u}(\xi)+\frac{\alpha}{\sqrt{2 \pi}} \sum_{l \in \mathbb{Z}} u(2 \pi l) \mathrm{e}^{-2 \pi \mathrm{i} l \xi} \in L^{2}(\mathbb{R})\right\} \\
L u & =\mathcal{F}^{-1}\left[|\xi|^{2 s} \widehat{u}(\xi)+\frac{\alpha}{\sqrt{2 \pi}} \sum_{l \in \mathbb{Z}} u(2 \pi l) \mathrm{e}^{-2 \pi \mathrm{i} l \xi}\right]+V(x) u
\end{aligned}
$$

Here, $\sum_{l \in \mathbb{Z}} u(2 \pi l) \mathrm{e}^{-2 \pi \mathrm{i} l \xi}$ converges in $L_{\text {loc }}^{2}(\mathbb{R})$ since $\sum_{l \in \mathbb{Z}}|u(2 \pi l)|^{2}<\infty$ for $u \in H^{s}(\mathbb{R})$ by (A.7).

We proceed by introducing the associated periodicity cell operators $L_{k}=(-\Delta)_{k}^{s}+$ $V(x)+\alpha \delta(x), k \in \mathcal{B}$. The corresponding sesquilinear form $B_{L_{k}}: H_{k}^{s}(\mathcal{P}) \times H_{k}^{s}(\mathcal{P}) \rightarrow \mathbb{C}$ is defined by

$$
B_{L_{k}}[u, v]:=\sum_{l \in \mathbb{Z}}|k+l|^{2 s} \widehat{u}_{k, l} \overline{\hat{v}_{k, l}}+\int_{0}^{2 \pi} V(x) u(x) \overline{v(x)} d x+\alpha u(0) \overline{v(0)} .
$$

We note that $s \in(1 / 2,1)$ implies the embedding $H^{s}(\mathcal{P}) \hookrightarrow C^{0, \beta}(\mathcal{P})$ for $\beta=s-1 / 2$, see [13, Theorem 8.2]. Combining (A.6) for $l=0$ and (A.4), we find, for $u \in H_{k}^{s}(\mathcal{P})$,

$$
|u(0)|^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}(\mathcal{P})}^{2}+\varepsilon^{2 s}\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}(\mathcal{P})}^{2}\right)
$$

for a constant $C=C(s)>0$. Again, for a suitable choice of $\varepsilon$, this results in

$$
\begin{equation*}
B_{L_{k}}[u, u] \geq \frac{1}{2}\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}(\mathcal{P})}^{2}-C_{2}\|u\|_{L^{2}(\mathcal{P})}^{2} \tag{A.9}
\end{equation*}
$$

for the constant $C_{2}=C_{2}(\alpha, s, V)$ from (A.8), whence $B_{L_{k}}$ is semibounded and closed. The corresponding self-adjoint operator is given by

$$
\begin{aligned}
D\left(L_{k}\right) & =\left\{u \in H_{k}^{s}(\mathcal{P}):|k+l|^{2 s} \widehat{u}_{k, l}+\frac{\alpha}{\sqrt{2 \pi}} u(0) \in \ell^{2}(\mathbb{Z})\right\}, \\
L_{k} u & =\frac{1}{\sqrt{2 \pi}} \sum_{l \in \mathbb{Z}}\left(|k+l|^{2 s} \widehat{u}_{k, l}+\frac{\alpha}{\sqrt{2 \pi}} u(0)\right) \mathrm{e}^{\mathrm{i}(k+l)(\cdot)}+V(x) u .
\end{aligned}
$$

Since $\mathcal{P}$ is bounded, compactness arguments can be used to prove the existence of a $L^{2}(\mathcal{P})$ orthonormal basis $\left(\varphi_{l}(\cdot, k)\right)_{l \in \mathbb{N}}$ of eigenfunctions from $L_{k}$ with corresponding (real) eigenvalues satisfying

$$
\lambda_{1}(k) \leq \lambda_{2}(k) \leq \ldots \leq \lambda_{l}(k) \xrightarrow{l \rightarrow \infty} \infty
$$

and

$$
\begin{equation*}
\sigma\left(L_{k}\right)=\left\{\lambda_{l}(k): l \in \mathbb{N}\right\} . \tag{A.10}
\end{equation*}
$$

Proving the analogon of Theorem A. 6 for $L$ and $L_{k}$ directly seems to be hard by the complicated structure of $D(L)$. Therefore, we follow [3] and choose a sesquilinear form approach. Since we are studying a spectral problem, we may assume w.l.o.g. (introducing a shift by $C_{2}+1 / 2$ ) that $B_{L}$ and $B_{L_{k}}$ define scalar products on $H^{s}(\mathbb{R})$ and $H_{k}^{s}(\mathcal{P})$, which are equivalent to the usual scalar products on $H^{s}(\mathbb{R})$ and $H_{k}^{s}(\mathcal{P})$.

An important step is to prove that $\mathcal{U}$ is also a unitary map between $\left(H^{s}(\mathbb{R}), B_{L}[\cdot, \cdot]\right)$ and the Hilbert space $\left(\mathcal{H},\langle\cdot, \cdot\rangle_{\mathcal{H}}\right)$ defined by

$$
\begin{aligned}
\mathcal{H} & :=\left\{u \in L^{2}(\mathcal{P} \times \mathcal{B}): u(\cdot, k) \in H_{k}^{s}(\mathcal{P}) \text { for a.a. } k \in \mathcal{B},\|u\|_{\mathcal{H}}<\infty\right\}, \\
\langle u, v\rangle_{\mathcal{H}} & :=\int_{\mathcal{B}} B_{L_{k}}[u(\cdot, k), v(\cdot, k)] d k, \quad\|u\|_{\mathcal{H}}:=\sqrt{\langle u, u\rangle_{\mathcal{H}}} .
\end{aligned}
$$

Note that $\mathcal{H}=D\left(\int_{\mathcal{B}}^{\oplus}(-\Delta)_{k}^{s / 2} d k\right)$ and that the graph norm of $\int_{\mathcal{B}}^{\oplus}(-\Delta)_{k}^{s / 2} d k$ defines an equivalent norm on $\mathcal{H}$. Here, using $L^{2}(\mathcal{P} \times \mathcal{B}) \cong L^{2}\left(\mathcal{B}, L^{2}(\mathcal{P})\right.$ ), we interpret $\int_{\mathcal{B}}^{\oplus}(-\Delta)_{k}^{s / 2} d k$ as an operator in $L^{2}(\mathcal{P} \times \mathcal{B})$. Part (a) of Theorem A. 4 now implies the completeness of $\mathcal{H}$.

Theorem A.9. The map $\mathcal{U}:\left(H^{s}(\mathbb{R}), B_{L}[\cdot, \cdot]\right) \rightarrow\left(\mathcal{H},\langle\cdot, \cdot\rangle_{\mathcal{H}}\right)$ is well-defined and unitary.
Proof. Let $u \in C_{c}^{\infty}(\mathbb{R})$. Since $\overline{(\mathcal{U u})(\cdot, k}_{k, l}=\widehat{u}(k+l)$, cf. (A.5) for $s=0$, and $\widehat{u} \in \mathcal{S}(\mathbb{R})$, we conclude $(\mathcal{U} u)(\cdot, k) \in H_{k}^{s}(\mathcal{P})$ for all $k \in \mathcal{B}$. Further, for $u, v \in C_{c}^{\infty}(\mathbb{R})$,

$$
\begin{aligned}
& B_{L_{k}}[(\mathcal{U} u)(\cdot, k),(\mathcal{U} v)(\cdot, k)] \\
= & \sum_{l \in \mathbb{Z}}|k+l|^{2 s} \widehat{u}(k+l) \overline{\widehat{v}(k+l)}+\sum_{m, \widetilde{m} \in \mathbb{Z}} \mathrm{e}^{2 \pi \mathrm{i} k(m-\widetilde{m})} \int_{0}^{2 \pi} V(x) u(x-2 \pi m) \overline{v(x-2 \pi \widetilde{m})} d x \\
& +\alpha \sum_{m, \widetilde{m} \in \mathbb{Z}} \mathrm{e}^{2 \pi \mathrm{i} k(m-\widetilde{m})} u(-2 \pi m) \overline{v(-2 \pi \widetilde{m})} .
\end{aligned}
$$

Integration over $\mathcal{B}$ yields

$$
\begin{aligned}
& \int_{\mathcal{B}} B_{L_{k}}[(\mathcal{U} u)(\cdot, k),(\mathcal{U} v)(\cdot, k)] d k \\
= & \sum_{l \in \mathbb{Z}} \int_{-\frac{1}{2}}^{\frac{1}{2}}|k+l|^{2 s} \widehat{u}(k+l) \overline{\widehat{v}(k+l)} d k+\sum_{m \in \mathbb{Z}} \int_{0}^{2 \pi} V(x) u(x-2 \pi m) \overline{v(x-2 \pi m)} d x \\
& +\alpha \sum_{m \in \mathbb{Z}} u(-2 \pi m) \overline{v(-2 \pi m)} \\
= & \sum_{l \in \mathbb{Z}} \int_{-\frac{1}{2}+l}^{\frac{1}{2}+l}|k|^{2 s} \widehat{u}(k) \overline{\widehat{v}(k)} d k+\sum_{m \in \mathbb{Z}} \int_{-2 \pi m}^{-2 \pi m+2 \pi} V(x) u(x) \overline{v(x)} d x+\alpha \sum_{l \in \mathbb{Z}} u(2 \pi l) \overline{v(2 \pi l)}
\end{aligned}
$$

$$
=\int_{\mathbb{R}}|\xi|^{2 s} \widehat{u}(\xi) \overline{\widehat{v}(\xi)} d \xi+\int_{\mathbb{R}} V(x) u(x) \overline{v(x)} d x+\alpha \sum_{l \in \mathbb{Z}} u(2 \pi l) \overline{v(2 \pi l)}=B_{L}[u, v] .
$$

Hence, $\mathcal{U} u, \mathcal{U} v \in \mathcal{H}$ and $B_{L}[u, v]=\langle\mathcal{U} u, \mathcal{U} v\rangle_{\mathcal{H}}$. Now let $u \in H^{s}(\mathbb{R})$. We find $u_{m} \in C_{c}^{\infty}(\mathbb{R})$ with $u_{m} \rightarrow u$ in $H^{s}(\mathbb{R})$. Since $B_{L}\left[u_{m}-u_{l}, u_{m}-u_{l}\right]=\left\|\mathcal{U} u_{m}-\mathcal{U} u_{l}\right\|_{\mathcal{H}}^{2}$, we conclude that $\left(\mathcal{U} u_{m}\right)_{m \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{H}$ and thus converges to some $w \in \mathcal{H}$. In particular, $\mathcal{U} u_{m} \rightarrow w$ in $L^{2}(\mathcal{P} \times \mathcal{B})$. On the other hand, by Lemma A.5, $\mathcal{U} u_{m} \rightarrow \mathcal{U} u$ in $L^{2}(\mathcal{P} \times \mathcal{B})$. Thus, $\mathcal{U} u=w \in \mathcal{H}$ and $\mathcal{U} u_{m} \rightarrow \mathcal{U} u$ in $\mathcal{H}$, so that $B_{L}[u, v]=\langle\mathcal{U} u, \mathcal{U} v\rangle_{\mathcal{H}}$ follows for all $u, v \in H^{s}(\mathbb{R})$. Conversely, let $g \in \mathcal{H}$. It remains to show that $\mathcal{U}^{-1} g \in H^{s}(\mathbb{R})$. For $\psi \in H^{s}(\mathbb{R})$,

$$
\begin{aligned}
& \left\langle(-\Delta)^{s / 2} \psi, \mathcal{U}^{-1} g\right\rangle_{L^{2}(\mathbb{R})}=\left\langle\mathcal{U}(-\Delta)^{s / 2} \psi, g\right\rangle_{L^{2}(\mathcal{P} \times \mathcal{B})} \\
= & \int_{\mathcal{B}}\left\langle\left(\mathcal{U}(-\Delta)^{s / 2} \psi\right)(\cdot, k), g(\cdot, k)\right\rangle_{L^{2}(\mathcal{P})} d k=\int_{\mathcal{B}}\left\langle(\mathcal{U} \psi)(\cdot, k),(-\Delta)_{k}^{s / 2}(g(\cdot, k))\right\rangle_{L^{2}(\mathcal{P})} d k \\
= & \left\langle\mathcal{U} \psi, \int_{\mathcal{B}}^{\oplus}(-\Delta)_{k}^{s / 2} d k g\right\rangle_{L^{2}(\mathcal{P} \times \mathcal{B})}=\left\langle\psi, \mathcal{U}^{-1} \int_{\mathcal{B}}^{\oplus}(-\Delta)_{k}^{s / 2} d k g\right\rangle_{L^{2}(\mathbb{R})},
\end{aligned}
$$

where we used Theorem A. 6 and twice that $\mathcal{U}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathcal{P} \times \mathcal{B})$ is unitary, cf. Lemma A.5. Using that $(-\Delta)^{s / 2}: H^{s}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ is self-adjoint, the assertion is proved since $\mathcal{U}^{-1} g \in D\left(\left((-\Delta)^{s / 2}\right)^{*}\right)=D\left((-\Delta)^{s / 2}\right)=H^{s}(\mathbb{R})$.

Armed with Theorem A.9, we get the following result at operator level.
Corollary A.10. The relation

$$
\mathcal{U}(D(L))=D\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)
$$

holds and

$$
L=\left.\mathcal{U}^{-1} \int_{\mathcal{B}}^{\oplus} L_{k} d k \mathcal{U}\right|_{D(L)}
$$

In particular,

$$
\sigma(L)=\sigma\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)
$$

Proof. Let $f \in D(L) \subset H^{s}(\mathbb{R})$. Then, for $\psi \in D\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right) \subset \mathcal{H}$,

$$
\begin{aligned}
& \left\langle\int_{\mathcal{B}}^{\oplus} L_{k} d k \psi, \mathcal{U} f\right\rangle_{L^{2}(\mathcal{P} \times \mathcal{B})}=\int_{\mathcal{B}}\left\langle L_{k}(\psi(\cdot, k)),(\mathcal{U} f)(\cdot, k)\right\rangle_{L^{2}(\mathcal{P})} d k \\
= & \int_{\mathcal{B}} B_{L_{k}}[\psi(\cdot, k),(\mathcal{U} f)(\cdot, k)] d k=\langle\psi, \mathcal{U} f\rangle_{\mathcal{H}}=B_{L}\left[\mathcal{U}^{-1} \psi, f\right] \\
= & \left\langle\mathcal{U}^{-1} \psi, L f\right\rangle_{L^{2}(\mathbb{R})}=\langle\psi, \mathcal{U} L f\rangle_{L^{2}(\mathcal{P} \times \mathcal{B})}
\end{aligned}
$$

by Theorem A. 9 and Lemma A.5. Using part (a) of Theorem A.4, we conclude

$$
\mathcal{U} f \in D\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right) \text { and } \int_{\mathcal{B}}^{\oplus} L_{k} d k \mathcal{U} f=\mathcal{U} L f
$$

Conversely, let $g \in D\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right) \subset \mathcal{H}$. Then, for $\psi \in D(L) \subset H^{s}(\mathbb{R})$,

$$
\begin{aligned}
& \left\langle L \psi, \mathcal{U}^{-1} g\right\rangle_{L^{2}(\mathbb{R})}=B_{L}\left[\psi, \mathcal{U}^{-1} g\right]=\langle\mathcal{U} \psi, g\rangle_{\mathcal{H}}=\int_{\mathcal{B}} B_{L_{k}}[(\mathcal{U} \psi)(\cdot, k), g(\cdot, k)] d k \\
= & \int_{\mathcal{B}}\left\langle(\mathcal{U} \psi)(\cdot, k), L_{k}(g(\cdot, k))\right\rangle_{L^{2}(\mathcal{P})} d k=\left\langle\mathcal{U} \psi, \int_{\mathcal{B}}^{\oplus} L_{k} d k g\right\rangle_{L^{2}(\mathcal{P} \times \mathcal{B})} \\
= & \left\langle\psi, \mathcal{U}^{-1} \int_{\mathcal{B}}^{\oplus} L_{k} d k g\right\rangle_{L^{2}(\mathbb{R})}
\end{aligned}
$$

by Theorem A. 9 and Lemma A.5. Using that $L$ is self-adjoint, we conclude

$$
\mathcal{U}^{-1} g \in D(L) \text { and } L \mathcal{U}^{-1} g=\mathcal{U}^{-1} \int_{\mathcal{B}}^{\oplus} L_{k} d k g .
$$

As a last step towards $\sigma(L)=\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$ we show that

$$
\sigma\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)=\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right) .
$$

A crucial step towards this is the a-priori closedness of $\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$. For this, for $l \in \mathbb{N}$, we set $I_{l}:=\left\{\lambda_{l}(k): k \in \mathcal{B}\right\}$. Then, by (A.10),

$$
\begin{equation*}
\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)=\bigcup_{l \in \mathbb{N}} I_{l} . \tag{A.11}
\end{equation*}
$$

Lemma A.11. The set $\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$ is closed.
Proof. Each $I_{l}$ is a compact interval since $\lambda_{l}(k)$ depends continuously on the parameter $k$, see Theorem A. 20 in Section A.9. Next, we show that

$$
\begin{equation*}
\min I_{l} \xrightarrow{l \rightarrow \infty} \infty . \tag{A.12}
\end{equation*}
$$

For this, we recall that $B_{L_{k}}[u, u] \geq \frac{1}{2}\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}(\mathcal{P})}^{2}$ since we introduced a shift. Therefore, by the min-max characterization of eigenvalues, it suffices to consider the case $\alpha=0, V=0$. In this case,

$$
\left\{\lambda_{l}(k): l \in \mathbb{N}\right\}=\left\{|k+j|^{2 s}: j \in \mathbb{Z}\right\}
$$

and one finds

$$
\min I_{l}=\min _{k \in \mathcal{B}} \lambda_{l}(k)=\left(\frac{l-1}{2}\right)^{2 s},
$$

whence (A.12) follows. Finally, let $\left(x_{m}\right)_{m \in \mathbb{N}}$ be a sequence in $\bigcup_{l \in \mathbb{N}} I_{l}$ converging to some $x_{0} \in \mathbb{R}$. By (A.12) and the boundedness of the sequence, we find $l_{0} \in \mathbb{N}$ with $\left\{x_{m}: m \in \mathbb{N}\right\} \cap I_{l}=\emptyset$ for all $l>l_{0}$. Thus, there exists a number $m_{0} \in \mathbb{N}$ satisfying that $x_{m} \in I_{m_{0}}$ for infinitely many $m \in \mathbb{N}$. As the corresponding subsequence converges also to $x_{0}$, we conclude $x_{0} \in I_{m_{0}}$ by the closedness of $I_{m_{0}}$. In particular, $x_{0} \in \bigcup_{l \in \mathbb{N}} I_{l}$.

Lemma A.12. The relation

$$
\sigma\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)=\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)
$$

is true.
Proof. First, let $\mu \in \bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$, i.e. $\mu=\lambda_{l_{0}}\left(k_{0}\right)$ for some $l_{0} \in \mathbb{N}$ and some $k_{0} \in \mathcal{B}$. Let $\varepsilon>0$. By the continuity of $k \mapsto \lambda_{l_{0}}(k)$ (see Theorem A.20), we find $\delta>0$ such that $\lambda_{l_{0}}(k) \in(\mu-\varepsilon, \mu+\varepsilon)$ for all $k \in \mathcal{B} \cap\left(k_{0}-\delta, k_{0}+\delta\right)$. In particular,

$$
\sigma\left(L_{k}\right) \cap(\mu-\varepsilon, \mu+\varepsilon) \supset\left\{\lambda_{l_{0}}(k)\right\} \neq \emptyset
$$

for all $k \in \mathcal{B} \cap\left(k_{0}-\delta, k_{0}+\delta\right)$, whence (with $\lambda$ denoting the Lebesgue measure)

$$
\lambda\left(\left\{k \in \mathcal{B}: \sigma\left(L_{k}\right) \cap(\mu-\varepsilon, \mu+\varepsilon) \neq \emptyset\right\}\right) \geq \lambda\left(\mathcal{B} \cap\left(k_{0}-\delta, k_{0}+\delta\right)\right)>0 .
$$

Part (b) of Theorem A. 4 now implies $\mu \in \sigma\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)$. Conversely, let $\mu \in \mathbb{R} \backslash$ $\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$. By Lemma A. 11 we find $\varepsilon_{0}>0$ satisfying that $|\nu-\mu| \geq \varepsilon_{0}$ for all $\nu \in \bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right)$. In particular,

$$
\sigma\left(L_{k}\right) \cap\left(\mu-\varepsilon_{0}, \mu+\varepsilon_{0}\right)=\emptyset
$$

for $k \in \mathcal{B}$, whence

$$
\lambda\left(\left\{k \in \mathcal{B}: \sigma\left(L_{k}\right) \cap\left(\mu-\varepsilon_{0}, \mu+\varepsilon_{0}\right) \neq \emptyset\right\}\right)=\lambda(\emptyset)=0 .
$$

Again, part (b) of Theorem A. 4 implies $\mu \in \mathbb{R} \backslash \sigma\left(\int_{\mathcal{B}}^{\oplus} L_{k} d k\right)$.

Combining Corollary A. 10 and Lemma A.12, we obtain the main result of this section.
Theorem A.13. Let $s \in(1 / 2,1), \alpha \in \mathbb{R}$ and $V \in L^{\infty}(\mathbb{R}, \mathbb{R})$ be $2 \pi$-periodic. Further, let $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}(x)$ and $L_{k}=(-\Delta)_{k}^{s}+V(x)+\alpha \delta(x)$ for $k \in \mathcal{B}$. Then,

$$
\sigma(L)=\bigcup_{k \in \mathcal{B}} \sigma\left(L_{k}\right) .
$$

Remembering (A.11), we can write the last equation also as

$$
\sigma(L)=\bigcup_{l \in \mathbb{N}} I_{l}
$$

Thus, we proved the so-called band structure of the spectrum of $L$, i.e. $\sigma(L)$ is a countable union of compact intervals.

## A.6. Multidimensional spectral theory

As stated before, for simplicity we restricted the previous considerations to one dimension. Here, we provide a multidimensional generalization.

We start with the analysis of the operator $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}\left(x_{n}\right)$. Now we assume $s \in(1 / 2,1), \alpha \in \mathbb{R}$ and that $V \in L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$. First we define the corresponding sesquilinear form $B_{L}: H^{s}\left(\mathbb{R}^{n}\right) \times H^{s}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{C}$ by
$B_{L}[u, v]:=\int_{\mathbb{R}^{n}}|\xi|^{2 s} \widehat{u}(\xi) \overline{\widehat{v}(\xi)} d \xi+\int_{\mathbb{R}^{n}} V(x) u(x) \overline{v(x)} d x+\alpha \sum_{l \in \mathbb{Z}} \int_{\mathbb{R}^{n-1}} u\left(x^{\prime}, 2 \pi l\right) \overline{v\left(x^{\prime}, 2 \pi l\right)} d x^{\prime}$.
By Theorem A. 3 we find for any $\varepsilon>0, l \in \mathbb{Z}$ and $m \in \mathbb{Z}^{n-1}$,

$$
\begin{equation*}
\|u(\cdot, 2 \pi l)\|_{L^{2}\left(\mathcal{P}^{n-1}+2 \pi m\right)}^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}\left(\mathcal{P}^{n}+2 \pi(l, m)\right)}^{2}+\varepsilon^{2 s}[u]_{H^{s}\left(\mathcal{P}^{n}+2 \pi(l, m)\right)}^{2}\right) \tag{A.13}
\end{equation*}
$$

for a constant $C=C(n, s)>0$. Therefore, using (A.1) we find,

$$
\begin{aligned}
& \sum_{l \in \mathbb{Z}}\|u(\cdot, 2 \pi l)\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2}=\sum_{l \in \mathbb{Z}} \sum_{m \in \mathbb{Z}^{n-1}}\|u(\cdot, 2 \pi l)\|_{L^{2}\left(\mathcal{P}^{n-1}+2 \pi m\right)}^{2} \\
\leq & C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}\left\|(-\Delta)^{s / 2} u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}\right)
\end{aligned}
$$

for a new constant $C=C(n, s)>0$. From here, we can proceed as in one dimension, in order to see that $B_{L}$ is semibounded and closed.

Next, we introduce the associated periodicity cell operators $L_{k}=(-\Delta)_{k}^{s}+V(x)+$ $\alpha \delta\left(x_{n}\right), k \in \mathcal{B}^{n}$. The corresponding sesquilinear form $B_{L_{k}}: H_{k}^{s}\left(\mathcal{P}^{n}\right) \times H_{k}^{s}\left(\mathcal{P}^{n}\right) \rightarrow \mathbb{C}$ is defined by

$$
B_{L_{k}}[u, v]:=\sum_{l \in \mathbb{Z}^{n}}|k+l|^{2 s} \widehat{u}_{k, l} \overline{\widehat{v}_{k, l}}+\int_{\mathcal{P}^{n}} V(x) u(x) \overline{v(x)} d x+\alpha \int_{\mathcal{P}^{n-1}} u\left(x^{\prime}, 0\right) \overline{v\left(x^{\prime}, 0\right)} d x^{\prime} .
$$

Combining (A.13) for $l=0, m=0$ and (A.4), we find, for $u \in H_{k}^{s}\left(\mathcal{P}^{n}\right)$,

$$
\|u(\cdot, 0)\|_{L^{2}\left(\mathcal{P}^{n-1}\right)}^{2} \leq C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}+\varepsilon^{2 s}\left\|(-\Delta)_{k}^{s / 2} u\right\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}\right) .
$$

Again, by proceeding as in one dimension, we see that $B_{L_{k}}$ is semibounded and closed.
Next, we present a multidimensional generalization of Theorem A.13. We omit the proof since the main ideas are completely covered by the one-dimensional case. We only note that the Floquet transformation now reads

$$
\mathcal{U}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathcal{P}^{n} \times \mathcal{B}^{n}\right),(\mathcal{U} f)(x, k)=\sum_{m \in \mathbb{Z}^{n}} f(x-2 \pi m) \mathrm{e}^{2 \pi \mathrm{i} k^{T} m}
$$

Theorem A.14. Let $s \in(1 / 2,1), \alpha \in \mathbb{R}$ and $V \in L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$. Further, let $L=(-\Delta)^{s}+V(x)+\alpha \delta_{\text {per }}\left(x_{n}\right)$ and $L_{k}=(-\Delta)_{k}^{s}+V(x)+\alpha \delta\left(x_{n}\right)$ for $k \in \mathcal{B}^{n}$. Then,

$$
\sigma(L)=\bigcup_{k \in \mathcal{B}^{n}} \sigma\left(L_{k}\right) .
$$

The restriction $s>1 / 2$ is only due to the delta potential term. In fact, in the case $\alpha=0$, we have the following result. Again, we omit the proof.

Theorem A.15. Let $s \in(0,1)$ and $V \in L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be $2 \pi$-periodic in $x_{1}, \ldots, x_{n}$. Further, let $L=(-\Delta)^{s}+V(x)$ and $L_{k}=(-\Delta)_{k}^{s}+V(x)$ for $k \in \mathcal{B}^{n}$. Then,

$$
\sigma(L)=\bigcup_{k \in \mathcal{B}^{n}} \sigma\left(L_{k}\right) .
$$

## A.7. One-dimensional examples

Floquet-Bloch theory does not answer the question whether gaps really occur in the spectrum or whether the bands actually overlap. Using examples, we show the existence of at least one spectral gap in the fractional case $s \in(1 / 2,1)$. We work again in one dimension.

Note that $\overline{L_{k} u}=L_{-k} \bar{u}$. From this, we conclude $\lambda_{l}(k)=\lambda_{l}(-k)$. Therefore, it suffices to consider $k \in[0,1 / 2]$ instead of $k \in \mathcal{B}$, i.e. $I_{l}=\left\{\lambda_{l}(k): k \in[0,1 / 2]\right\}$.

As a first example, we set $V=0$ and $\alpha=2 \pi$, i.e. $L=(-\Delta)^{s}+2 \pi \delta_{\text {per }}(x)$ and $L_{k}=(-\Delta)_{k}^{s}+2 \pi \delta(x)$. Calculating the eigenvalues of $L_{k}$ results in an infinite system of equations,

$$
|k+l|^{2 s} \widehat{u}_{k, l}+\sqrt{2 \pi} u(0)=\lambda \widehat{u}_{k, l} \text { for } l \in \mathbb{Z} .
$$

Using $u(0)=(2 \pi)^{-1 / 2} \sum_{j \in \mathbb{Z}} \widehat{u}_{k, j}$, it suffices to consider

$$
\begin{equation*}
\left(\lambda-|k+l|^{2 s}\right) \widehat{u}_{k, l}=\sum_{j \in \mathbb{Z}} \widehat{u}_{k, j}, \tag{A.14}
\end{equation*}
$$

whence

$$
\widehat{u}_{k, l}=\frac{1}{\lambda-|k+l|^{2 s}} \sum_{j \in \mathbb{Z}} \widehat{u}_{k, j}
$$

for $\lambda \neq|k+l|^{2 s}$. From this, one finds that for $\lambda \neq|k+l|^{2 s}$,

$$
\lambda \in \sigma\left(L_{k}\right) \Leftrightarrow \sum_{l \in \mathbb{Z}} \frac{1}{\lambda-|k+l|^{2 s}}=1,
$$

and that $\lambda$ is a simple eigenvalue in this case. The case in which $\lambda=|k+l|^{2 s}$ for an integer $l \in \mathbb{Z}$ must be treated separately. One can check that this leads to no additional eigenvalues for $k \in(0,1 / 2)$, but to the additional simple eigenvalues $|l|^{2 s}, l \in \mathbb{N}$ in the case $k=0$ and to the additional simple eigenvalues $\left.\right|^{1} / 2+\left.l\right|^{2 s}, l \in \mathbb{N}_{0}$ in the case $k=1 / 2$. Indeed, if for example $k=0$ and $\lambda=0$, then (A.14) reduces to $-|l|^{2 s} \widehat{u}_{0, l}=\sum_{j \in \mathbb{Z}} \widehat{u}_{0, j}$ for $l \in \mathbb{Z}$. For $l=0$ this leads to $\sum_{j \in \mathbb{Z}} \widehat{u}_{0, j}=0$, which then for $l \neq 0$ implies $\widehat{u}_{0, l}=0$. But from $\sum_{j \in \mathbb{Z}} \widehat{u}_{0, j}=0$, we then also find $\widehat{u}_{0,0}=0$, i.e. $\lambda=0$ is no eigenvalue for $k=0$. If in contrast $\lambda=1$, then we find again $\sum_{j \in \mathbb{Z}} \widehat{u}_{0, j}=0$ (this time for $l= \pm 1$ ), but only that $\widehat{u}_{0, l}=0$ for $l \neq \pm 1$. Hence, $\widehat{u}_{0,-1}+\widehat{u}_{0,1}=0$, i.e. $\lambda=1$ is a simple eigenvalue for $k=0$.

We can interpret

$$
D(k, \lambda):=1+\sum_{l \in \mathbb{Z}} \frac{1}{|k+l|^{2 s}-\lambda}
$$

as some kind of infinite determinant. For more information on infinite determinants appearing in such a context (in the non-fractional case), we refer the reader to [40, Section 2.3]. We also note that

$$
\begin{equation*}
\sum_{l \in \mathbb{Z}} \frac{1}{|k+l|^{2}-\lambda}=\frac{\pi}{2 \sqrt{\lambda}}(\cot (\pi(k-\sqrt{\lambda}))-\cot (\pi(k+\sqrt{\lambda}))) \tag{A.15}
\end{equation*}
$$

i.e. in the non-fractional case $s=1$ it is possible to replace the infinite series by a trigonometric term, cf. [40, Section 2.3]. Figure 25 shows a plot of $D(1 / 4, \cdot)$ in the nonfractional case $s=1$. The spectrum $\sigma\left(L_{1 / 4}\right)$ consists exactly of the zeros of $D(1 / 4, \cdot)$. Note that $D(k, \cdot)$ has the poles

$$
k^{2 s}<(1-k)^{2 s}<(1+k)^{2 s}<(2-k)^{2 s}<(2+k)^{2 s}<\ldots
$$

for $k \in(0,1 / 2)$. For $k \in\{0,1 / 2\}$ some of the mentioned poles coincide.
Next, we show that there is a spectral gap between $I_{1}$ and $I_{2}$, i.e. $\max I_{1}<\min I_{2}$. First, we observe that $D(k, \lambda) \rightarrow 1$ as $\lambda \rightarrow-\infty$ and that $D(k, \cdot)$ is strictly increasing in every branch cut. Thus, there is exactly one zero between two adjacent poles. Note that $\sigma\left(L_{k}\right)$ consists exactly of these zeros for $k \in(0,1 / 2)$. In contrast, for $k=1 / 2$, the spectrum $\sigma\left(L_{1 / 2}\right)$ also contains all the poles themselves. The same holds for $k=0$ except for the pole at $\lambda=0$. Therefore, $4^{-s} \leq(1-k)^{2 s}<\lambda_{2}(k)<(1+k)^{2 s}$ for $k \in(0,1 / 2]$. Combining this with $\lambda_{2}(0)=1>4^{-s}$, this results in $\min I_{2}>4^{-s}$. Hence, the assertion


Figure 25. Plot of $D(1 / 4, \cdot)$ for $s=1$.
is proven once we show that $\max I_{1}=4^{-s}$. Clearly, $\lambda_{1}(1 / 2)=4^{-s}$, whence it remains to show that $\lambda_{1}(k) \leq 4^{-s}$ for $k \in[0,1 / 2)$. By the monotonicity of $D(k, \cdot)$, the latter is the case if $D\left(k, 4^{-s}\right) \geq 0$ for $k \in[0,1 / 2)$. In the non-fractional case $s=1$, we have $D\left(k, 4^{-1}\right)=1$, which follows using (A.15). However, in the fractional case $s \in(1 / 2,1)$ the situation is slightly more complicated. The main idea is to use a comparison with the case $s=1$. For $k \in[0,1 / 2)$ and $s \in(1 / 2,1)$,

$$
\begin{aligned}
D\left(k, 4^{-s}\right) & =1+\sum_{l \in \mathbb{Z}} \frac{1}{|k+l|^{2 s}-4^{-s}} \\
& =1+\frac{1}{k^{2 s}-4^{-s}}+\frac{1}{(1-k)^{2 s}-4^{-s}}+\sum_{l \in \mathbb{Z} \backslash\{-1,0\}} \frac{1}{|k+l|^{2 s}-4^{-s}} \\
& >1+\frac{1}{k^{2 s}-4^{-s}}+\frac{1}{(1-k)^{2 s}-4^{-s}}+\sum_{l \in \mathbb{Z} \backslash\{-1,0\}} \frac{1}{|k+l|^{2}-4^{-1}} \\
& =1+\frac{1}{k^{2 s}-4^{-s}}+\frac{1}{(1-k)^{2 s}-4^{-s}}-\frac{1}{k^{2}-4^{-1}}-\frac{1}{(1-k)^{2}-4^{-1}} .
\end{aligned}
$$

Further,

$$
\begin{array}{ll} 
& 1+\frac{1}{k^{2 s}-4^{-s}}+\frac{1}{(1-k)^{2 s}-4^{-s}}-\frac{1}{k^{2}-4^{-1}}-\frac{1}{(1-k)^{2}-4^{-1}} \geq 0 \\
\Leftrightarrow \quad & \left(k^{2 s}-4^{-s}\right)\left((1-k)^{2 s}-4^{-s}\right)\left(k^{2}-4^{-1}\right)\left((1-k)^{2}-4^{-1}\right) \\
& +\left((1-k)^{2 s}-4^{-s}\right)\left(k^{2}-4^{-1}\right)\left((1-k)^{2}-4^{-1}\right)
\end{array}
$$

$$
\begin{aligned}
& +\left(k^{2 s}-4^{-s}\right)\left(k^{2}-4^{-1}\right)\left((1-k)^{2}-4^{-1}\right) \\
& -\left(k^{2 s}-4^{-s}\right)\left((1-k)^{2 s}-4^{-s}\right)\left((1-k)^{2}-4^{-1}\right) \\
& -\left(k^{2 s}-4^{-s}\right)\left((1-k)^{2 s}-4^{-s}\right)\left(k^{2}-4^{-1}\right) \geq 0 .
\end{aligned}
$$

For $k \in[0,1 / 4]$ and $s \in(1 / 2,1)$, we rewrite the left side of the last inequality as

$$
\begin{aligned}
& \underbrace{\left((1-k)^{2 s}-4^{-s}\right)\left((1-k)^{2}-4^{-1}\right)}_{\geq 0}\left(k^{2}-4^{-1}-k^{2 s}+4^{-s}\right) \\
+ & \underbrace{\left(k^{2 s}-4^{-s}\right)\left(k^{2}-4^{-1}\right)}_{\geq 0}[\underbrace{\left((1-k)^{2 s}-4^{-s}\right)\left((1-k)^{2}-4^{-1}\right)}_{\geq 0} \\
+ & \left.(1-k)^{2}-4^{-1}-(1-k)^{2 s}+4^{-s}\right] .
\end{aligned}
$$

By checking monotonicity in $k$ one can find that the remaining terms, i.e. $k^{2}-4^{-1}-$ $k^{2 s}+4^{-s}$ and $(1-k)^{2}-4^{-1}-(1-k)^{2 s}+4^{-s}$, are also nonnegative for $k \in[0,1 / 4]$ and $s \in(1 / 2,1)$. On the other hand, for $k \in[1 / 4,1 / 2)$ and $s \in(1 / 2,1)$, we use the representation

$$
\begin{aligned}
& {[\underbrace{3\left(k^{2 s}-4^{-s}\right)\left((1-k)^{2 s}-4^{-s}\right)+(1-k)^{2 s}+k^{2 s}-2 \cdot 4^{-s}}_{=: h(k, s)}] \underbrace{\left(k-2^{-1}\right)^{2}\left(k+2^{-1}\right)\left(k-\frac{3}{2}\right)}_{\leq 0}} \\
& +\underbrace{2\left(4^{-s}-k^{2 s}\right)\left((1-k)^{2 s}-4^{-s}\right)\left(k-2^{-1}\right)^{4}}_{\geq 0},
\end{aligned}
$$

whence it suffices to show that $h(k, s) \leq 0$. We have

$$
\begin{aligned}
\frac{1}{2 s} \frac{\partial h}{\partial k}(k, s) & =3 k^{2 s-1}(1-k)^{2 s-1}(1-2 k)+\left(3 \cdot 4^{-s}-1\right)\left((1-k)^{2 s-1}-k^{2 s-1}\right) \\
& \geq 3 k^{2 s-1}(1-k)^{2 s-1}(1-2 k)-4^{-1}\left((1-k)^{2 s-1}-k^{2 s-1}\right) \\
& =3 k^{2 s-1}(1-k)^{2 s-1}(1-2 k)-4^{-1} \int_{k}^{1-k}(2 s-1) x^{2 s-2} d x \\
& \geq 3 k^{2 s-1}(1-k)^{2 s-1}(1-2 k)-4^{-1}(2 s-1) k^{2 s-2}(1-2 k) \\
& =\underbrace{k^{2 s-2}(1-2 k)}_{\geq 0}\left(3 k(1-k)^{2 s-1}-4^{-1}(2 s-1)\right)
\end{aligned}
$$

and by checking monotonicity in $k$ one can show that

$$
3 k(1-k)^{2 s-1}-4^{-1}(2 s-1) \geq 0
$$

for $k \in[1 / 4,1 / 2)$ and $s \in(1 / 2,1)$. The assertion finally follows since $h\left(2^{-1}, s\right)=0$.

As a second example, we set $V=0$ and $\alpha=-2 \pi$, i.e. $L=(-\Delta)^{s}-2 \pi \delta_{\text {per }}(x)$ and $L_{k}=(-\Delta)_{k}^{s}-2 \pi \delta(x)$. Now, we set

$$
\widetilde{D}(k, \lambda):=1-\sum_{l \in \mathbb{Z}} \frac{1}{|k+l|^{2 s}-\lambda}
$$

and observe that, for $\lambda \neq|k+l|^{2 s}$,

$$
\lambda \in \sigma\left(L_{k}\right) \Leftrightarrow \widetilde{D}(k, \lambda)=0
$$

and that $\lambda$ is a simple eigenvalue in this case. Again, the case in which $\lambda=|k+l|^{2 s}$ for an integer $l \in \mathbb{Z}$ must be treated separately and leads to no additional eigenvalues for $k \in(0,1 / 2)$, but to the additional simple eigenvalues $|l|^{2 s}, l \in \mathbb{N}$ in the case $k=0$ and to the additional simple eigenvalues $|1 / 2+l|^{2 s}, l \in \mathbb{N}_{0}$ in the case $k=1 / 2$. Figure 26 shows a plot of $\widetilde{D}(1 / 4, \cdot)$ in the non-fractional case $s=1$.


Figure 26. Plot of $\widetilde{D}(1 / 4, \cdot)$ for $s=1$.
Again, we show that there is a spectral gap between $I_{1}$ and $I_{2}$. First, we observe that $\widetilde{D}(k, \lambda) \rightarrow 1$ as $\lambda \rightarrow-\infty$ and that $\widetilde{D}(k, \cdot)$ is strictly decreasing in every branch cut. Therefore, $0 \leq k^{2 s}<\lambda_{2}(k)<(1-k)^{2 s}$ for $k \in[0,1 / 2)$. Combining this with $\lambda_{2}(1 / 2)=4^{-s}>0$, this results in $\min I_{2}>0$. Hence, the assertion is proven once we show that $\max I_{1}<0$. Clearly, $\lambda_{1}(0)<0$, whence it remains to show that $\lambda_{1}(k)<0$ for $k \in(0,1 / 2]$. By the monotonicity of $\widetilde{D}(k, \cdot)$, the latter is the case if $\widetilde{D}(k, 0)<0$ for
$k \in(0,1 / 2]$. In fact, for $k \in(0,1 / 2]$ and $s \in(1 / 2,1)$,

$$
\widetilde{D}(k, 0)=1-\sum_{l \in \mathbb{Z}} \frac{1}{|k+l|^{2 s}}<1-\frac{1}{k^{2 s}} \leq 1-4^{s}<-1,
$$

whence the assertion follows.

## A.8. Proofs of Theorem A. 1 and Theorem A. 3

This section contains the proofs of Theorem A. 1 and Theorem A.3.
Proof of Theorem A.1. By the Gagliardo-Nirenberg inequality (see [44]), for $w \in H^{s}(\mathbb{R})$,

$$
\|w\|_{L^{\infty}(\mathbb{R})} \leq M\|w\|_{L^{2}(\mathbb{R})}^{1-\frac{1}{2 s}}\left\|(-\Delta)^{s / 2} w\right\|_{L^{2}(\mathbb{R})}^{\frac{1}{2 s}}
$$

with a constant $M=M(s)>0$. Using Young's inequality, we conclude

$$
|w(0)|^{2} \leq M^{2}\left(\varepsilon^{-2 s / 2 s-1}\|w\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{2 s}\left\|(-\Delta)^{s / 2} w\right\|_{L^{2}(\mathbb{R})}^{2}\right) .
$$

Now let $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. Then,

$$
\begin{aligned}
\|u(\cdot, 0)\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2} & =\int_{\mathbb{R}^{n-1}}\left|u\left(x^{\prime}, 0\right)\right|^{2} d x^{\prime} \\
& \leq M^{2} \int_{\mathbb{R}^{n-1}}\left(\varepsilon^{-2 s / 2 s-1}\left\|u\left(x^{\prime}, \cdot\right)\right\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{2 s}\left\|(-\Delta)^{s / 2}\left[u\left(x^{\prime}, \cdot\right)\right]\right\|_{L^{2}(\mathbb{R})}^{2}\right) d x^{\prime} \\
& \stackrel{(*)}{=} M^{2}\left(\varepsilon^{-2 s / 2 s-1}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}\left\|\left|\xi_{n}\right|^{s} \widehat{u}(\xi)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}\right) \\
& \leq M^{2}\left(\varepsilon^{-2 s / 2 s-1}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}\left\||\xi|^{s} \widehat{u}(\xi)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}\right) \\
& \leq D\left(\varepsilon^{-2 s / 2 s-1}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}\right)
\end{aligned}
$$

for a constant $D=D(n, s)>0$, whence the general assertion follows by an approximation argument. Note that the equality $(*)$ is not obvious and needs an explanation, which follows now. For this, we first notice that

$$
\mathcal{F}\left[u\left(x^{\prime}, \cdot\right)\right]\left(\xi_{n}\right)=\mathcal{F}^{-1}\left[\widehat{u}\left(\cdot, \xi_{n}\right)\right]\left(x^{\prime}\right)
$$

for $x^{\prime} \in \mathbb{R}^{n-1}$ and $\xi_{n} \in \mathbb{R}$ by the ( $n-1$ )-dimensional Fourier inversion formula. In fact,

$$
\begin{aligned}
\mathcal{F}^{-1}\left[\widehat{u}\left(\cdot, \xi_{n}\right)\right]\left(x^{\prime}\right) & =\frac{1}{(2 \pi)^{\frac{n-1}{2}}} \int_{\mathbb{R}^{n-1}} \widehat{u}\left(\xi^{\prime}, \xi_{n}\right) \mathrm{e}^{\mathrm{i} \xi^{\prime} \mathrm{T} x^{\prime}} d \xi^{\prime} \\
& =\frac{1}{(2 \pi)^{\frac{n-1}{2}}} \int_{\mathbb{R}^{n-1}} \frac{1}{(2 \pi)^{\frac{n}{2}}} \int_{\mathbb{R}^{n}} u\left(y^{\prime}, y_{n}\right) \mathrm{e}^{-\mathrm{i}\left(y^{\prime}, y_{n}\right)^{\mathrm{T}}\left(\xi^{\prime}, \xi_{n}\right)} d\left(y^{\prime}, y_{n}\right) \mathrm{e}^{\mathrm{i} \xi^{\prime \mathrm{T}} x^{\prime}} d \xi^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{\mathbb{R}} \underbrace{\frac{1}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}} u\left(y^{\prime}, y_{n}\right) \mathrm{e}^{-\mathrm{i} y^{\prime \mathrm{T}} \xi^{\prime}} \mathrm{e}^{\mathrm{i} \xi^{\prime \top} x^{\prime}} d y^{\prime} d \xi^{\prime}}_{=u\left(x^{\prime}, y_{n}\right)} \mathrm{e}^{-\mathrm{i} y_{n} \xi_{n}} d y_{n} \\
& =\mathcal{F}\left[u\left(x^{\prime}, \cdot\right)\right]\left(\xi_{n}\right) .
\end{aligned}
$$

Using the Plancherel identity this finally results in

$$
\begin{aligned}
\int_{\mathbb{R}^{n-1}}\left\|(-\Delta)^{s / 2}\left[u\left(x^{\prime}, \cdot\right)\right]\right\|_{L^{2}(\mathbb{R})}^{2} d x^{\prime} & =\int_{\mathbb{R}^{n-1}}\left\|\left|\xi_{n}\right|^{s} \mathcal{F}\left[u\left(x^{\prime}, \cdot\right)\right]\left(\xi_{n}\right)\right\|_{L^{2}(\mathbb{R})}^{2} d x^{\prime} \\
& =\int_{\mathbb{R}^{n-1}}\left\|\left|\xi_{n}\right|^{s} \mathcal{F}^{-1}\left[\widehat{u}\left(\cdot, \xi_{n}\right)\right]\left(x^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} d x^{\prime} \\
& =\int_{\mathbb{R}^{\prime}}\left\|\left|\xi_{n}\right|^{s} \mathcal{F}^{-1}\left[\widehat{u}\left(\cdot, \xi_{n}\right)\right]\left(x^{\prime}\right)\right\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2} d \xi_{n} \\
& =\int_{\mathbb{R}^{\prime}}\left\|\left|\xi_{n}\right|^{s} \widehat{u}\left(\xi^{\prime}, \xi_{n}\right)\right\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2} d \xi_{n} \\
& =\left\|\left|\xi_{n}\right|^{s} \widehat{u}(\xi)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} .
\end{aligned}
$$

Proof of Theorem A.3. From [13, Theorem 5.4] it follows that $\mathcal{P}^{n}$ is an extension domain for $H^{s}$, i.e. there is a constant $M=M(n, s)>0$ such that for every function $u \in H^{s}\left(\mathcal{P}^{n}\right)$ there exists $\widetilde{u} \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\left.\widetilde{u}\right|_{\mathcal{P}^{n}}=u$ and $\|\widetilde{u}\|_{H^{s}\left(\mathbb{R}^{n}\right)} \leq M\|u\|_{H^{s}\left(\mathcal{P}^{n}\right)}$. Here, we need to know that the last inequality in fact decomposes in $[\widetilde{u}]_{H^{s}\left(\mathbb{R}^{n}\right)} \leq L\|u\|_{H^{s}\left(\mathcal{P}^{n}\right)}$ and $\|\widetilde{u}\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq L\|u\|_{L^{2}\left(\mathcal{P}^{n}\right)}$ for a constant $L=L(n, s)>0$. This follows easily by studying the proofs of [13, Section 5]. Using Theorem A. 1 we conclude

$$
\begin{aligned}
\|u(\cdot, 0)\|_{L^{2}\left(\mathcal{P}^{n-1}\right)}^{2} & \leq\|\widetilde{u}(\cdot, 0)\|_{L^{2}\left(\mathbb{R}^{n-1}\right)}^{2} \leq D\left(\varepsilon^{-2 s / 2 s-1}\|\widetilde{u}\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\varepsilon^{2 s}[\widetilde{u}]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}\right) \\
& \leq D L^{2}\left(\varepsilon^{-2 s / 2 s-1}\|u\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}+\varepsilon^{2 s}\|u\|_{H^{s}\left(\mathcal{P}^{n}\right)}^{2}\right) \\
& =C\left(\left(\varepsilon^{2 s}+\varepsilon^{-2 s / 2 s-1}\right)\|u\|_{L^{2}\left(\mathcal{P}^{n}\right)}^{2}+\varepsilon^{2 s}[u]_{H^{s}\left(\mathcal{P}^{n}\right)}^{2}\right)
\end{aligned}
$$

for a constant $C=C(n, s)>0$.

## A.9. Continuity of eigenvalue functions

We follow [35, Chapter 4] to prove that the eigenvalues $\lambda_{l}(k)$ of the periodicity cell operators $L_{k}$ depend continuously on the parameter $k$. For this we first introduce the concept of generalized convergence for closed operators, which generalizes the norm convergence of bounded operators.

## Definition A.16.

(a) For Banach spaces $X, Y$ the set of all bounded operators $A: X \rightarrow Y$ will be denoted by $L(X, Y)$ and the set of all closed operators $T: D(T) \subset X \rightarrow Y$ by $\mathscr{C}(X, Y)$. In particular, $\mathscr{C}(X):=\mathscr{C}(X, X)$.
(b) For any two closed subspaces $M, N$ of a Banach space $Z$ we set

$$
\delta(M, N):= \begin{cases}0 & , M=\{0\} \\ \sup _{u \in M,\|u\|_{Z}=1} \operatorname{dist}(u, N) & , M \neq\{0\}\end{cases}
$$

and

$$
\widehat{\delta}(M, N):=\max \{\delta(M, N), \delta(N, M)\} .
$$

(c) If $T, S \in \mathscr{C}(X, Y)$, their graphs $G(T), G(S)$ are closed subspaces of $X \times Y$ and we define

$$
\delta(T, S):=\delta(G(T), G(S))
$$

as well as

$$
\widehat{\delta}(T, S):=\widehat{\delta}(G(T), G(S))=\max \{\delta(T, S), \delta(S, T)\}
$$

(d) We say that $T_{n} \in \mathscr{C}(X, Y)$ converges to $T \in \mathscr{C}(X, Y)$ in the generalized sense if $\widehat{\delta}\left(T_{n}, T\right) \rightarrow 0$.

We have the following lemma, see Theorems 2.23 and 3.1 in [35, Chapter 4].

## Lemma A. 17.

(a) If $T_{n} \in \mathscr{C}(X, Y)$ converges to $T \in \mathscr{C}(X, Y)$ in the generalized sense and if $A \in L(X, Y)$, then $T_{n}+A \rightarrow T+A$ in the generalized sense.
(b) Let $T \in \mathscr{C}(X)$ and let $\Gamma$ be a compact subset of the resolvent set $\rho(T)$. Then there is an $\varepsilon>0$ such that $\Gamma \subset \rho(S)$ for any $S \in \mathscr{C}(X)$ with $\widehat{\delta}(S, T)<\varepsilon$. In particular, $\Gamma \subset \rho\left(T_{n}\right)$ for sufficiently large $n \in \mathbb{N}$ if $T_{n} \rightarrow T$ in the generalized sense.

Next, we show the continuity of the map $\mathcal{B} \rightarrow \mathscr{C}\left(L^{2}(\mathcal{P})\right), k \mapsto L_{k}$.
Lemma A.18. Let $k_{n} \in \mathcal{B}$ converge to $k \in \mathcal{B}$. Then, $L_{k_{n}} \rightarrow L_{k}$ in the generalized sense.
Proof. By part (a) of Lemma A. 17 it suffices to show that $T_{n}:=(-\Delta)_{k_{n}}^{s}+\alpha \delta(x)$ converges to $T:=(-\Delta)_{k}^{s}+\alpha \delta(x)$ in the generalized sense. For this, we first show that $\delta\left(T, T_{n}\right) \rightarrow 0$. Let $u=(f, T f) \in G(T)$ with

$$
\|u\|_{L^{2}(\mathcal{P}) \times L^{2}(\mathcal{P})}^{2}=\|f\|_{L^{2}(\mathcal{P})}^{2}+\|T f\|_{L^{2}(\mathcal{P})}^{2}=1
$$

Then, it is easy to see that $\left(\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f, T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right) \in G\left(T_{n}\right)$, whence

$$
\left|\operatorname{dist}\left(u, G\left(T_{n}\right)\right)\right|^{2} \leq\left\|f-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2}+\left\|T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2} .
$$

Further,

$$
\left\|f-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2} \leq \sup _{x \in(0,2 \pi)}\left|1-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right) x}\right|^{2}\|f\|_{L^{2}(\mathcal{P})}^{2} \leq 4 \pi^{2}\left|k_{n}-k\right|^{2} \xrightarrow{n \rightarrow \infty} 0
$$

On the other hand,

$$
\begin{aligned}
& \left\|T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2}=\left\|T f-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f+\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2} \\
& \quad \leq 2\left\|T f-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f\right\|_{L^{2}(\mathcal{P})}^{2}+2\left\|\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2} .
\end{aligned}
$$

For the first part, we have

$$
\left\|T f-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f\right\|_{L^{2}(\mathcal{P})}^{2} \leq \sup _{x \in(0,2 \pi)}\left|1-\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right) x}\right|^{2}\|T f\|_{L^{2}(\mathcal{P})}^{2} \leq 4 \pi^{2}\left|k_{n}-k\right|^{2} \xrightarrow{n \rightarrow \infty} 0 .
$$

By taking into account

$$
\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f=\frac{1}{\sqrt{2 \pi}} \sum_{l \in \mathbb{Z}}\left(|k+l|^{2 s} \widehat{f}_{k, l}+\frac{\alpha}{\sqrt{2 \pi}} f(0)\right) \mathrm{e}^{\mathrm{i}\left(k_{n}+l\right)(\cdot)}
$$

and

$$
T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f=\frac{1}{\sqrt{2 \pi}} \sum_{l \in \mathbb{Z}}\left(\left|k_{n}+l\right|^{2 s} \widehat{f}_{k, l}+\frac{\alpha}{\sqrt{2 \pi}} f(0)\right) \mathrm{e}^{\mathrm{i}\left(k_{n}+l\right)(\cdot)}
$$

we conclude for the second part,

$$
\left\|\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2}=\sum_{l \in \mathbb{Z}}| | k_{n}+\left.l\right|^{2 s}-\left.|k+l|^{2 s}\right|^{2}\left|\widehat{f}_{k, l}\right|^{2} .
$$

Using the mean value theorem, we find

$$
\left|\left|k_{n}+l\right|^{2 s}-|k+l|^{2 s}\right|^{2} \leq 4 s^{2}(1+|k+l|)^{4 s-2}\left|k_{n}-k\right|^{2} \leq 4 s^{2}(1+|k+l|)^{2 s}\left|k_{n}-k\right|^{2} .
$$

Hence,

$$
\begin{aligned}
& \left\|\mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} T f-T_{n} \mathrm{e}^{\mathrm{i}\left(k_{n}-k\right)(\cdot)} f\right\|_{L^{2}(\mathcal{P})}^{2} \leq 4 s^{2}\left|k_{n}-k\right|^{2} \sum_{l \in \mathbb{Z}}(1+|k+l|)^{2 s}\left|\widehat{f}_{k, l}\right|^{2} \\
& \quad \leq 8 s^{2}\left|k_{n}-k\right|^{2}\left(\left\|(-\Delta)_{k}^{s / 2} f\right\|_{L^{2}(\mathcal{P})}^{2}+\|f\|_{L^{2}(\mathcal{P})}^{2}\right) \\
& \quad \leq 8 s^{2}\left|k_{n}-k\right|^{2}\left(2\langle T f, f\rangle_{L^{2}(\mathcal{P})}+\left(2 C_{2}+1\right)\|f\|_{L^{2}(\mathcal{P})}^{2}\right) \\
& \quad \leq 8 s^{2}\left|k_{n}-k\right|^{2}\left(2\|T f\|_{L^{2}(\mathcal{P})}\|f\|_{L^{2}(\mathcal{P})}+\left(2 C_{2}+1\right)\|f\|_{L^{2}(\mathcal{P})}^{2}\right) \\
& \quad \leq 8 s^{2} \max \left\{2 C_{2}+3,2\right\}\left|k_{n}-k\right|^{2} \xrightarrow{n \rightarrow \infty} 0
\end{aligned}
$$

with the constant $C_{2}=C_{2}(\alpha, s)$ from (A.9). Thus, $\delta\left(T, T_{n}\right) \rightarrow 0$. By a similar calculation, $\delta\left(T_{n}, T\right) \rightarrow 0$, whence $\widehat{\delta}\left(T_{n}, T\right) \rightarrow 0$.

Before we can prove the continuity of the eigenvalue functions, we need a final lemma (see § 3.5 and Theorem 3.16 in [35, Chapter 4]). For an operator $T \in \mathscr{C}(X)$ we denote by $\sigma_{d}(T)$ its discrete spectrum (consisting of all isolated eigenvalues in $\sigma(T)$ with finite algebraic multiplicity).

Lemma A.19. Let $T_{n} \in \mathscr{C}(X)$ converge to $T \in \mathscr{C}(X)$ in the generalized sense. Further, let $\lambda_{0} \in \sigma_{d}(T)$ with algebraic multiplicity $m_{a}\left(\lambda_{0}, T\right) \in \mathbb{N}$ and $\varepsilon>0$ such that

$$
\sigma(T) \cap \overline{B_{\varepsilon}\left(\lambda_{0}\right)}=\left\{\lambda_{0}\right\} .
$$

Then, for sufficiently large $n \in \mathbb{N}$,

$$
\sigma\left(T_{n}\right) \cap B_{\varepsilon}\left(\lambda_{0}\right) \subset \sigma_{d}\left(T_{n}\right)
$$

and

$$
\sum_{\lambda \in \sigma\left(T_{n}\right) \cap B_{\varepsilon}\left(\lambda_{0}\right)} m_{a}\left(\lambda, T_{n}\right)=m_{a}\left(\lambda_{0}, T\right) .
$$

Theorem A.20. Let $l_{0} \in \mathbb{N}$ and $k_{n} \in \mathcal{B}$ converge to $k_{0} \in \mathcal{B}$. Then, $\lambda_{l_{0}}\left(k_{n}\right) \rightarrow \lambda_{l_{0}}\left(k_{0}\right)$.
Proof. First of all, we have $\lambda_{l}(k) \geq 1 / 2$ since we introduced a shift. For $k \in \mathcal{B}$ we denote by $\left(\mu_{l}(k)\right)_{l \in \mathbb{N}}$ the strictly increasing sequence of eigenvalues from $L_{k}$ which counts each eigenvalue exactly once and we choose $l^{\prime} \leq l_{0}$ with $\mu_{l^{\prime}}\left(k_{0}\right)=\lambda_{l_{0}}\left(k_{0}\right)$. Moreover, we choose $\varepsilon_{1}, \ldots, \varepsilon_{l^{\prime}}>0$ such that the intervals $J_{j}:=\left(\mu_{j}\left(k_{0}\right)-\varepsilon_{j}, \mu_{j}\left(k_{0}\right)+\varepsilon_{j}\right)$ are disjoint and such that $\mu_{l^{\prime}}\left(k_{0}\right)+\varepsilon_{l^{\prime}}<d:=2^{-1}\left(\mu_{l^{\prime}}\left(k_{0}\right)+\mu_{l^{\prime}+1}\left(k_{0}\right)\right)$ as well as $\mu_{1}\left(k_{0}\right)-\varepsilon_{1}>0$. Now let $\varepsilon \in\left(0, \varepsilon_{l^{\prime}}\right]$ be arbitrary. The set

$$
\Gamma:=[0, d] \backslash\left(\left(\mu_{l^{\prime}}\left(k_{0}\right)-\varepsilon, \mu_{l^{\prime}}\left(k_{0}\right)+\varepsilon\right) \cup \bigcup_{j=1}^{l^{\prime}-1} J_{j}\right)
$$

is a compact subset of $\rho\left(L_{k_{0}}\right)$, thus a subset of $\rho\left(L_{k_{n}}\right)$ for $n \geq N=N(\varepsilon)$ by part (b) of Lemma A. 17 and Lemma A.18. Next, we use Lemma A.19. For $j=1, \ldots, l^{\prime}-1$ we find $n_{j} \in \mathbb{N}$ such that, for $n \geq n_{j}, \sigma\left(L_{k_{n}}\right) \cap J_{j}$ consists of eigenvalues from $L_{k_{n}}$ whose multiplicities add up to that of $\mu_{j}\left(k_{0}\right)$. Further, we choose $n_{l^{\prime}}=n_{l^{\prime}}(\varepsilon) \in \mathbb{N}$ such that, for $n \geq n_{l^{\prime}}$, $\sigma\left(L_{k_{n}}\right) \cap\left(\mu_{l^{\prime}}\left(k_{0}\right)-\varepsilon, \mu_{l^{\prime}}\left(k_{0}\right)+\varepsilon\right)$ consists of eigenvalues from $L_{k_{n}}$ whose multiplicities add up to those of $\mu_{l^{\prime}}\left(k_{0}\right)$. Finally, let $n \geq n_{0}:=\max \left\{N, n_{1}, \ldots, n_{l^{\prime}}\right\}$. The operator $L_{k_{n}}$ has no negative eigenvalue since $\lambda_{l}(k) \geq 1 / 2$. Further, since $n \geq N$, there are no eigenvalues of $L_{k_{n}}$ in $\Gamma$. In what follows we write $m_{l}:=m_{a}\left(\mu_{l}\left(k_{0}\right), L_{k_{0}}\right)$. Since $n \geq n_{1}$, the interval $J_{1}$ contains exactly the eigenvalues $\lambda_{1}\left(k_{n}\right), \ldots, \lambda_{m_{1}}\left(k_{n}\right)$. Similarly, since $n \geq n_{j}$, the interval $J_{j}$ contains exactly the eigenvalues $\lambda_{m_{1}+\ldots+m_{j-1}+1}\left(k_{n}\right), \ldots, \lambda_{m_{1}+\ldots+m_{j-1}+m_{j}}\left(k_{n}\right)$ for $j=2, \ldots, l^{\prime}-1$. Finally, since $n \geq n_{l^{\prime}}$, the interval ( $\mu_{l^{\prime}}\left(k_{0}\right)-\varepsilon, \mu_{l^{\prime}}\left(k_{0}\right)+\varepsilon$ ) contains exactly the eigenvalues $\lambda_{m_{1}+\ldots+m_{l^{\prime}-1}+1}\left(k_{n}\right), \ldots, \lambda_{m_{1}+\ldots+m_{l^{\prime}-1}+m_{l^{\prime}}}\left(k_{n}\right)$. In particular, this includes $\lambda_{l_{0}}\left(k_{n}\right)$ so that $\left|\lambda_{l_{0}}\left(k_{n}\right)-\lambda_{l_{0}}\left(k_{0}\right)\right|=\left|\lambda_{l_{0}}\left(k_{n}\right)-\mu_{l^{\prime}}\left(k_{0}\right)\right|<\varepsilon$.
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[^0]:    ${ }^{1} \mathrm{~A}$ continuum is a closed and connected set.

[^1]:    ${ }^{2}$ As mentioned earlier, only the $L^{2}$-norm of solutions can be visualized in Figure 7, 8 and all other plots. The fact that two functions have (nearly) the same norm does, of course, not imply that the functions themselves are (nearly) identical. It can be checked, however, that the two solutions which correspond to the two points where the distance between the two continua is minimal are indeed very similar (data not shown).

[^2]:    ${ }^{3}$ For purposes of simplifying the analysis this was exactly the case discussed by the authors in [29]. Our findings validate their assumption of the pumps having equal amplitude and phase detuning.

[^3]:    ${ }^{4}$ In fact, the power $\left|\hat{u}_{k}\right|^{2}=\left|\hat{a}_{k}(\tau)\right|^{2}$ in each mode is independent of time.
    ${ }^{5}$ Continuation and bifurcation solvers for boundary value problems (on which pde2path is based) allow to globally study the variety of different stationary comb states by exploiting the full range of technically available parameters. In contrast, time-integration solvers mostly only allow to access specific comb states which strongly depend on the chosen device parameters and initial conditions.

[^4]:    ${ }^{7}$ In case of $e(s)=\mathrm{e}^{\mathrm{i} k_{1} s}$ we can work in $H_{\text {per }}^{2}\left(0, \frac{2 \pi}{k_{1}}\right)$ instead of $H_{\text {per }}^{2}(0,2 \pi)$ in Theorem 3.1.

[^5]:    ${ }^{8}$ Institute of Photonics and Quantum Electronics (IPQ), Karlsruhe Institute of Technology, 76131 Karlsruhe, Germany

