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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Enabled by the reduction of transport costs and advances in 
communication technology, companies have created large 
interconnected global production networks to realize cost 
benefits and to conquer new markets [1]. Planning, optimizing 
and managing production networks is crucial to achieve those 
goals and survive in a fierce market environment. However, 
managing these networks is also increasingly difficult, due to 
the complexity created by sheer size and interconnectivity. To 
manage this complexity, quantitative models have been 
developed in cooperation between industry and research 
institutions [2-6]. These models help to gain a better 
understanding of the examined systems, conduct experiments 
and predict their behavior. The generated insights are used to 
systematically design and optimize existing structures. 

Aside from studying which models are suited for which 
general application, the process of creating and adapting such 

models for a specific use case is important. Multiple concepts 
framing this modeling process exist. Those include technical 
norms like VDI 3633 [7] and practical guidelines, for example 
[8,9]. Although various modeling process concepts exist, most 
agree on explicitly distinguishing conceptual and executable 
models [9,10-13]. As Fig. 1 shows, a conceptual model is 
obtained by abstraction of a problem entity, i.e. simplifying a 
system to achieve a specific goal. Whereas the conceptual 
model is only a theoretical concept, the executable model is one 
specific implementation of it.  

The abstraction process is the foundation of any 
implementation and experimentation and thus crucial for the 
success of the overall model based problem-solving process. 
The process requires a sound understanding of the problem as 
well as creativity. The goal of the abstraction process is to 
create conceptual models with the right balance between the 
level of detail and simplicity. Whereas the former ensures 
validity in terms of the studied objectives, the latter decreases 
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1. Introduction 

Enabled by the reduction of transport costs and advances in 
communication technology, companies have created large 
interconnected global production networks to realize cost 
benefits and to conquer new markets [1]. Planning, optimizing 
and managing production networks is crucial to achieve those 
goals and survive in a fierce market environment. However, 
managing these networks is also increasingly difficult, due to 
the complexity created by sheer size and interconnectivity. To 
manage this complexity, quantitative models have been 
developed in cooperation between industry and research 
institutions [2-6]. These models help to gain a better 
understanding of the examined systems, conduct experiments 
and predict their behavior. The generated insights are used to 
systematically design and optimize existing structures. 

Aside from studying which models are suited for which 
general application, the process of creating and adapting such 

models for a specific use case is important. Multiple concepts 
framing this modeling process exist. Those include technical 
norms like VDI 3633 [7] and practical guidelines, for example 
[8,9]. Although various modeling process concepts exist, most 
agree on explicitly distinguishing conceptual and executable 
models [9,10-13]. As Fig. 1 shows, a conceptual model is 
obtained by abstraction of a problem entity, i.e. simplifying a 
system to achieve a specific goal. Whereas the conceptual 
model is only a theoretical concept, the executable model is one 
specific implementation of it.  

The abstraction process is the foundation of any 
implementation and experimentation and thus crucial for the 
success of the overall model based problem-solving process. 
The process requires a sound understanding of the problem as 
well as creativity. The goal of the abstraction process is to 
create conceptual models with the right balance between the 
level of detail and simplicity. Whereas the former ensures 
validity in terms of the studied objectives, the latter decreases 
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complexity and thus enables better understanding [9,14]. One 
approach to simplify and standardize abstraction in part is to 
use generalized model frameworks. Model frameworks 
comprise a set of building blocks and rules of behavior based 
on which specific models are created. While the use of model 
frameworks limits and simplifies the abstraction process, they 
can still be used for models with varying levels of detail. Model 
builders need to understand the requirements of the specific 
application and the restrictions the framework and the 
examined system pose to depict the examined systems as 
desired. Here application comprises both the original system 
that is examined as well as the specific problem that needs to 
be solved. 

 

 

Fig. 1. Modeling process for simulation based on [12]. 

2. State of the art 

The definition of the abstraction level or level of detail is an 
integral part of the conceptual modeling process [15]. The two 
most relevant types of contributions in the literature are:  

 Conceptual modeling approaches, that organize the 
modeling process and determine the abstraction 
level.  

 Specific model frameworks and the way they are 
implemented in case studies. 

2.1. Conceptual modeling approaches 

Authors have studied different facets of the model creation 
process in different contexts. For the purposes of this work, 
only the modeling process of quantitative symbolic models are 
examined in detail. For such models, several design guidelines 
exist.  

VDI 3633 describes the modeling process from problem 
identification to the solution in very general terms [7]. It 
acknowledges the level of detail of models as critical for their 
successful application, yet it offers no advice on how to choose 
the right level of detail systematically. ZEIGLER et al. present 
an approach to creating a family of models of the same system 
with varying complexity for different tasks [14]. Multiple 
simplification methods such as aggregation, omission, 
linearization, etc. are outlined. The concept of aggregation is 
explored in detail. However, no specific process is defined to 
correctly identify the level of detail for a given application. A 
less technical conceptual modeling method is illustrated by 
ROBINSON [8]. The method consists of five parts: 
understanding the problem, determining the objective, 

identifying the outputs, identifying the inputs, and determining 
the model content. The model content is based on two elements, 
scope, and level of detail. Field and model experts determine 
whether to include components of the examined system in the 
model and thus determine the scope and level of detail. While 
this is a very helpful guideline for model building, the process 
of defining the abstraction level is still relatively vague. 
BANKS et al. analyze a wide range of mathematical model 
types and characterize the model conceptualization “[…] 
probably as much art as science.” They only offer some basic 
guidelines on the modeling process [11]. 

2.2. Specific model frameworks 

Within the space of production network and more broadly 
supply chain modeling, several contributions study specific 
model frameworks. They provide interesting insight regarding 
the challenge of finding the right abstraction level: 

FRIESE presents a model framework to plan flexibility and 
capacity of production networks of the automotive industry [3]. 
It is designed to be able to solve different types of problems 
within this field. For every identified type of problem, 
corresponding aggregation levels for the relevant entity types 
are proposed. The model-based planning approach shown by 
BUNDSCHUH can solve multiple problems that typically 
occur in strategic production network planning [4]. The 
presented model framework can be adapted and - similar to [3] 
- different aggregation levels are suggested for different 
problem types by the author. Both contributions demonstrate 
that the same model framework can be used on different 
abstraction levels for different problems. ULSTEIN et al. 
present a model for the optimization of the supply chain in the 
silicon production industry [6]. In this model, customers are 
aggregated into groups based on their attributes to simplify the 
model. The attributes ‘geographic location’, ‘demand’, 
‘prices’, and ‘transport cost’ are used as aggregation criteria. 
With this technique, the model is simplified while retaining a 
high degree of accuracy. The same idea is shown by VILA et 
al. who aggregate products in a similar fashion [5]. 

2.3. Deficits of existing approaches 

While several approaches to conceptual modeling exist, they 
do not specifically explore the idea of utilizing model 
frameworks. Therefore, those methods are not completely 
applicable to the abstraction process based on such model 
frameworks. The contributions proposing model frameworks 
provide some useful insight on how to implement them. 
However, these insights are not organized in a generally 
applicable structured process to determine the abstraction level. 
Thus, the abstraction process is largely left to the creativity and 
the expertise of the modeler. This can lead to an unnecessary 
number of iteration loops, that increase the effort for modeling 
or worse, to models that are not capable of solving the problem. 
A systematic approach is needed to adapt and tailor model 
frameworks for specific systems and to solve specific 
problems. 
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3. Approach 

The contribution of this paper is a systematic method to 
abstract a production network and to generate a tailored, 
specific model based on a given general model framework. It 
builds upon the general modeling process presented in [8] and 
draws inspiration from both the aggregation levels shown in 
[3,4] and the aggregation criteria from [5,6] and consolidates 
them to a structured method. The method was created through 
theoretic considerations and has been applied in a case study 
on the global production network of a tooling machine 
manufacturer. 

3.1. Definitions, context & general concept 

A model can generally be understood as a purposefully 
simplified representation of a real system [16]. Fig. 2 shows a 
real-world system consisting of several objects of different 
types that interact with each other. A model intentionally strips 
these objects of some irrelevant properties and represents them 
with entities corresponding to the type of object. It also mirrors 
the relevant interactions between objects. While they may be 
used differently in other contributions, the term entity will 
always refer to the model representation of a real-world object 
within this paper. 

 

 

Fig. 2. Real-world systems, models and model frameworks. 

A majority of the modeling work consists of identifying 
objects that are relevant to the application and including 
properties of these objects in the model [8]. This part of the 
modeling process is not the focus of this paper and assumed to 
be given by a model framework. 

However, another important aspect exists, concerning the 
level of detail in which model entities represent real objects. To 
optimize model complexity and capability, it is critical to 
decide which objects can be aggregated in one entity and which 
need to be differentiated. 

When imagining an object type as a combination of multiple 
properties, an object is then one possible combination of values 
of those properties. For example, the object type ‘production 
site’ may contain the properties ‘location’, ‘associated 
subdivision’, and ‘technological capabilities’. One object of 

this type, i.e. a ‘production facility’ can then be characterized 
by the values of these properties. In mathematical terms, each 
property can be understood as a dimension and an object as a 
tuple of the dimensions characterizing an object type. 

Following the previous notions, the abstraction level of a 
model can be determined by identifying all properties relevant 
for the examined application and create model entities for every 
unique combination of those properties.  

Fig. 3 shows how this concept is applied. Multiple objects 
are displayed as value tuples of three dimensions, e.g. 
properties of the examined object type. Only two of these 
dimensions form the model plane on which entities that 
represent the objects found in the space exist.  

 

 

Fig. 3. Representing examined objects with model entities. 

A good example of this concept is the entity type ‘production 
facility’. In an exemplary model framework, the main function 
of ‘facilities’ is to enable the creation of ‘products’ using ‘sub-
products’ and resources of the ‘facility’ such as ‘machines’ and 
‘personnel’.  

In principle, this process can be viewed in several levels of 
detail. For example, with high detail when considering every 
production line as a ‘facility’ or on a very broad level when 
determining a ‘production facility’ only by its geographical 
location. This idea has already been explored by some authors 
in their respective model frameworks [3,4]. 

In the following, the properties selected for differentiation 
will be referred to as abstraction criteria. Based on the 
selection of the right abstraction criteria for every object type 
and associated entity type, the abstraction level of the entire 
model can be determined.  

Fig. 4 portrays a method to structure the process of 
abstraction level determination. This three-phase method 
consists of problem decomposition, concept application and 
model composition which are described in the following 
sections. 

3.2. Phase 1 – Requirements & restrictions 

The first phase serves to increase understanding of the task 
in a structured way. To do so all factors contributing to the 
model are closely examined. Those are, as shown in Fig. 2, the 
application of the model, the model framework as well as the 
examined system and the data used to describe it. Fig. 5 shows 
how these requirements and restrictions can be viewed as 
limitations to the available modeling freedom. 
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Fig. 4. 3-phase process to create a model. 

A possible way to structure requirements of the application 
is to differentiate between accuracy and adaptability 
requirements. These two differ significantly in their 
implications and the way their fulfillment can be validated. 
Accuracy requirements can be identified with the fundamental 
question: Which parts of the studied system need to be 
represented with which error margin? The first part of the 
question is qualitative. Examples of answers to this question in 
supply-chain models could be: a) ‘Stocks need to be 
represented!’ b) ‘Single unit costs do not need to be 
represented!’ c) ‘Accurate comparison with intra-firm 
calculations is relevant!’ After these qualitative requirements 
are identified, the second part of the initial question asks to 
quantify the requirements. For example, a) ‘Unit costs have to 
be within ±5% of internal calculations!’ b) ‘Transport volumes 
have to be within ±10% of internal records!’ 

 

 

Fig. 5. Overview of requirements & restrictions limiting the field of 
modeling. 

Whereas accuracy requirements are mainly aimed at the 
static replication of the current system, adaptability 
requirements point towards the necessary flexibility of the 
model. The lead question is: Which changes to the system does 
the model need to replicate? For a supply chain model such 
requirements could be: a) ‘The model needs to be able to 
replicate consolidation of a site!’ b) ‘Production machine 
transfers need to be possible!’ A good process to identify these 
requirements is to study all the scenarios the model is supposed 
to replicate and categorize implied changes to the system. In 
case of both accuracy and adaptability requirements, it is 
beneficial to already include negative statements, i.e. 
requirements the model does not need to meet and even 
prioritize requirements. Additional techniques to determine 
objectives for the model and derive requirements are for 

example described in [10]. Whereas the application implicates 
requirements, both the used model framework and the data 
impose restrictions on the modeling freedom. While various 
models can be derived from a single model framework, the 
number of possible models is still limited. For example, a 
strategic supply chain model framework is probably ill-suited 
to solve factory layout problems. The specific restrictions of 
the used framework should be investigated and documented. A 
helpful tool when doing so are entity relationship maps, as 
described in [17]. ER-maps show the data structure of the 
model framework. Especially interesting here are dependencies 
between entity types, as they enforce a minimal level of detail. 
These positive restrictions can also be understood as 
mandatory abstraction criteria. E.g. an entity type 𝐴𝐴  that is 
dependent on another entity type 𝐵𝐵 must at least have as many 
instances as 𝐵𝐵 . In addition to positive restrictions, model 
frameworks also impose negative restrictions. They limit the 
maximal amount of detail a model can feature. The ER-maps 
are also used to determine all the necessary types of data. Based 
on this potential data sources to obtain the data for all entity 
types. These sources are then examined in terms of their 
quality. Aspects of data quality and their assessment are 
sufficiently covered in the literature, for example in [18]. 
Within these aspects, the granularity of the data is specifically 
interesting for the examined problem. Essentially the model 
can only be as exact as the data used to create it. By identifying 
the dimensions which are aggregated in the data, it is possible 
to select the final sources and formulate resulting restrictions.  

After completion of the data restrictions, a comprehensive 
statement of both requirements and restrictions is obtained. It 
is later in phase 2 used to assess and evaluate modeling options. 

3.3. Phase 2 – Selecting abstraction criteria 

In the following second phase, the concept to define the level 
of detail through abstraction criteria is utilized and 
implemented. First, available abstraction criteria, i.e. object 
dimensions need to be identified for every object type-entity 
type pair. This is a creative task without a single generally true 
solution. A model builder who confronts this problem needs to 
have a good understanding of the application, i.e. the modeled 
system and the problem to be solved as well as the model itself.  

After identifying the potential dimensions, the consequences 
of using or not using each of these dimensions as abstraction 
criteria need to be formulated. Fig. 6 shows how the properties 
of each object type-entity type pair in a model framework are 
identified and the corresponding consequences for the entire 
model are considered. By matching these with the requirements 
and restrictions defined before, properties are defined to be 
abstraction criteria. 
The process of identifying potential abstraction criteria and 
their corresponding consequences contains the main creative 
part of conceptual modeling with a given framework.  
However, as this task is not specific to one application of the 
model framework but rather generalizable for every application 
of it, these two steps can also be generalized. Hence, a model 
framework owner could generate an entity catalog with 
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Fig. 6. Selecting abstraction criteria by matching resulting consequences for 
the model with requirements and restrictions. 

potential abstraction criteria and their respective consequences 
on a finished model for all entity types of the framework. 

A model builder using the framework and the catalog only 
needs to select the right abstraction criteria by matching the 
consequences of using or foregoing a criterion with the 
requirements and restrictions from phase 1. To simplify this, 
the consequences of foregoing specific abstraction criteria can 
be formulated as restrictions towards the application. Similarly, 
consequences of using criteria can be classified as requirements 
towards the context, i.e. data sources and model framework. By 
choosing exactly the criteria necessary to fulfill the application 
requirements and checking for violations of the restrictions, the 
right criteria can be selected. If restriction violations occur, 
either data sources, model framework or the application goals 
should be adapted accordingly. 

After the abstraction criteria have been selected, the actual 
implementation is still required, which can be subdivided into 
dependency analysis, value grouping, and data assignment. To 
create entities efficiently, the right order of conduct is 
important. Dependencies between distinct entity types need to 
be considered first. For example, when the object type 
‘product’ is investigated and the associated ‘production 
facility’ is chosen as an abstraction criterion, it is crucial to first 
define the ‘facilities’ before the ‘products’, as the number of 
distinct ‘product’ entities is influenced by the number of 
‘product facility’ entities. To integrate this problem into the 
existing concept, properties of objects can be classified as 
dependent and independent. Dependent dimensions reference 
either the property of another object type or even objects of 
another type themselves. By starting with entity types without 
dependencies and then step by step defining entity types only 
dependent on already defined ones, the entity definition process 
can be carried out efficiently. In the case of circular 
dependencies, an iterative procedure is necessary.  

3.4. Phase 3 – Defining entities and assigning data 

Using object dimensions which contain a large number of 
different values as abstraction criteria may lead to a very high 
number of model entities. For example, when the dimension 
location is selected as an abstraction criterion for the entity type 
customer, a big number of entities may be required. By 
grouping values into sensible sections, this problem can be 
solved. Several techniques to create groups of values exist, 
from simple fixed interval groups to multidimensional cluster 

techniques. All of these techniques can significantly reduce the 
required number of entities and thus the complexity of the 
model. However, the related loss of representation accuracy 
should also be considered. 

Finally, additional data for entity properties must be 
assigned to the entities. As the dimensions which are 
distinguished in data sources may deviate from the dimensions 
distinguished in the model, assignment techniques are 
necessary. These depend on the property that is assigned and 
the constellation of model and data dimensions. 

With the conclusion of this final step, a model is created that 
is tailored to its specific application. It features a specific and 
standardized abstraction level and has been populated with data 
efficiently. Whereas the modeling process is presented as being 
linear for simplicity here, several iterations will usually be 
required. To ensure the validity of the model the assumptions 
and results made should be validated after each step. Several 
quantitative and qualitative techniques to do so are presented in 
the literature [9,11,13]. 

4. Application 

The presented method was used in a case study at the global 
tooling machine manufacturer TRUMPF. The model 
framework OptiWo created at the Laboratory for Machine 
Tools and Production Engineering (WZL) was utilized to 
develop strategies to strengthen the market position of 
TRUMPF in Asia and North America. The goal of the project 
was to identify potential costs savings in the production 
network for TRUMPF’s high volume products for laser-based 
sheet metal cutting and punching. While the company held a 
comfortable market position in Europe, it was struggling in the 
more cost sensitive Asian market. The question was more 
specifically, which products or components were best suited for 
local production and which strategic manufacturing network 
configuration was most cost-efficient. 

OptiWo is a model framework designed for the analysis of 
the internal production network. Products are modeled in a bill 
of materials fashion, i.e. a product requires sub-product that can 
be manufactured and shipped from different facilities. A 
product ‘car’ could, for example, require sub products like an 
‘engine’, a ‘chassis’, a ‘suspension’, and an ‘interior’. Every 
product then requires a certain processing time of technologies 
like ‘assembly’, ‘milling’, ‘cleaning’, or ‘painting’.  The 
accumulated processing time of all products at a location is 
used to determine the number of required machines of each 
technology as well as employees operating them. By 
accumulating material costs, machine operation costs, 
employee costs, machine, and facility depreciation, etc. the 
total production costs of a specific network configuration can 
be determined. The cost efficiency of different network 
configurations in multiple scenarios can then be compared 
[19, 20]. 

Following the presented approach, the major requirements 
and restrictions were identified. Among the most important 
requirements was the ability to represent recognizable 
components in the model and calculate production transfers 
accurately. One important restriction of the framework was the 
specify of ‘products’ to one ‘facility’. Based on these 
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requirements and restrictions the abstraction criteria ‘product 
function’, ‘production technology type’, and ‘production site’ 
were used. Whereas the other two abstraction criteria may be 
self-explanatory, ‘production technology type’ was used out of 
the idea that a product could be produced wherever similar 
production technologies were available which is a good model 
of reality in this context. Other available criteria like production 
process where found to be too specific without offering 
significant benefits in terms of the requirements. While the 
requirements where fulfilled, the bill of material, BOM, which 
contained approximately 4000 ‘product’ object entries on 
average was narrowed down to about 40 ‘product’ entities. 
Thus, significantly reducing overall model complexity. This 
selection of abstraction criteria for ‘products’ required 
‘facilities’ and ‘production technologies’ to be defined prior to 
the ‘products’. The ‘products’ then had to be defined in an 
iterative process to ensure the recognizability of components 
across multiple product types. Finally, additional computation 
data like ‘transport size’ and ‘raw material costs’ were 
allocated to the product based on several data sources. Similar 
steps were taken for the other entity types of the framework 
resulting in an optimized model fulfilling the requirements with 
manageable complexity. 

5. Conclusion & future work 

In comparison with existing approaches, the here presented 
concept and method marks a step toward systemizing the 
conceptual modeling process. For cases where an already 
existing model framework is used to solve a problem, 
significant advantages in terms of both efficiency and 
effectiveness of modeling can be seen. Those advantages 
mainly derive from structuring the given problem and the 
solution space. By creating entity catalogs for frequently used 
frameworks the efficiency can be increased even further. In 
addition, less experienced model builders would be enabled to 
easily create good models. 

In the future, additional case studies of different modeled 
systems, application focusses and model frameworks could be 
used to further test the presented method and identify 
weaknesses and shortcomings. Expanding the method to 
incorporate the aspect of system boundary definition would 
also be most valuable, as it would complete the entire process 
of model creation based on a preexisting framework. Very 
interesting and undoubtedly useful for the practical application 
would be the creation of an algorithm to automate the model 
creation process. Such an algorithm would have to be adapted 
to every organization individually as data systems vary from 
company to company. It would also have to overcome 
problems with data quality and non-numerical data 
interpretation. However, it would allow organizations to reduce 
the costs of model creation significantly and use models of 
production networks as standby tools for strategic and tactical 
network planning. 
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