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#### Abstract

There is an ever-growing need to study the optical response of complex photonic systems involving multiscattering phenomena with strong near-field interactions. Since fully numerical methods often imply high computational costs, semi-analytical methods are preferred. However, most semi-analytical methods are commonly plagued by what is known as the problem of the Rayleigh Hypothesis: they typically use analytical representations of the scattered fields that are invalid in the near-field region of the scatterer. In this work, we present an alternative representation scheme for the scattered fields based on a distribution of multipolar sources across the topological skeleton of the scatterer. We demonstrate how such a representation overcomes the problem of the Rayleigh Hypothesis for scatterers of arbitrary geometry. In that regard, our work enriches the available toolkit of semi-analytical methods in light-scattering by pushing decisively against one of the fundamental limitations of the existing methods.


© 2022 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

## 1. Introduction

In 1907, Lord Rayleigh studied the diffraction of waves from gratings [1]. His famous hypothesis back then was that the reflected field by the grating could be represented everywhere above the grating -even inside the region of the corrugations- as a superposition of propagating and evanescent plane waves, propagating/decaying in discrete directions corresponding to the diffraction orders. This hypothesis was used to enforce the interface conditions at the surface of the grating to solve the diffraction problem. Since then, it has remained known in scientific history as the Rayleigh Hypothesis, and it has been imbued with a more generalized content that concerns the region of validity of analytical representations of fields. Initially constituting a topic of scientific dispute, the Rayleigh Hypothesis has been revisited multiple times from a mathematical, physical, or engineering point of view. Today, more than a century later, it remains an active topic of scientific research [2-24].

The first major mathematical treatment of the problem of the Rayleigh Hypothesis came several decades later when Millar highlighted the critical role of the analytic properties of the fields (i.e., related to their analytic continuation within the domain of
the scatterer) [2]. Since then, physicists and engineers have struggled to explicitly capitalize on the mathematical achievements and the state-of-the-art understanding of the problem. They also have been working to develop alternative practical methods to semi-analytically (i.e., not purely numerically) solve wave scattering problems that are not plagued with spurious effects related to the problem of the Rayleigh Hypothesis, as has usually been the case with the existing conventional methods.

Today, there is a growing need for the efficient simulation of complex photonic systems. Complex scattering phenomena are prominent in diverse research fields related to optical sensors [25,26], solar cells [27-30], optoelectronic devices such as light emitting diodes [31], disordered media [31,32], metamaterials $[33,34]$, etc. Novel semi-analytical methods are being developed to efficiently simulate such complex photonic systems [35-43]. Quite often, the fully-numerical simulation of such systems, which are frequently characterized by a disparity of the involved optical length scales, can be expensive, if possible at all. Semi-analytical methods usually attempt to fill that gap. Their primary advantage is an analytical representation of the fields across an extended region of space. This enables the efficient semianalytical modeling of complex wave interactions in the simulated

[^0]system, which helps to reduce the computational burden tremendously. Therefore, it is evident that the problem of the Rayleigh Hypothesis, which is exactly related to the region of validity of the analytical representations of the fields, plays a pivotal role in all such semi-analytical methods since it directly affects their major advantage as a method.

A year after the seminal work of Lord Rayleigh, Gustav Mie solved the canonical problem of light scattering by a sphere [44]. As a representation of the scattered field, he employed a multipolar series where the origin was the center of the sphere. That constituted a natural representation for his case due to the geometry of the scatterer. However, the paradigm of Mie's representation still resonates today due to its strength. Today, we commonly keep employing the same representation Mie used to treat scatterers of non-spherical geometry [45,46]. However, here comes the devil of the Rayleigh Hypothesis indoors; it is known that such a representation is guaranteed to be valid only outside a sphere that circumscribes the scatterer.

Nevertheless, representations that unlock the access to the near-fields of the scatterers are essential for modeling multiscattering phenomena involving scatterers placed in proximity, inside that problematic near-field region of each other. For example, modeling the electromagnetic coupling of nanoemitters such as molecules/quantum dots with nanoantennas or modeling the electromagnetic coupling of an array of tightly packed nanoparticles whose circumscribing spheres intersect with each other are further examples where semi-analytical modeling methods, employing Mie's conventional representation, usually fail to address the Rayleigh Hypothesis issue, which ends up posing as a fundamental challenge to the applicability of the method itself. Moreover, various semi-analytical methods exist for solving simpler scattering problems related to individual scatterers [47-50]. Enforcing correctly, in some way (frequently with a point-matching technique), the boundary conditions at the interface of the scatterer plays a central role in many of these methods. Hence, dealing with the problem of the Rayleigh Hypothesis, i.e., adopting representations for the fields whose region of validity includes the surface of the scatterers, is, again, of fundamental importance when it comes to the point of the semi-analytical method being functional.

The effects of the Rayleigh Hypothesis on conventional representations of the scattered fields have been explored. A plethora of methods employing alternative representations, usually based on a scheme with a spatial distribution of discrete sources, has been reported in the literature, including the Discrete Sources Method (DSM), the Null Field Method with Discrete Sources (NFM-DS), the Multiple Multipole Method (MMM), the Method of Auxilliary Sources (MAS), the Global Polarizability Matrix Method (GPMM) [39,49,51-55]. Those alternative methods provided improved representation schemes that helped to model, with greater accuracy, the scattering from particles with extreme geometries in practice. They had their respective limitations, but, arguably, their most important problem was the lack of much evidence, maybe apart from intuition or some empirical rules [55], for the optimal placement of the discrete sources representing the scattered fields from a particle of arbitrary geometry.

In this work, we demonstrate that the distribution of multipolar sources across the topological skeleton of a scatterer constitutes a representation of the scatterer's field that transcends the problem of the Rayleigh Hypothesis, i.e., it can provide a valid representation of the fields everywhere outside the scatterer. The article is organized as follows: We begin with the theoretical statement and discussion of the problem of the Rayleigh Hypothesis. Then, we highlight the important aspects of the analytic properties of the fields before we introduce our proposed representation based on a distribution of sources across the topological skeleton of the scatterer, which constitutes a descriptor of its shape [56,57]. Fur-
thermore, we provide a numerical example with a comparison of the method against the conventional representation, demonstrate the advantages of the method, and discuss some related practical aspects. Finally, we discuss how our method can improve computational strategies in multi-scattering phenomena.

## 2. Theoretical treatment of the scattering problem of the Rayleigh Hypothesis

In this section, we will theoretically introduce the scattering problem of the Rayleigh Hypothesis. Afterwards, we briefly review the state-of-the-art treatment of the problem. Finally, we will approach it in our proposed way that helps to overcome the fundamental limitations of the Rayleigh Hypothesis. In particular, we will theoretically introduce a representation of the scattered fields based on multipolar sources distributed across the topological skeleton of the scatterer. This particular distribution grants access to the fields in the near-field region of the scatterer, which under conventional representation schemes is not the case.

### 2.1. Theoretical statement and discussion of the problem

Let us consider a surface $S$ that may enclose the scatterer embedded in free space (see Fig. 1). An extension to the case of scatterers embedded in linear, isotropic, and homogeneous media is trivial. By making use of a Stratton-Chu-type integral [50,58,59] (see also Appendix A), we can represent the scattered field $\mathbf{E}_{\text {sca }}$ (which we always consider being monochromatic) everywhere in the physical domain, i.e., in the free space $V_{\text {sout }}$ outside the surface $S$, in the following way:

$$
\begin{aligned}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \equiv & \int_{S} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0}, \quad \mathbf{r} \in V_{\text {Sout }}(1)
\end{aligned}
$$

where $\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right)$ is the normal unit vector of $S$ pointing inside $V_{\text {sout }}$ and $\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right)$ is the Dyadic Green's Function (DGF) of the free space that gives the field induced at point $\mathbf{r}$ from a unit point source placed at $\mathbf{r}_{0}$. Equation (1) constitutes a representation of the scattered field as the collective emission product of a radiating electric and magnetic surface current density distributed across the surface $S$ of the scatterer.

However, following Morse \& Feshbach, the DGF can be expanded in terms of the eigenmodes of the Helmholtz equation in free space [60]. This expansion offers alternative ways to represent the scattered fields with analytical expansions into such eigenmodes. The advantage of such representations is that they provide analytical access to the scattered fields into a big part of the physical domain $V_{\text {sout, }}$ which is rather beneficial when it comes to the analytical modeling of complex light-matter interactions. At the core of the Rayleigh Hypothesis is this region of validity of such analytical representations of the scattered fields. Dealing with the Rayleigh Hypothesis problematic practically means pushing the boundaries of the region of validity of such representations to include the whole physical domain $V_{\text {sout }}$.

Let us further discuss the physics involved to elucidate the Rayleigh Hypothesis problematic better. There are eleven coordinate systems under which the monochromatic scalar Helmholtz equation in three dimensions is separable, with two introduced separation constants related to a couple of commuting symmetry operators in the enveloping algebra of the Helmholtz operator for each such coordinate system $[60,61]$. The three most common out of the eleven coordinate systems are the Cartesian, cylindrical, and spherical. Once employed to separate the homogeneous wave equation, they give its Cartesian, cylindrical, and spherical eigenmodes, which are the plane, cylindrical, and spherical waves,


Fig. 1. The regions of validity of analytical representations of the scattered fields in terms of series of a) plane waves, b) cylindrical waves, and c) spherical waves. The scatterer is denoted with a grey color (bounded by surface $S$ ). With brown color, we denote the region inside the scatterer that encloses all the singularities of the analytic continuation of the scattered field inside the scatterer (bounded by surface $S^{\prime}$ ). With green color, we denote the part of the physical domain where the representation is valid. The red color indicates the part of the physical domain where the representation is invalid. The domains of validity are bounded by a planar surface (a), or cylindrical surface (b), or spherical surface (c), that is indicated by the dashed lines above and is tangential to the singular surface $S^{\prime}$, and is defined as $\xi^{(3)}=\max \left\{\xi_{s}^{(3)}\right\}$ (see text). Representations based on expansions with respect to translated/rotated coordinate systems generally have an altered region of validity. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).
respectively. For those three cases, the corresponding commuting symmetry operators can be ( $\mathrm{P}_{x}, \mathrm{P}_{y}$ ), ( $\mathrm{P}_{z}, \mathrm{~J}_{z}$ ), and ( $\mathrm{J}^{2}, \mathrm{~J}_{z}$ ), respectively, with $\mathbf{P}$ being the linear momentum operator and $\mathbf{J}$ being the total angular momentum operator. If $\left(\xi^{(1)}, \xi^{(2)}, \xi^{(3)}\right)$ are the three coordinates of our coordinate system, the two commuting operators will be associated with two of those coordinates, let's say with $\xi^{(1)}, \xi^{(2)}$ (see p. 829 of [60]). For example, in the Cartesian coordinate system ( $x, y, z$ ) the coordinates $(x, y)$ are associated with the commuting symmetry operators ( $\mathrm{P}_{x}, \mathrm{P}_{y}$ ), whereas in the cylindrical coordinate system $(\rho, \phi, z)$ the coordinates $(\phi, z)$ are associated with the commuting symmetry operators ( $\mathrm{P}_{z}, \mathrm{~J}_{z}$ ), and in the spherical coordinate system ( $\mathrm{r}, \theta, \phi$ ) the coordinates $(\theta, \phi)$ are associated with the commuting symmetry operators $\left(\mathrm{J}^{2}, \mathrm{~J}_{z}\right)$.

For our purposes, the important thing to notice here is that due to the point singularity at $\mathbf{r}=\mathbf{r}_{0}$, the expansion of the DGF in terms of such eigenmodes becomes discontinuous across the surface that is defined by fixing the third coordinate $\xi^{(3)}$, i.e., the one that is not associated with the two commuting symmetry operators, to that of the respective coordinate of the position of the point source $\xi_{0}^{(3)}$. So, the representation of the DGF in terms of the eigenmodes of the homogeneous wave equation associated with the considered coordinate system will be discontinuous across the surface $\xi^{(3)}=\xi_{0}^{(3)}$ (see Eq. 7.2.63 in [60]) and will take different forms for the two regions, $\xi^{(3)}<\xi_{0}^{(3)}$ and $\xi^{(3)}>\xi_{0}^{(3)}$, so that the necessary condition for the regularity of the fields in all space apart from $\mathbf{r}=\mathbf{r}_{0}$, plus the radiation boundary conditions at infinity, are respected. Hence, we can expand the DGF in converging series of such plane, cylindrical, or spherical waves, although the convergence becomes poor due to the point singularity once we go close to the $\xi^{(3)}=\xi_{0}^{(3)}$ surface. Such expansion will have the following branch-form:

$$
\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \stackrel{\xi}{\underline{\underline{\xi}}} \begin{cases}\sum_{\alpha, \xi_{1} \xi_{2}} \xi{\stackrel{\leftrightarrow}{\mathbf{G}_{\alpha}}}_{\alpha, \xi_{1} \xi_{2}}^{-}\left(\mathbf{r}, \mathbf{r}_{0}\right), & \xi^{(3)}<\xi_{0}^{(3)}  \tag{2}\\ \sum_{\alpha, \xi_{1} \xi_{2}} \stackrel{\leftrightarrow}{\mathbf{G}}_{\alpha, \xi_{1} \xi_{2}}^{+}\left(\mathbf{r}, \mathbf{r}_{0}\right), & \xi^{(3)}>\xi_{0}^{(3)}\end{cases}
$$

where we use the symbol $\xi$ that takes the values ( $\mathrm{p}, \mathrm{c}, \mathrm{s}$ ) in order to refer to representations of the DGF in terms of expansions in plane, cylindrical, and spherical waves respectively. The expansion above involves a summation over the three eigenvalues with the two of them being $\xi_{1}, \xi_{2}$, i.e., the two eigenvalues that correspond to the two commuting symmetry operators of the $\xi$-coordinate system and the third one, $\alpha$, accounting for the vectorial nature of the eigenmodes, i.e., referring to the TE, TM modes where the electric (magnetic) field has no component along the vector that was used to construct the vectorial eigenmodes from the corre-
sponding scalar ones (see Eq. 13.1 .6 in [60]). Let us note that the eigenvalues $\xi_{1}, \xi_{2}$ may not be discrete and, in that case, the summation will be an integral over such continuous eigenvalue. For example, such is the case of the eigenvalues of the projection of the linear momentum operator $\mathbf{P}$ on some axis. Note, also, that there is always a fourth eigenvalue, the wavenumber of the medium, $k$, corresponding to the operator $\mathbf{P}^{2}$. However, we suppress this eigenvalue for brevity reasons since it is fixed as long as we are considering monochromatic fields. Specific expressions of such expansions of the DGF in the $\xi$-eigenmode series are presented in Appendix B.

The problem of the Rayleigh Hypothesis becomes clear now. Assuming that the surface $S$ of our scatterer is bounded by the two planes $z=\min \left\{z_{0}\right\}, z=\max \left\{z_{0}\right\}$, or by the cylindrical surface $\rho=\max \left\{\rho_{0}\right\}$, or by the spherical surface $r=\max \left\{r_{0}\right\}$, then, in view of Eqs. (1), (2), we can see that, as long as we pick a single branch of the above expansion of the DGF, a representation of the scattered field in terms of series of plane waves guarantees access to the fields in the regions $z>\max \left\{z_{0}\right\}$ (or $z<\min \left\{z_{0}\right\}$ ). In contrast, a representation of the scattered field in terms of a series of cylindrical waves (with an origin corresponding to that of the coordinate system) guarantees access to the fields in the region $\rho>\max \left\{\rho_{0}\right\}$ (i.e., outside the infinite cylinder that circumscribes the scatterer). Finally, a representation of the scattered field in terms of a series of spherical waves (again, with and origin corresponding to that of the coordinate system) guarantees access to the fields in the region $\mathrm{r}>\max \left\{r_{0}\right\}$ (i.e., outside the sphere that circumscribes the scatterer). Hence, these representations are only valid inside a part $\tilde{V}_{\text {sout }}$ of the physical domain $V_{\text {sout }}$. The remaining part of the physical domain, $V_{\text {sout }} \backslash \tilde{V}_{\text {sout }}$, corresponds to a "restricted space" where the validity of our representation of the scattered field is not guaranteed. Consequently, a representation of the scattered field in terms of plane/cylindrical/spherical waves constitutes a natural choice for the case of planar/cylindrical/sphericallike scatterers, respectively, in the sense that it allows for a valid representation of the scattered fields in the biggest part of the embedding medium.

### 2.2. The role of the analytic properties of the scattered fields

Importantly, the analytic properties of the scattered fields have been at the core of the discussion involved around the Rayleigh Hypothesis problematic.

First of all, let us highlight that it is rather frequently the case that a series representation of the scattered field in terms of such $\xi$-eigenmodes that we described in the previous subsection provides access to some part of that "restricted volume" $V_{\text {sout }} \backslash \tilde{V}_{\text {sout }}$.

This implies that the above-mentioned boundaries are generally not the "hard boundaries" of the region of validity of such series representations. It has been mathematically shown that the position of the "hard boundaries" is related to the analytic properties of the scattered field [10]. Specifically, Kyurkchan et al. note in $[9,10]$ the following: 1$)$ The scattered field, being a solution of the Helmholtz equation, hence a ramifying analytic function, has a unique analytic continuation inside the non-physical domain up to a convex envelope inside $S$ containing the singularities of the analytic continuation. 2) Such singularities of the analytic continuation of the scattered field inside $S$ always exist since the scattered field is an analytic function that vanishes at infinity according to the radiation condition. 3) The position of the singularities inside $S$ depends on the geometry of the surface $S$ and on the position of potential singularities of the excitation source, which appear as image-singularities of the analytic continuation of the scattered field inside the volume of the scatterer. Such image-singularities may appear from the presence of singularities inside neighboring scatterers as well. This can render the task of locating the presence of singularities rather cumbersome and, most importantly, dependent on the actual scattering scenario in which the individual scatterer gets involved.

Two important concluding points have been highlighted by Kyurkchan et al. regarding the Rayleigh Hypothesis under the prism of the analytic continuation properties of the scattered fields [9,10].

The first point is that a series representation of the scattered field in terms of $\xi$-eigenmodes converges only in the region $\xi^{(3)}>$ $\max \left\{\xi_{s}^{(3)}\right\}$, where $\xi_{s}^{(3)}$ refers to the $\xi^{(3)}$ coordinate of the singularities inside $S$. This is, in general, a less strict condition compared to the one that we had initially since for a smooth surface $S$ we have that $\max \left\{\xi_{s}^{(3)}\right\}<\max \left\{\xi_{0}^{(3)}\right\}$. Actually, one of the first treatments of the original Rayleigh Hypothesis issue showed, by making use of conformal mapping transformations to study the analytic continuation properties of the fields, that the field that is diffracted by a sinusoidal grating with profile $y=b \cos (k x)$, can be represented everywhere in the physical domain -even inside the area of the corrugations- as a series of plane waves, only under the condition of $k b<0.448$. Satisfying this condition corresponds to the case where all the singularities of the analytic continuation of the fields are located below the plane $y=-b[2,5,10]$. Recently, it has been demonstrated with numerical simulations that, for the case of spheroids, an expansion of the scattered field in terms of a series of spherical waves emanating from the origin of the scatterer is valid only outside the sphere circumscribing the two foci of the spheroid, instead of the whole spheroid [23,24]. And this is because the foci of the ellipse coincide with the singularities of the analytic continuation of the fields inside such a scatterer, as predicted by the above theory [9,10]. Let us also note here, though, another important thing that those numerical simulations revealed. When such series representations of the scattered field in $\xi$-eigenmodes finally fail to represent the fields with validity, they usually fail blatantly. The errors inside this "restricted volume" become orders of magnitude larger than the actual fields because there the series of the representation diverges due to the presence of the singularities [23,24]. This first point, highlighted by Kyurkchan et al., sheds light on the case of the Rayleigh Hypothesis that plagues representations of the scattered field based on a series of plane waves or a series of localized cylindrical/spherical waves (with fixed origin).

In Fig. 2, we illustrate the regions of validity of such representations of the scattered field for the three cases. It is important to note that such analytical expansions of the fields with respect to rotated/translated coordinate systems generally change the regions of validity of the representations of the scattered field. Along
this line, recently, there have been several attempts to circumvent the Rayleigh Hypothesis problematic by alternative roundabout ways that involve an interplay of different representations of the scattered fields, i.e., employing expansions into eigen-waves with respect to appropriately translated/rotated coordinate systems. Specifically, in [62-64], an interplay between representations in terms of spherical and plane waves is used to access the fields inside the circumscribing sphere of the scatterers. In that case, modeling their coupling to planar interfaces or neighboring scatterers in close proximity becomes feasible. That work demonstrated that a plane wave representation of the scattered fields could unlock access to an arbitrarily oriented half-space tangential to the scatterer. Furthermore, in [65], an interplay between representations of the scattered field in terms of spherical waves with displaced origins was employed to move the spherical boundaries of the regions of validity of the representations arbitrarily. That allows for the solution of the scattering problem of a dimer of disks with high aspect ratios placed at closed proximity. Such approaches involve analytical transformations among the different representations employed to solve the scattering problem, and this, although analytically relatively trivial, numerically may be challenging [64]. In any case, such approaches to the problem of the Rayleigh Hypothesis avoid dealing with the core of the problem since they maintain problematic representations of the scattered fields that are not valid everywhere needed in the physical domain. Arguably, such an interplay between different field representations to access the fields into different sub-regions of the physical domain $V_{\text {sout }}$ (which allows for the proper treatment of different parts of the scattering problem) increases the complexity of the problem and may lead to unnecessary computational overhead also.

The second highlighted point is that an alternative integral representation of the scattered field in terms of radiation emanating from distributed current sources across a surface $S^{\prime}$ exists. Such representation provides full access to the fields in the entire physical domain $V_{\text {sout, }}$, as long as the support of the currents, i.e., surface $S^{\prime}$, circumscribes all the singularities of the analytic continuation of the scattered field, and gets circumscribed by the surface of the scatterer, $S$, too. In Appendix A, we show how a current distribution over such a more compact (with which, in this work, we mean more compressed/economical) support of currents, $S^{\prime}$, than the surface $S$ where originally the current sources are distributed in the representation of Eq. (1), can be used to represent with validity the scattered field everywhere inside the physical domain. It has been numerically demonstrated in several cases that the semianalytical methods on scattering problems, which adopt such an integral representation of the scattered field, have a stable performance only when the auxiliary radiating current sources are distributed over such a closed contour that circumscribes all the singularities of the analytic continuation of the fields inside the nonphysical domain [10,66]. An algebraic theoretical framework that locates a priori the position of the shape-related singularities inside a scatterer of arbitrary geometry has been developed [9,10]. Computational methods such as MAS or MMM adopt such a representation scheme for the scattered field as the radiation emanating from distributed current sources over a surface $S^{\prime}$ inside the scatterer [55,67,68]. Initially, a substantial problem with these methods was the optimal placement of these auxiliary sources inside the scatterer. The analytic properties of the continuation of the fields inside the scatterer provided significant guidance in that regard. However, one could claim that, in practice, the scientific community has barely capitalized on this analysis so far, probably due to the mathematical complexity of the task of locating the singularities of the analytic continuation of the fields in the case of an arbitrary scattering problem. As we mentioned already, apart from the standard geometry-related singularities, extra image singularities related to the field exciting the scatterer may also exist. This


Fig. 2. Representations based on the topological skeleton of the scatterer: a) Illustration of the geometry of the problem in the 2D case, with the blue line being the outer surface of the scatterer $S$ and with the red line being the topological skeleton of the scatterer $\Sigma$ where the multipolar sources of the proposed representation of the scattered field are placed. b) The effect of the discretization of the topological skeleton of a prolate spheroid on the region of validity of the representation (green region). The cases of $1,2,3$, and 6 origins of multipolar expansions (red stars) compared to the full topological skeleton, are illustrated. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
would imply the need for varying representation schemes adapted each time to the scattering scenario that the scatterer gets involved in, which constitutes an undesired complication.

In what follows, we provide a general solution for the representation of the scattered fields that provides a path to overcome the problem of the Rayleigh Hypothesis while transcending such considerations of the analytic properties of the fields. Importantly, our method shall provide an all-around representation that can be employed to represent the fields radiated by a scatterer of arbitrary geometry, being involved in an arbitrary scattering scenario.

### 2.3. Introduction of the representation in terms of multipolar sources distributed across the topological skeleton of the scatterer

We need to take just a couple of small steps forward to tweak the integral representation of the scattered field already given by Eqs. (1), (2) and introduce a representation that is valid inside the whole physical domain $V_{\text {sout }}$. Such a representation will be tailored to the arbitrary shape of the particular scatterer. It will provide a valid representation for any scattering scenario involving the particular scatterer while transcending the need for considerations related to the analytic properties of the fields.

The first step is to consider the following change of reference frame for the DGF, which consists of a shift of the origin of the multipolar sources by a displacement $\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)$, which depends on each $\mathbf{r}_{0}$ point of the surface of the object:
$\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right)=\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right), \mathbf{r}_{0}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right)$,
where:
$\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)=\mathbf{r}_{0}-\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) R\left(\mathbf{r}_{0}\right) \sigma\left(\mathbf{r}_{0}\right)$,
with $R\left(\mathbf{r}_{0}\right)$ being the radius of the largest circle (sphere) that can be inscribed inside $S$, without intersecting it, tangentially to point $\mathbf{r}_{0}$, and $\sigma\left(\mathbf{r}_{0}\right)$ is some function that takes values within the range [ 0,1 ] (see Fig. 2a). Then, by introducing such a change of reference frame and using, also, exclusively the second branch of the expansion of the DGF of Eq. (2) in terms of either cylindrical waves (for 2D scatterers, translationally invariant along the $z$-axis) or spherical waves (for 3D scatterers), we get the following representation of the scattered field that is valid everywhere inside the physical
domain $V_{\text {sout }}$ :

$$
\begin{align*}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \stackrel{\xi}{=} & \sum_{\alpha, \xi_{1} \xi_{2}} \int_{S} \stackrel{\stackrel{\leftrightarrow}{\mathbf{G}}_{\alpha, \xi_{1} \xi_{2}}^{+}}{ }\left(\mathbf{r}-\mathbf{r}_{\sigma}, \mathbf{r}_{0}-\mathbf{r}_{\sigma}\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times{ }^{\stackrel{\leftrightarrow}{\xi_{\mathbf{G}}}}{ }_{\alpha, \xi_{1} \xi_{2}}\left(\mathbf{r}-\mathbf{r}_{\sigma}, \mathbf{r}_{0}-\mathbf{r}_{\sigma}\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0} \\
= & \sum_{\alpha, \xi_{1} \xi_{2}} \int_{S} \int_{\mathcal{B}_{\alpha, \xi_{1} \xi_{2}}}\left(\mathbf{r}_{0}\right)^{\xi} \mathbf{F}_{\alpha, \xi_{1} \xi_{2}}^{(3)}\left(\mathbf{r}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right) \mathrm{d}^{2} \mathbf{r}_{0}, \tag{5}
\end{align*}
$$

for $\mathbf{r} \in V_{\text {sout }}$,
where ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}}\left(\mathbf{r}_{0}\right)$ are some complex amplitude coefficients that are to be calculated according to the formula above, and as ${ }^{\xi} \mathbf{F}_{\alpha, \xi_{1} \xi_{2}}^{(3)}\left(\mathbf{r}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right)$ we denoted the spatial representation of either of the radiating Vector Cylindrical Harmonics (VCH), $(\xi=c)$, of Vector Spherical Harmonics (VSH), $(\xi=s)$, with origin at $\mathbf{r}=$ $\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)$. Note that in the case of 2D scatterers, the surface integral above becomes a contour integral (see Appendix C for explicit expressions for the 2D and 3D cases). We ended up with a representation scheme of the scattered field in terms of a distribution of multipolar sources over a closed surface inside the scatterer. Let us highlight that the position of each such elementary source is determined according to Eq. (4) relevant to the position of a point $\mathbf{r}_{0}$ on the surface $S$ of the scatterer (see Fig. 2a), and that its amplitude ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}}\left(\mathbf{r}_{0}\right)$ is also directly specified by the values of the tangential electric and magnetic scattered fields at the same point $\mathbf{r}_{0}$ on the surface $S$ of the scatterer (see Eqs. (C.2) and (C.6)). However, even though we assign them such specific values here, it is important to note that those amplitudes are generally not unique (see Appendix A).

In this way, we have achieved a representation of the scattered field that is valid everywhere inside the physical domain $V_{\text {sout }}$. And we achieved it by picking a representation for the individual radiation of each surface current $\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right],\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right]$ at each point $\mathbf{r}_{0}$ that is valid everywhere in $V_{\text {sout }}$. And we achieved this by placing the center of the expansion of the DGF, which acts on those particular surface currents, somewhere on top of a linear segment inside the scatterer (see the green linear segment in Fig. 2a) that is the locus of the centers of all circles (spheres in the 3D case) that are tangent on $S$ at $\mathbf{r}_{0}$, and that do not intersect $S$ at any other point. In this case, the expansion of the second branch
of the employed DGF in Eq. (2)is valid everywhere in $\left|\mathbf{r}-\mathbf{r}_{\sigma}\right|>$ $\left|\mathbf{r}_{0}-\mathbf{r}_{\sigma}\right|$, and, hence, everywhere in $V_{\text {Sout }}$. By hiding in this way, at the interior of the scatterer, the surfaces where the branch of Eq. (2) lies for each individual surface current, $\left|\mathbf{r}-\mathbf{r}_{\sigma}\right|=\left|\mathbf{r}_{0}-\mathbf{r}_{\sigma}\right|$ (see the yellow dashed circles in Fig. 2a), we get a representation of $\mathbf{E}_{s c a}(\mathbf{r})$ that is valid everywhere in $V_{\text {sout }}$. If the representation of the radiation of each surface current is valid everywhere in $V_{\text {sout }}$, then so does the collective radiation emanating from all those surface currents, i.e., so does the representation that we use for the scattered field in Eq. (5).

Actually, Eq. (5) corresponds to a family of representations of the scattered field. That is because to each function $\sigma\left(\mathbf{r}_{0}\right)$ corresponds a different representation with multipolar sources distributed over different surfaces inside the scatterer. In the limiting case that $\sigma\left(\mathbf{r}_{0}\right)=0, \forall \mathbf{r}_{0}$, we have the sources distributed exactly across the surface of the scatterer $S$. This case corresponds to a representation equivalent to the representation used in classical surface integral methods [69]. The disadvantage of such an integral representation is that the kernel has singularities located across the surface $S$. This results in a poor convergence of the fields' representation when the observation point $\mathbf{r}$ comes close to $S$, i.e., in the vicinity of the scatterer. However, we can push the singularities of the kernel further inside the scatterer by letting $\sigma\left(\mathbf{r}_{0}\right)$ take non-zero values. Specifically, taking the other limiting case of $\sigma\left(\mathbf{r}_{0}\right)=1, \forall \mathbf{r}_{0}$, we end up with a representation that is based on multipolar sources distributed across the surface $\Sigma$, which is defined as: $\mathbf{r}_{\Sigma}\left(\mathbf{r}_{0}\right)=\left.\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right|_{\sigma\left(\mathbf{r}_{0}\right)=1, \forall \mathbf{r}_{0}}$. This zero-volume-enclosing surface, $\Sigma$, is by definition the topological skeleton of the scatterer (see Fig. 2a).

The topological skeleton (also known as the medial axis) of an object is defined as the locus of the centers of circles (spheres in 3D) that are tangent to its outer surface at two or more points, where all such circles (spheres in 3D) are contained inside the object [57]. It was initially introduced by Blum in 1967 as a tool for biological shape recognition [56]. The medial axis, together with the associated radius function of the maximally inscribed circles (spheres in 3D), which we denote as $R\left(\mathbf{r}_{0}\right)$, is called the medial axis transform (MAT) of the object. The MAT is a complete shape descriptor, meaning it can be used to reconstruct the shape of the original object. So, in that sense, it constitutes a compressed way to encode the shape of the object. Apart from medical imaging applications, the topological skeleton has found a wide variety of applications in fields such as computer graphics, animation, visualization, digital inspection, computer design, pattern recognition, robotics, collision detection, etc., where a compact shape representation supporting shape analysis and synthesis is important [57]. It is a quite mature field of research, and several methods exist to calculate the topological skeleton of a given object, with Voronoi diagrams usually playing a central role in that regard [70-72].

From the physical point of view, on the one hand, we can claim that the introduced topological-skeleton-based representation of the fields constitutes an optimal representation since it provides the locus of the most compact support of multipolar sources able to overcome the problem of the Rayleigh Hypothesis for an arbitrary scattering scenario involving the considered scatterer. Let us highlight that the topological skeleton does not necessarily pass through the singularities of the analytic continuation of the scattered fields, yet it provides a representation of the scattered field that is valid everywhere in $V_{\text {Sout }}$ (see Eq. (5) above). As we demonstrate in Appendix A, if we would assume the a priori knowledge of the analytic properties of the scattered fields, then the most optimal and compact representation that does not suffer from the problem of the Rayleigh Hypothesis, would, instead, be the one based on a distribution of multipolar sources across the topological skeleton of the surface $S^{\prime}$, inside $S$, that encloses all the singularities of the analytic continuation of the fields inside the scatterer.

On the other hand, by placing the multipolar sources on the topological skeleton $\Sigma$, we also managed to move the singularities of the representation of the scattered field as far away from the surface of the scatterer $S$ as possible. In that sense, this is the optimal placement of the distribution of the sources among all cases of different $\sigma\left(\mathbf{r}_{0}\right)$, guaranteeing better convergent properties of the near-fields. However, as it can be seen in Fig. 2a, the topological skeleton $\Sigma$ touches the surface of the scatterer $S$ at its sharp edges; such points always host singularities. This is not the case for a smooth surface $S$ (which, in this work, we generally consider it to be).

Importantly, let us note that not all parts of the topological skeleton are equally significant. On the one hand, significant small parts can be responsible for the radiation of a big part of the surface currents. Take, for example, a sphere whose topological skeleton is a single point at its center. That point can host the origin of a multipolar series that validly represents the fields all over the physical domain $V_{S o u t}$. On the other hand, it is also possible that large parts of the topological skeleton correspond to only a minor part of the radiating surface currents. In such a case, we could "prune" such insignificant parts of the topological skeleton to attain a more compact representation of the fields. This comes at the cost of sacrificing the guaranteed access to a valid representation of the fields at a small enough region of the physical domain in the vicinity of the scatterer.

Equation (5) describes an infinite-dimensional representation of the scattered fields that allows us to transcend the problem of the Rayleigh Hypothesis. However, for practical purposes, we need to render that representation finite-dimensional. This means that the integral in Eq. (5) should be replaced by a finite sum. This implies the discretization of the topological skeleton $\Sigma$ and its substitution by a set of $N$ points that act as centers of multipolar expansions for the field that is radiated by the surface currents distributed over a surface $S_{i}$, that is part of $S=\sum_{i=1}^{N} S_{i}$. Specifically, for a finitedimensional representation of the scattered field with multipolar sources distributed over the discretized topological skeleton, we can write:

$$
\begin{align*}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \stackrel{\xi}{=} & \sum_{\alpha, \xi_{1} \xi_{2}} \sum_{i=1}^{N} \int_{S_{i}}{\stackrel{\leftrightarrow}{\mathbf{G}_{\alpha}}}_{\alpha, \xi_{1} \xi_{2}}^{+}\left(\mathbf{r}-\mathbf{r}_{i}, \mathbf{r}_{0}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times{ }^{\xi} \stackrel{\leftrightarrow}{\mathbf{G}}_{\alpha, \xi_{1} \xi_{2}}^{+}\left(\mathbf{r}-\mathbf{r}_{i}, \mathbf{r}_{0}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0} \\
= & \sum_{\alpha, \xi_{1} \xi_{2}} \sum_{i=1}^{N}{ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}, i}{ }^{\xi} \mathbf{F}_{\alpha, \xi_{1} \xi_{2}}^{(3)}\left(\mathbf{r}-\mathbf{r}_{i}\right) \\
& \text { for }\left|\mathbf{r}-\mathbf{r}_{i}\right|>R_{i}, \forall i \tag{6}
\end{align*}
$$

with ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}, i}$ being some complex amplitudes. See Appendix C for explicit expressions for the 2D and 3D cases.

The above expression is only valid outside the union of circles (spheres in 3D) that are centered at $\mathbf{r}=\mathbf{r}_{i}$ and have a radius of $R_{i}$ that is large enough to contain inside each circle (sphere in 3D) the surface current sources that are distributed over the surface $S_{i}$ (highlighted with light blue color in Fig. 2b) that is associated with the $i$ th center of multipolar expansion of the discretized topological skeleton. In Fig. 2b, we illustrate the effect of discretization of the topological skeleton of a prolate spheroid on the region of validity of the representation of the scattered fields. By increasing the number of points of expansion employed, i.e., by increasing the dimensionality of the representation, we unlock access to the near-fields closer and closer to the surface of the scatterer $S$. For example, already with six centers of multipolar expansion, we can see that we have reduced the problematic near-field region (with red color in Fig. 2b) rather significantly. The full topological skeleton of a prolate spheroid of semi-minor axis $a$ and semimajor axis $b$ (along $z$ ) is a linear segment connecting the points
$(x, y, z)=\left(0,0, \pm\left(b^{2}-a^{2}\right) / b\right)$. Let us note that those two points are not the foci of the spheroid, which are singular points of the analytic continuation of the scattered fields inside a prolate spheroid [9,10,23,24].

We want to emphasize three things. First, the surface bounding the union of spheres defined by $\left|\mathbf{r}-\mathbf{r}_{i}\right|=R_{i}$ does not constitute a hard boundary for the region of validity of the representation of the scattered fields. The hard boundary is expected to be the surface bounding a union of spheres defined by $\left|\mathbf{r}-\mathbf{r}_{i}\right|=R_{i}^{\prime}$. Here, $R_{i}^{\prime} \leq R_{i}$. $R_{i}^{\prime}$ shall be the radius of the smallest sphere that encloses all the singularities of the analytic continuation of the fields that are radiated by the surface current sources distributed over the surface $S_{i}$.

Second, let us note that the region of validity of the finitedimensional representation of the scattered fields that we introduced is not unique since the amplitudes ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}, i}$ are not unique. Specifically, an arbitrary and non-optimal assignment of the radiating surface currents to the $N$ multipolar centers of expansion (which, let us consider fixed here), may still lead, on the one hand, to multipolar amplitudes that can represent the far-field but, on the other hand, may obstruct the access to the near-fields.

Finally, let us note that the maximum multipolar order of the sources placed at $\mathbf{r}=\mathbf{r}_{i}$ needed to accurately represent the fields emanating from the corresponding radiating surface currents distributed over $S_{i}$ shall depend on the radius $R_{i}$. Points of the topological skeleton placed at a large optical distance from the surface of the scatterer $S$ generally require a larger number of multipoles for their expansions compared to points closer to $S$. We will discuss the effects of the multipolar truncations in further detail in the following section.

## 3. Numerical demonstration of the topological skeleton method

In this section, we demonstrate the performance of the method of the topological skeleton numerically. We explore how it deals with the problem of the Rayleigh Hypothesis and how it provides a valid representation of the near-field of a scatterer.

In our indicative example, we use as a scatterer an axially symmetric object with the complex shape of a seahorse. In Fig. 3, the white-shaded region indicates the cross-section of such a scatterer along a meridian plane. We consider the scatterer to be circumscribed by a sphere of radius half the wavelength of light in free space ( $\lambda$ ). The scatterer is embedded in free space and made of an isotropic, non-magnetic material with a refractive index of $n=$ 3.477. We consider the excitation of the scatterer by a monochromatic, TE-polarized regular VSH of angular momentum along the $z$-axis, $\mu=0$, and multipolar order, $v=2$ [see Eq. (B.10) for its definition]. We perform a full-wave numerical simulation with a finite element solver JCM-suite [73] to record the electromagnetic response of the scatterer under such excitation. By exploiting the axial symmetry of both the geometry and the excitation, we performed the simulations in two dimensions, and we were able to reach an accuracy of the recorded near-fields up to at least the fourth significant digit. We used finite elements of size $\lambda / 50$ and polynomial order 10 . We recorded the scattered field within the near-field zone, inside a sphere of radius $0.65 \lambda$ containing the scatterer. The norm of the scattered field, $\left|\mathbf{E}_{\text {cca }}(\mathbf{r})\right|$, that we recorded from the full-wave simulation is plotted in Fig. 3a.

Next, we want to study and compare how the problem of the Rayleigh Hypothesis is manifested in that particular example, once we employ different analytical representation schemes to reconstruct the simulated target scattered field. For this, we record the tangential field components at 6000 points on the contour of the surface of the scatterer across a meridian plane, and we use them to get the complex amplitudes of the different analytical represen-
tations that we compare. For this, we establish the following logarithmic relative error metric:

$$
\begin{equation*}
\mathcal{E}(\mathbf{r})=\log _{10}\left[\frac{\left|\mathbf{E}_{\text {sca }}^{\text {analytical }}(\mathbf{r})-\mathbf{E}_{\text {sca }}^{\text {numerical }}(\mathbf{r})\right|}{\left|\mathbf{E}_{\text {sca }}^{\text {numerical }}(\mathbf{r})\right|}\right] \tag{7}
\end{equation*}
$$

First, we consider the conventional representation of the scattered field based on a single center of multipolar expansion at $\mathbf{r}=0$. Specifically, we use Eq. (C.8) to get the amplitudes of the representation of the scattered field in terms of a series of radiating VSHs centered at $\mathbf{r}=0$ (magenta star in Fig. 3b). As discussed already, such a representation of the fields is expected to be valid outside the minimal sphere that circumscribes the scatterer $\left(r>\max \left\{r_{0}\right\}\right)$. We use the numerically calculated amplitudes of the series expansion of the fields to reconstruct them analytically by making use of Eq. (C.7) and calculate the log. relative error $\mathcal{E}(\mathbf{r})$ by comparing them against the numerical results. In Fig. 3b, we show color plots of $\mathcal{E}(\mathbf{r})$ for increasing multipolar order of truncation of the infinite series ( $\nu_{\max }$ ). The dashed magenta line denotes the spherical shell of $r=\max \left\{r_{0}\right\}$, inside of which the Rayleigh Hypothesis is expected to get violated. Indeed, we observe that, for $v_{\max }=10$, we barely have any errors recorded in the dark blue region outside of the magenta sphere. Actually, the errors are small, even a bit inside that sphere. As we discussed already, the hard boundary of validity of such a representation is not the magenta sphere but a sphere of a generally smaller radius that circumscribes all the singularities of the analytic continuation of the scattered field inside the region of the scatterer. It is important to observe that by increasing $v_{\text {max }}$, on the one hand, we achieve better and better convergence of the series representation of the fields closer and closer to that spherical shell enclosing the singularities. But, on the other hand, we get a worse and worse divergence of the series representation of the fields in the physical domain contained inside the spherical shell that encloses the singularities. Such divergence of the fields has already been observed in References [23,24]. Here, whereas, for $v_{\max }=1$, we observe a relative error of an order of magnitude larger than the norm of the scattered near-field, for $v_{\max }=10$, we observe a relative error of twelve orders of magnitude larger than the norm of the scattered near-field.

Such large errors may at first suggest that the existing semianalytical method of multiple light scattering, based on such conventional multipolar representations of the fields in terms of localized series of VSHs, would always become useless for modeling the near-field coupling between closely placed scatterers. In practice, this is not strictly the case, however. In Ref. [24], it was shown, with counterexamples featuring near-field interactions between dimers of prolate spheroids, that sufficiently convergent results can be obtained in unexpected near-field regions when a very large number (40) of multipolar contributions is considered (increasing the dimensionality of the problem dramatically, though). Eventually, this additionally requires that the calculations are performed with quadruple-precision arithmetic to account for the interactions between multipoles of high order properly. Those results seem to suggest that the problem of the Rayleigh Hypothesis within the context of multi-scattering calculations is not intrinsic, i.e., associated with the inherently problematic analytic properties of the adopted representations of the fields. Instead, it appears to be a problem of numerical nature if we are always able to get convergent solutions for the general multi-scattering problem associated with an arbitrary geometric setup by ever increasing the multipolar truncation order and the arithmetic precision used for the calculations. However, on the one hand, whether this suggestion is true in its generality remains an interesting open question, and, on the other hand, even in such a case, it is evident that such problematic numerical issues stem from the analytic aspects of the


Fig. 3. Numerical example with a comparison of the performance of different analytical representations of the scattered field, elucidating their relation with the problem of the Rayleigh Hypothesis. a) Plot of the norm of the scattered near-field of a sub-wavelength, axially symmetric seahorse (with its cross-section along a meridian plane being white-shaded) excited by a regular VSH, as it was calculated by a finite element solver. Plots of the logarithmic relative error, $\mathcal{E}$, in the representation of the scattered near fields by: b) the conventional case of a single center of multipolar expansion of the fields (magenta star), c) a distribution of multipolar sources across the entire topological skeleton of the seahorse (magenta line), d) a distribution of multipolar sources across the topological skeleton of the seahorse with its tail being truncated and substituted by a single origin of multipolar expansion (magenta star) to represent the radiation of the tail specifically. The plots are given for different truncation orders, $v_{\text {max }}$, of the infinite multipolar sums. The dashed magenta circles in (b) and (d) indicate the theoretical regions of validity of the representations. We can see how the representation of the topological skeleton allows for the transcendence of the problem of the Rayleigh Hypothesis that plagues the conventional representation of the fields.
problem. We highlight that the method presented in this paper provides representations of the scattered field that converge everywhere outside the scatterers for general geometries and that require only a reasonable number of multipoles. In the next section, we discuss how our method can be used to improve computational strategies for multi-scattering phenomena.

Next, we consider the newly introduced representation scheme, which is based on a distribution of multipolar sources over the topological skeleton of the scatterer, to represent the scattered fields. We first construct the topological skeleton of the axially symmetric seahorse based on a constrained Delaunay Triangulation method [72] (see the magenta solid line in Fig. 3c for a crosssection of the topological skeleton of the seahorse along a meridian plane). Then, we use Eq. (C.8) to get the amplitudes ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}, i}$ and represent the scattered field in terms of radiating VSHs distributed over the topological skeleton of the seahorse with Eq. (C.7). We densely discretize the meridian cross-section of the topological skeleton using $N=6000$ points, i.e., we assign each considered elementary radiating surface current to a distinct center of multipolar expansion. The integration over the azimuthal dimension of the skeleton is performed adaptively, resembling a perfectly fine discretization along the azimuthal dimension. In Fig. 3c, we plot again the calculated log. relative errors of the considered representation scheme for increasing multipolar order for the truncation of the series. We can observe that, by $\nu_{\max }=10$, an accuracy of more than three significant digits is achieved almost all over the near-field
region we monitor. Actually, already by $\nu_{\max }=3$, we get an acceptable convergence of the series representation of the fields. The topological skeleton method can fully transcend the problem of the Rayleigh Hypothesis. Let us note again that the closer the observation point to the surface of the scatterer, the larger the number of multipoles needed for an accurate representation of the fields.

Finally, we consider another representation scheme for the scattered fields to study the discretization effects of the topological skeleton method. Specifically, as in the previous case, we begin with the full topological skeleton of the seahorse, but now we truncate its tail and employ a single center of multipolar expansion to represent the radiating fields emanating from the surface currents distributed over the tail of the seahorse. The magenta star in Fig. 3d denotes that introduced center of multipolar expansion. Due to the axial symmetry, note that the star represents a ring of multipolar sources rather than a single multipolar center. Interestingly, DSM commonly employs multipolar sources placed in the complex plane that constitute the image of such a ring of sources in the real space [49]. Again, we use Eq. (C.8) to get the amplitudes ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}, i}$ of our new representation. Now, the dimensionality of the representation is reduced to $N=4451$, as we truncated 1550 points belonging to the tail of the skeleton of the seahorse and substituted them with a single origin of expansion. It is expected that the representation provides access to the near-fields everywhere outside a torus centered at the magenta star and circumscribing the truncated tail of the seahorse. The dashed ma-
genta circle in Fig. 3d indicates a cross-section of this torus along a meridian plane where we plot a map of the calculated log. relative errors $\mathcal{E}(\mathbf{r})$ again. Indeed, we can observe that such a representation still provides great accuracy of the reconstructed fields everywhere outside the aforementioned torus (actually, everywhere outside the torus -of a bit smaller radius- that circumscribes the singularities of the analytic continuation of the fields radiated by the truncated tail of the seahorse). Therefore, in practice, we can significantly reduce the dimensionality of the topological-skeletonbased representation of the fields to a small enough number of centers of multipolar expansions by sacrificing the access of the representation to a small enough near-field region in the vicinity of the scatterer. For example, we saw in Fig. 2b that only six properly placed centers of multipolar expansion already provide a good representation of the scattered fields by a prolate spheroid with an aspect ratio of three. Nevertheless, more complicated geometries generally require representations of higher dimensionality.

We want to emphasize the following two key observations regarding the number of multipoles needed for sufficient convergence of the aforementioned multipolar series representations of the scattered field: 1) the smaller the optical distance between the observation point and the spherical (cylindrical in 2D) shell enclosing the singularities of the analytic continuation of the field represented by the particular multipolar center of expansion, and 2) the larger the optical distance between the multipolar center of expansion and the aforementioned singular shell, i.e., the larger the radius of the shell, the more multipoles are needed for the convergence of the series representation of the field. Let us note that this implies quite significant limitations for methods based on dipolaronly representations, such as e.g., in [39]. Such representations can only be practically applicable either for cases of scatterers that are sufficiently optically small or for distributions of dipolar sources that are placed at close enough optical distances from the surface of the scatterer [this would correspond, for example, to the non-optimal case of the representation of Eq. (5) with small values of $\sigma\left(\mathbf{r}_{0}\right)$ ], which would typically increase the dimensionality of the representation significantly, though, since it would generally require the spatial distribution of a larger number of centers of expansion.

In Appendix D, we provide three figures as additional support for the above-mentioned observations on the convergence of the scattered field representations based on infinite multipolar series.

## 4. Improving multi-scattering computational strategies with the topological skeleton method

Our contribution paves the way toward the efficient semianalytical modeling of complex optical systems comprised of large ensembles of particles and characterized by strong nearfield coupling. Fully numerical methods of analyzing such systems are computationally rather demanding, and semi-analytical methods have proved to be useful in that regard. Our findings are pushing decisively against the limitations that the existing semianalytical methods traditionally face concerning the problem of the Rayleigh Hypothesis, i.e., concerning the problematic representation of the near-fields of the scatterers. Specifically, our introduced topological-skeleton-based representation of the radiated fields provides clear and general guidelines for the proper placement of the sources in existing semi-analytical scattering methods based on discrete sources, freeing them from the fundamental problem of the Rayleigh Hypothesis [39,49,51-55].

Numerical methods, such as in References [39,45,46], can be generalized to calculate the T-matrices of scatterers of arbitrary geometry, by making use of our introduced topological-skeletonbased representation of the scattered fields. However, apart from a proper basis for representing the scattered fields, there is also
a crucial need to represent the incident field properly. In a multiscattering scenario, the effective incident field on each scatterer, including the scattered fields from the rest of the scatterers, also possesses singularities in its analytic continuation in the near-field region of the scatterer, which also affect the region of convergence of the representations. Adopting a representation of the incident field that is based on a series of regular VSHs centered at the same origins of expansion on the topological skeleton that are used for the radiating multipolar sources of the scattered field provides a means to represent the incident field accurately everywhere within the scatterer. Each center of expansion has a different spherical region of convergence, and the union of all those regions encloses the whole domain of the scatterer under the condition that the analytic continuation of the effective incident field possesses no singularities inside a surface $S_{i / o}$ enclosing, e.g., the red volume in Fig. 2b, which encloses the scatterer. As a result, being able to represent the incident field properly everywhere over such a surface $S_{i / 0}$, we can use Eq. (A.5), in the absence of external sources inside $S_{i / 0}$, and expand the tangential surface currents using the same multipolar series representation to end up with a topological-skeleton-based series representation of the incident field, whose amplitudes are associated with the tangential surface currents of the incident field on $S_{i / 0}$. Such a representation of the incident field can also be employed as a basis for the new topological-skeleton-based T-matrix. The latter can then be used to model multi-scattering phenomena with strong near-field coupling, whose study, previously, has been problematic by conventional semi-analytical methods due to the problem of the Rayleigh Hypothesis. As long as there is, in general, a guaranteed convergent representation of both the incident and scattered fields of each arbitrary scatterer inside and outside its input/output surface $S_{\mathrm{i} / \mathrm{o}}$ respectively, then the multi-scattering method should be computationally stable.

## 5. Final remarks

In this work, we focused on the problem of the Rayleigh Hypothesis as it is commonly manifested in semi-analytical methods of solving wave scattering problems that are based on, frequently problematic in the near-field region, analytical representations of the radiated field from scatterers with complex geometries. We discussed how the problem of the Rayleigh Hypothesis could plague such methods, and we proposed an alternative representation of the fields, based on sources distributed over the topological skeleton of the scatterer, that is demonstratively able to transcend the problem of the Rayleigh Hypothesis. We also studied some practical aspects of the implementation of the proposed method and discussed how it can be used to improve computational strategies for multi-scattering phenomena.

We want to note that, although in this work we only deal with the representations of the scattered field, i.e., with the exterior problem, the Rayleigh Hypothesis issue may also exist for the interior problem, i.e., there is always a need for valid representations of the field induced inside the scatterer, as well. The induced field also has singularities in its analytic continuation outside the scatterer, which may plague its representation [74]. For example, the Extended Boundary Condition Method (EBCM) is said to disregard the Rayleigh Hypothesis. Still, it does employ, however, a particular representation of the field induced inside the scatterer based on a series of localized regular VSHs to apply the boundary conditions and solve the scattering problem [50]. This does assume, though, that such a series representation of the induced fields is convergent across the whole surface of the scatterer. And because such is not generally the case, this can be the reason that the method fails to solve the scattering problem in the case of scatterers with high aspect ratios, for example. Improved representation schemes
of the fields induced inside the scatterer that were based on discrete sources have been employed by several methods to practically deal with that manifestation of the problem of the Rayleigh Hypothesis for the case of the interior problem [49,51-53,75]. Finally, we would like to note that, even though our analysis was formulated in the context of the scattering of electromagnetic waves, the key ideas also apply to the scattering of acoustic waves, for which a similar method can be readily developed.
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## Appendix A. Stratton-Chu-type integral representations of the scattered field

Stratton-Chu-type integral representations of the scattered fields are a classic [50,58-60]. Here, in this Appendix, we will derive Eq. (1) of the main text and discuss further related details.

The derivation of Stratton-Chu-type integral representations always begins with employing the Green's vector identity in its differential form:

$$
\begin{align*}
\mathbf{P} \cdot & (\nabla \times \nabla \times \mathbf{Q})-\mathbf{Q} \cdot(\nabla \times \nabla \times \mathbf{P}) \\
& =\nabla \cdot[\mathbf{Q} \times(\nabla \times \mathbf{P})-\mathbf{P} \times(\nabla \times \mathbf{Q})] . \tag{A.1}
\end{align*}
$$

where $\mathbf{P}, \mathbf{Q}$ are some vector fields. For our purposes, we choose them to be the electric field $\mathbf{E}\left(\mathbf{r}_{0}\right)$ and the Dyadic Green's Function (DGF) $\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right)$ of the background medium, respectively. Those satisfy the following monochromatic wave equations in linear, lossless, isotropic, and homogeneous media:
$\left(\nabla \times \nabla \times-k^{2}\right) \mathbf{E}\left(\mathbf{r}_{0}\right)=\mathrm{i} \omega \mu_{0} \mathbf{J}\left(\mathbf{r}_{0}\right)$,
$\left(\nabla \times \nabla \times-k^{2}\right) \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right)=\stackrel{\leftrightarrow}{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}_{0}\right)$,
where $k$ is the wavenumber of the medium, $\omega$ is the frequency of the waves, $\mu_{0}$ is the magnetic permeability of the medium, $\mathbf{J}\left(\mathbf{r}_{0}\right)$ is the electric current density hosted in the medium, $\stackrel{\stackrel{I}{\mathbf{I}}}{ }$ is the identity matrix, and $\delta$ is the Dirac-delta function. Doing this substitution in Eq. (A.1), integrating both sides over a closed volume $V_{0}$ bounded
by a surface $S_{0}$, and applying the Gauss's theorem, finally gives the following main result:

$$
\begin{align*}
\mathbf{E}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{0}\right)= & \mathrm{i} \omega \mu_{0} \int_{V_{0}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot \mathbf{J}\left(\mathbf{r}_{0}\right) \mathrm{d}^{3} \mathbf{r}_{0} \\
& +\int_{S_{0}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0} \tag{A.4}
\end{align*}
$$

where $\delta\left(\mathbf{r} \in V_{0}\right)$ takes the value 1 for $\mathbf{r} \in V_{0}$ and the value 0 otherwise, and $\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right)$ is the unit vector normal to the surface $S_{0}$ and that points towards the interior of $V_{0}$. We also made use of the vector identity: $\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})=(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}$. Equation (A.4) can be used to derive several integral representations in scattering theory.

First of all, by applying Eq. (A.4) for the case of the infinite background medium that is involved in the scattering problem and integrating over an arbitrary volume $V_{0}$ bounded by $S_{0}$, we can get the following integral representation of the incident field inside $V_{0}$ as a sum of a volume integral term involving fields by sources hosted inside $V_{0}$, and another surface integral term that is related to an electromagnetic field radiated from sources outside of $V_{0}$ :

$$
\begin{align*}
\mathbf{E}_{\text {inc }}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{0}\right)= & \mathbf{E}_{\text {inc, inside }}(\mathbf{r})+\mathbf{E}_{\text {inc, outside }}(\mathbf{r}) \\
= & \mathrm{i} \omega \mu_{0} \int_{V_{0}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot \mathbf{J}\left(\mathbf{r}_{0}\right) \mathrm{d} \mathbf{r}_{0}^{3} \\
& +\int_{S_{0}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {inc }}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {inc }}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0} . \tag{A.5}
\end{align*}
$$

Let us now derive Eq. (1) of the main text. For this, first we will make use of Eq. (A.4) for the case of the total fields, $\mathbf{E}_{\text {tot }}(\mathbf{r})=$ $\mathbf{E}_{\text {inc }}(\mathbf{r})+\mathbf{E}_{\text {sca }}(\mathbf{r})$, that are defined inside the space $V_{\text {sout }}$ that is bounded by the surface of the scatterer $S$ and some spherical surface at infinity $S_{\infty}$. This gives that:

$$
\begin{align*}
\mathbf{E}_{\text {tot }}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{\text {Sout }}\right)= & \mathrm{i} \omega \mu_{0} \int_{V_{\text {sout }}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot \mathbf{J}\left(\mathbf{r}_{0}\right) \mathrm{d} \mathbf{r}_{0}^{3} \\
& +\int_{S_{+} S_{\infty}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {tot }}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {tot }}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0} .(
\end{align*}
$$

Then, by making use of the far-field expressions of the scattered fields (see Eqs. $(2.94,2.95)$ in $[50]$ ), together with the far-field expression of the DGF and its curl (see Eqs. $(8.55,8.57)$ in [76]), we can prove that:

$$
\begin{align*}
& \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right]=0,  \tag{A.7}\\
& \text { for } r \ll r_{0}, \quad \mathbf{r}_{0} \in S_{\infty} .
\end{align*}
$$

Finally, by making use of Eq. (A.5) both for $S_{0}=S$ and $S_{0}=S_{\infty}$ (considering that there are no current sources inside the space of the scatterer, $V_{S \text { in }}$, that is bounded by $S$ ), and combining those results together with Eqs. (A.6,A.7), we readily get Eq. (1) of the main text, as well as the following Stratton-Chu formula:

$$
\left.\begin{array}{rl}
-\mathbf{E}_{\text {inc }}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{\text {sin }}\right) \\
\mathbf{E}_{\text {sca }}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{\text {sout }}\right) \tag{A.8}
\end{array}\right\}=\int_{S} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {tot }}\left(\mathbf{r}_{0}\right)\right] .
$$

Note that in the above integral, we consider that $\mathbf{n}$ points towards the interior of $V_{\text {sout }}$, and hence this minus in front of $\mathbf{E}_{\text {inc }}(\mathbf{r})$ gets introduced.

In view of the second branch of the last equation, together with Eq. (1) of the main text, we can deduce that such an integral representation of the scattered field is not unique. Apart from the electric and magnetic surface current distributions, $\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right],\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right]$, there is a big family of current distributions over the surface of the scatterer $S$, $\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {tot }}\left(\mathbf{r}_{0}\right)\right],\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {tot }}\left(\mathbf{r}_{0}\right)\right]$, that are able to generate the same scattered fields $\mathbf{E}_{\text {sca }}(\mathbf{r})$ in $V_{\text {sout. }}$. This is because, the surface currents $\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {inc }}\left(\mathbf{r}_{0}\right)\right],\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {inc }}\left(\mathbf{r}_{0}\right)\right]$ that correspond to an incident field that has no singularities inside the region of the scatterer, demonstrate zero contribution to the fields radiated in $V_{\text {sout }}$ through the DGF in the Stratton-Chu integral representation. In that sense, it is important to highlight that the amplitudes ${ }^{\xi} \mathcal{B}_{\alpha, \xi_{1} \xi_{2}}\left(\mathbf{r}_{0}\right)$ of the representation in Eq. (5) of the main text are not unique.

Finally, let us discuss how the knowledge of the analytic properties of the scattered field can further modify the integral representation of Eq. (1). Let us assume that we know that all the singularities, branch points, of the analytic continuation of the function of the scattered field $\mathbf{E}_{\text {sca }}(\mathbf{r})$ are enclosed inside a surface $S^{\prime}$, that is enclosed inside the surface of the scatterer $S$. Then, we can proceed in the same way that we derived Eq. (1), but now integrating over $S^{\prime}$ instead of $S$, and, due to the analytic continuation of $\mathbf{E}_{\text {sca }}(\mathbf{r})$ inside the volume bounded by $S$ and $S^{\prime}$ (which practically means the analytic continuation of the solution of the Helmholtz equation of the scattered field inside that "unphysical" domain), we can get the following formula:

$$
\begin{aligned}
\mathbf{E}_{\text {sca }}(\mathbf{r}) \delta\left(\mathbf{r} \in V_{S^{\text {out }}}\right) \equiv & \int_{S^{\prime}} \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \nabla \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right] \\
& +\nabla \times \stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \cdot\left[\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \times \mathbf{E}_{\text {sca }}\left(\mathbf{r}_{0}\right)\right] \mathrm{d}^{2} \mathbf{r}_{0},(\mathrm{~A} .9)
\end{aligned}
$$

where $V_{S^{\prime} \text { out }}$ is the volume outside the surface $S^{\prime}$ (bounding the brown domain in Fig. 1), and where we also assume the knowledge of the analytic continuation of the scattered field on $S^{\prime}$. In that sense, $S^{\prime}$ constitutes the most compact support of radiating currents that can reconstruct the scattered field everywhere inside the physical domain $V_{\text {sout }} \in V_{S^{\prime} \text { out. }}$. Hence, assuming the a priori knowledge of the analytic properties of the scattered fields, we can claim that the most optimal representation of the scattered fields shall be based on multipolar sources distributed across the topological skeleton, not of surface $S$, but of surface $S^{\prime}$, instead. Nevertheless, as we discuss in the main text, such a representation, being tailored to the particular analytic properties of the fields, cannot be generalized for an arbitrary scenario involving the scatterer since the surface $S^{\prime}$ generally varies because of the image singularities induced by the arbitrary field that may excite the scatterer.

## Appendix B. Analytical expansions of the Dyadic Green's Function of free space in terms of the Cartesian, cylindrical, spherical eigenmodes of the Helmholtz equation

The Dyadic Green's Function $\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right)$ of an infinite, linear, lossless, isotropic, and homogeneous medium obeys the monochromatic wave equation given in Eq. (A.3). Following [60], the DGF can be expanded into a series of eigenmodes of the homogeneous wave equation of its corresponding medium. The three most common expansions we also use in the main part of the article are the ones into plane, cylindrical, and spherical waves. We will call those eigenmodes as Vector Planar/Cylindrical/Spherical Harmonics (VPHs/VCHs/VSHs), respectively. We will denote their spatial representation as ${ }^{\xi} \mathbf{F}(\mathbf{r})$. The symbol $\xi$ takes the values $\mathrm{p}, \mathrm{c}, \mathrm{s}$ to refer to the planar/cylindrical/spherical case, respectively. The eigenmodes can be constructed from the solutions of the monochromatic, scalar homogeneous wave equation expressed in the corresponding coordinate system. As mentioned in the main text, those
scalar modes are eigenstates of two symmetry operators. Therefore, apart from the wavenumber of the medium $k$, they will also depend on two other eigenvalues. For these three coordinate systems those scalar eigenmodes ${ }^{\xi} \psi(\mathbf{r})$ are given by:
$\left.{ }^{p} \psi_{k_{x} k_{y}}^{( \pm)}(x, y, z)=e^{\mathrm{i}\left(k_{x} x+k_{y} y \pm \sqrt{k^{2}-k_{\rho}^{2}\left(k_{x}, k_{y}\right)}\right)}\right)$,
${ }^{c} \psi_{\mu k_{z}}^{(\iota)}(\rho, \phi, z)=Z_{\mu}^{(l)}(\tilde{\rho}) e^{\mathrm{i} \mu \phi} e^{\mathrm{i} k_{z} z}$,
${ }^{s} \psi_{\mu \nu}^{(l)}(r, \theta, \phi)=\gamma_{\mu \nu} z_{\nu}^{(l)}(k r) \mathrm{P}_{\nu}^{\mu}(\cos \theta) e^{\mathrm{i} \mu \phi}$,
where $k_{x}, k_{y}, k_{z}$ are the eigenvalues of the projection of the linear momentum operator along the $x-, y-, z$-axis, respectively. Moreover, $k_{\rho}\left(k_{x}, k_{y}\right)=\sqrt{k_{x}^{2}+k_{y}^{2}} . \mu$ is the eigenvalue of the projection of the total angular momentum operator along the $z$-axis and $\tilde{\rho}=k_{\rho}\left(k_{z}\right) \rho$ with $k_{\rho}\left(k_{z}\right)=\sqrt{k^{2}-k_{z}^{2}} . v(v+1)$ is the eigenvalue of the total angular momentum squared operator. $Z_{\mu}^{(l)}(x)$ denotes the cylindrical Bessel $(\iota=1)$ and Hankel $(\iota=3)$ functions of the first kind, of order $\mu$, whereas $z_{v}^{(l)}(x)$ denotes the spherical Bessel $(\iota=1)$ and Hankel $(\iota=3)$ functions of the first kind, of order $v$. $\mathrm{P}_{\nu}^{\mu}(x)$ are the associated Legendre functions of the first kind and $\gamma_{\mu \nu}=\sqrt{\frac{(2 \nu+1)(\nu-\mu)!}{4 \pi \nu(\nu+1)(\nu+\mu)!}}$ are some normalization coefficients.

When following [60], we can construct a full set of divergentfree vectorial eigenmodes based on the above scalar eigenmodes. We will use the symbol $\alpha$ to denote the TE ( $\alpha=\mathrm{M}$ ) and TM ( $\alpha=$ $\mathrm{N})$ such modes.

The VPHs ${ }^{p} \mathbf{F}_{\alpha, k_{x} k_{y}}^{( \pm)}(\mathbf{r})$, will be given by the formulas below:

$$
\begin{align*}
{ }^{p} \mathbf{F}_{\mathrm{M}, k_{x} k_{y}}^{( \pm)}(\mathbf{r}) & \triangleq \frac{1}{k_{\rho}} \nabla \times\left[\hat{\mathbf{z}}^{p} \psi_{k_{x} k_{y}}^{( \pm)}(x, y, z)\right] \\
& =-\mathrm{i} \hat{\phi}_{\hat{\mathbf{k}}}\left(k_{x}, k_{y}\right)^{p} \psi_{k_{x} k_{y}}^{( \pm)}(x, y, z), \tag{B.4}
\end{align*}
$$

$$
\begin{align*}
{ }^{p} \mathbf{F}_{\mathrm{N}, k_{x} k_{y}}^{( \pm)}(\mathbf{r}) & \triangleq \frac{1}{k} \nabla \times\left[{ }^{p} \mathbf{F}_{\mathrm{M}, k_{x} k_{y}}^{( \pm)}(\mathbf{r})\right] \\
& =-\hat{\theta}_{\mathbf{k}}^{( \pm)}\left(k_{x}, k_{y}\right){ }^{p} \psi_{k_{x} k_{y}}^{( \pm)}(x, y, z), \tag{B.5}
\end{align*}
$$

where:
$\hat{\phi}_{\hat{\mathbf{k}}}\left(k_{x}, k_{y}\right)=\frac{-k_{y} \hat{\mathbf{x}}+k_{x} \hat{\mathbf{y}}}{k_{\rho}}$,
$\hat{\theta}_{\hat{\mathbf{k}}}^{( \pm)}\left(k_{x}, k_{y}\right)= \pm \frac{\sqrt{k^{2}-k_{\rho}^{2}}}{k k_{\rho}}\left(k_{x} \hat{\mathbf{x}}+k_{y} \hat{\mathbf{y}}\right)-\frac{k_{\rho}}{k} \hat{\mathbf{z}}$.
The VCHs, ${ }^{c} \mathbf{F}_{\alpha, \mu k_{z}}^{(l)}(\mathbf{r})$, will be given by the formulas below:

$$
{ }^{c} \mathbf{F}_{\mathrm{M}, \mu k_{z}}^{(l)}(\mathbf{r}) \triangleq \frac{1}{k_{\rho}} \nabla \times\left[\hat{\mathbf{z}}^{c} \psi_{\mu k_{z}}^{(l)}(\rho, \phi, z)\right]=
$$

$$
\begin{equation*}
e^{\mathrm{i} k_{z} z} e^{\mathrm{i} \mu \phi}\left[\mathrm{i} \mu \frac{Z_{\mu}^{(t)}(\tilde{\rho})}{\tilde{\rho}} \hat{\rho}-\frac{\partial Z_{\mu}^{(t)}(\tilde{\rho})}{\partial \tilde{\rho}} \hat{\phi}\right] \tag{B.8}
\end{equation*}
$$

$$
{ }^{c} \mathbf{F}_{\mathrm{N}, \mu k_{\mathrm{z}}}^{(t)}(\mathbf{r}) \triangleq \frac{1}{k} \nabla \times\left[{ }^{c} \mathbf{F}_{\mathrm{M}, \mu k_{\mathrm{z}}}^{(t)}(\mathbf{r})\right]=
$$

$$
e^{\mathrm{i} k_{z} z} e^{\mathrm{i} \mu \phi} \times
$$

$$
\begin{equation*}
\left[\mathrm{i} \frac{k_{z}}{k} \frac{\partial Z_{\mu}^{(l)}(\tilde{\rho})}{\partial \tilde{\rho}} \hat{\rho}-\mu \frac{k_{z}}{k} \frac{Z_{\mu}^{(t)}(\tilde{\rho})}{\tilde{\rho}} \hat{\phi}+\frac{k_{\rho}}{k} Z_{\mu}^{(\iota)}(\tilde{\rho}) \hat{\mathbf{z}}\right] \tag{B.9}
\end{equation*}
$$

And finally, the VSHs, ${ }^{s} \mathbf{F}_{\alpha, \mu \nu}^{(\iota)}(\mathbf{r})$, will be given by the formulas below:

$$
\begin{align*}
{ }^{s} \mathbf{F}_{\mathrm{M}, \mu \nu}^{(t)}(\mathbf{r}) & \triangleq \nabla \times\left[\mathbf{r}^{s} \psi_{\mu \nu}^{(l)}(r, \theta, \phi)\right] \\
& =\mathrm{i} z_{\nu}^{(l)}(k r) \mathbf{f}_{\mathrm{M}, \mu \nu}(\hat{\mathbf{r}}), \tag{B.10}
\end{align*}
$$

$$
\begin{align*}
{ }^{s} \mathbf{F}_{\mathrm{N}, \mu \nu}^{(\iota)}(\mathbf{r}) & \triangleq \frac{1}{k} \nabla \times{ }^{s} \mathbf{F}_{\mathrm{M}, \mu \nu}^{(\iota)}(\mathbf{r}) \\
& =\hat{\mathbf{r}} \frac{\nu(v+1)}{k r} \psi_{\mu \nu}^{(\iota)}(r, \theta, \phi)+\tilde{z}_{\nu}^{(\iota)}(k r) \mathbf{f}_{\mathrm{N}, \mu \nu}(\hat{\mathbf{r}}), \tag{B.11}
\end{align*}
$$

where:
$\mathbf{f}_{\mathrm{M}, \mu \nu}(\hat{\mathbf{r}})=\gamma_{\mu \nu}\left[\hat{\theta} \tau_{\mu \nu}^{(1)}(\theta)+\mathrm{i} \hat{\phi} \tau_{\mu \nu}^{(2)}(\theta)\right] e^{\mathrm{i} \mu \phi}$,
$\mathbf{f}_{\mathrm{N}, \mu \nu}(\hat{\mathbf{r}})=\gamma_{\mu \nu}\left[\hat{\theta} \tau_{\mu \nu}^{(2)}(\theta)+\mathrm{i} \hat{\phi} \tau_{\mu \nu}^{(1)}(\theta)\right] e^{\mathrm{i} \mu \phi}$,
$\tilde{z}_{\nu}^{(\iota)}(x)=\frac{1}{x} \frac{\partial}{\partial x}\left[x z_{\nu}^{(\iota)}(x)\right]$,
$\tau_{\mu \nu}^{(1)}(\theta)=\mu \frac{\mathrm{P}_{\nu}^{\mu}(\cos \theta)}{\sin \theta}$,
$\tau_{\mu \nu}^{(2)}(\theta)=\frac{\partial \mathrm{P}_{\nu}^{\mu}(\cos \theta)}{\partial \theta}$.
Having defined the above vector wave functions in the three coordinate systems, let us now give the formulas that expand the DGF into such eigenmodes. Avoiding the point singularity at $\mathbf{r}=\mathbf{r}_{0}$, i.e., the irrotational terms, the DGF can be expanded into a series of VPHs, VCHs, VSHs according to the following formulas [59]:

$$
\begin{align*}
\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \stackrel{\mathrm{p}}{=} & \frac{\mathrm{i}}{8 \pi^{2}} \sum_{\alpha} \iint_{-\infty}^{+\infty} \frac{\mathrm{d} k_{x} \mathrm{~d} k_{y}}{\sqrt{k^{2}-k_{x}^{2}-k_{y}^{2}}} \\
& \times \begin{cases}p \mathbf{F}_{\alpha, k_{x} k_{y}}^{(-)}(\mathbf{r}) \otimes p{ }^{p} \mathbf{F}_{\alpha,-k_{x}-k_{y}}^{(+)}\left(\mathbf{r}_{0}\right), & z<z_{0} \\
{ }^{2} \mathbf{F}_{\alpha, k_{x} k_{y}}^{(+)}(\mathbf{r}) \otimes{ }^{p} \mathbf{F}_{\alpha,-k_{x}-k_{y}}^{(-)}\left(\mathbf{r}_{0}\right), & z>z_{0}\end{cases} \tag{B.17}
\end{align*}
$$

$\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \stackrel{\mathrm{c}}{\equiv} \frac{\mathrm{i}}{8 \pi} \sum_{\mu, \alpha}(-1)^{\mu} \int_{-\infty}^{+\infty} \mathrm{d} k_{z}$

$$
\times \begin{cases}{ }^{C} \mathbf{F}_{\alpha, \mu k_{z}}^{(1)}(\mathbf{r}) \otimes{ }^{C} \mathbf{F}_{\alpha,-\mu-k_{z}}^{(3)}\left(\mathbf{r}_{0}\right), & \rho<\rho_{0}  \tag{B.18}\\ { }^{C} \mathbf{F}_{\alpha, \mu k_{z}}^{(3)}(\mathbf{r}) \otimes{ }^{C} \mathbf{F}_{\alpha,-\mu-k_{z}}^{(1)}\left(\mathbf{r}_{0}\right), & \rho>\rho_{0}\end{cases}
$$

$\stackrel{\leftrightarrow}{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{0}\right) \stackrel{\mathrm{s}}{\equiv} \mathrm{i} k \sum_{\nu \mu, \alpha}(-1)^{\mu}$

$$
\times \begin{cases}{ }^{s} \mathbf{F}_{\alpha, \mu \nu}^{(1)}(\mathbf{r}) \otimes{ }^{s} \mathbf{F}_{\alpha-\mu \nu}^{(3)}\left(\mathbf{r}_{0}\right), & r<r_{0}  \tag{B.19}\\ { }^{s} \mathbf{F}_{\alpha, \mu \nu}^{(3)}(\mathbf{r}) \otimes{ }^{s} \mathbf{F}_{\alpha,-\mu \nu}^{(1)}\left(\mathbf{r}_{0}\right), & r>r_{0}\end{cases}
$$

The last three formulas constitute explicit expressions of the series expansion of the DGF in Eq. (2) of the main text.

## Appendix C. Explicit expressions for the topological-skeleton-based representations of the scattered fields.

In this Appendix, we provide explicit expressions for the topological-skeleton-based representations of the scattered fields, as they are given by Eqs. (5) and (6) of the main text.

For 2D scatterers, i.e. for scatterers that have continuous translation symmetry along the z-axis, we can get the following representation of the scattered field as a series expansion of cylindrical waves distributed on top of the topological skeleton of the scatterer. By making use of Eq. (1) and the second branch of Eq. (B.18), we get the following expressions:

$$
\begin{align*}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \stackrel{c}{\equiv} & \sum_{\alpha, \mu} \int_{-\infty}^{+\infty} \mathrm{d} k_{z} \int_{C} \mathrm{~d} \mathbf{r}_{0}{ }^{c} \mathcal{B}_{\alpha, \mu k_{z}}\left(\mathbf{r}_{0}\right) \\
& \times{ }^{c} \mathbf{F}_{\alpha, \mu k_{z}}^{(3)}\left(\mathbf{r}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right), \text { for } \quad \mathbf{r} \in V_{S_{\text {out }}} \tag{C.1}
\end{align*}
$$

with

$$
\begin{align*}
& { }^{c} \mathcal{B}_{\alpha, \mu k_{z}}\left(\mathbf{r}_{0}\right)=\frac{\mathrm{i}}{8 \pi}(-1)^{\mu} \int_{-\infty}^{+\infty} \mathrm{d} z_{0} \times \\
& {\left[{ }^{c} \mathbf{F}_{\alpha,-\mu-k_{z}}^{(1)}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}\right)\right]\right.} \\
& \left.+k^{c} \mathbf{F}_{\beta,-\mu-k_{z}}^{(1)}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}\right)\right]\right] \tag{C.2}
\end{align*}
$$

Note that here $C$ is the contour of the cross-section of the scatterer across the $z=0$ plane, and $\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right)$ is the vector normal to the contour $C$, pointing outwards. Moreover, note that here $\beta \neq \alpha$ and we made use of the property that the curl of a TE(TM) wave gives a $\mathrm{TM}(\mathrm{TE})$ wave multiplied by the wavenumber $k$. For finite dimensional representations, i.e. for a discretized topological skeleton, the above expressions take the following form:

$$
\begin{array}{r}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \stackrel{\mathrm{c}}{\equiv} \sum_{\alpha, \mu} \int_{-\infty}^{+\infty} \mathrm{d} k_{z} \sum_{i=1}^{N}{ }^{c} \mathcal{B}_{\alpha, \mu k_{z}, i}{ }^{c} \mathbf{F}_{\alpha, \mu k_{z}}^{(3)}\left(\mathbf{r}-\mathbf{r}_{i}\right)  \tag{C.3}\\
\\
\text { for } \sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}>R_{i}, \quad \forall i
\end{array}
$$

with

$$
\begin{align*}
{ }^{c} \mathcal{B}_{\alpha, \mu k_{z}, i}= & \frac{\mathrm{i}}{8 \pi}(-1)^{\mu} \int_{C_{i}} \mathrm{~d} \mathbf{r}_{0} \int_{-\infty}^{+\infty} \mathrm{d} z_{0} \\
& \times\left[{ }^{c} \mathbf{F}_{\alpha,-\mu-k_{z}}^{(1)}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}\right)\right]\right. \\
& \left.+k^{c} \mathbf{F}_{\beta,-\mu-k_{z}}^{(1)}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}+z_{0} \hat{\mathbf{z}}\right)\right]\right] \tag{C.4}
\end{align*}
$$

Note that here we use $N$ centers (axis) of expansion that are centered at $\mathbf{r}_{i}=x_{i} \hat{\mathbf{x}}+y_{i} \hat{\mathbf{y}} . C_{i}$ is the $i$-th segment of the contour $C$ and $R_{i}$ is the minimum radius of the circle centered at $\mathbf{r}_{i}$ enclosing the segment $C_{i}$.

For 3D scatterers, we can get the following representation of the scattered field as a series expansion of spherical waves distributed on top of the topological skeleton of the scatterer. By making use of Eq. (1) and the second branch of Eq. (B.19) we get the following expressions:
$\mathbf{E}_{\text {sca }}(\mathbf{r}) \stackrel{s}{=} \sum_{\alpha, \mu \nu} \int_{S} \mathrm{~d}^{2} \mathbf{r}_{0}{ }^{s} \mathcal{B}_{\alpha, \mu \nu}\left(\mathbf{r}_{0}\right)^{s} \mathbf{F}_{\alpha, \mu \nu}^{(3)}\left(\mathbf{r}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right)$, for $\quad \mathbf{r} \in V_{S_{\text {out }}}$,
with

$$
\begin{align*}
{ }^{s} \mathcal{B}_{\alpha, \mu \nu}\left(\mathbf{r}_{0}\right)= & \mathrm{i} k(-1)^{\mu} \\
& \times\left[{ }^{s} \mathbf{F}_{\alpha,-\mu \nu}^{(1)}\left(\mathbf{r}_{0}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right]\right. \\
& \left.+k^{s} \mathbf{F}_{\beta,-\mu \nu}^{(1)}\left(\mathbf{r}_{0}-\mathbf{r}_{\sigma}\left(\mathbf{r}_{0}\right)\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right]\right] \tag{C.6}
\end{align*}
$$

For finite dimensional representations, i.e. for a discretized topological skeleton, the above expressions take the following form:

$$
\begin{array}{r}
\mathbf{E}_{\mathrm{sca}}(\mathbf{r}) \stackrel{\mathrm{s}}{\equiv} \sum_{\alpha, \mu \nu} \sum_{i=1}^{N}{ }^{s} \mathcal{B}_{\alpha, \mu \nu, i}{ }^{s} \mathbf{F}_{\alpha, \mu \nu}^{(3)}\left(\mathbf{r}-\mathbf{r}_{i}\right)  \tag{C.7}\\
\text { for }\left|\mathbf{r}-\mathbf{r}_{i}\right|>R_{i}, \quad \forall i
\end{array}
$$

with

$$
\begin{align*}
{ }^{s} \mathcal{B}_{\alpha, \mu \nu, i}= & \mathrm{i} k(-1)^{\mu} \int_{S_{i}} \mathrm{~d}^{2} \mathbf{r}_{0} \\
& \times\left[{ }^{s} \mathbf{F}_{\alpha,-\mu \nu}^{(1)}\left(\mathbf{r}_{0}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \nabla \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right]\right. \\
& \left.+k^{s} \mathbf{F}_{\beta,-\mu \nu}^{(1)}\left(\mathbf{r}_{0}-\mathbf{r}_{i}\right) \cdot\left[\hat{\mathbf{n}} \times \mathbf{E}_{\mathrm{sca}}\left(\mathbf{r}_{0}\right)\right]\right] \tag{C.8}
\end{align*}
$$


distance between the observation point and the scatterer (in wavelengths)
Fig. D.1. Statistical analysis of the convergence among several instances of 2D scatterers with varying geometry [illustrated with blue color in (a)], illuminated by TE-polarized plane waves propagating along varying directions on the $x y$-plane. In (b), we plot the statistics of the log. relative errors $\mathcal{E}(\mathbf{r})$ recorded for the topological-skeleton-based representations [the topological skeleton of the 2 D scatterers is illustrated with red color in (a)], as a function of the distance (in terms of free space wavelengths) between the observation point and the surface of the scatterer, and for varying truncation orders of the multipolar series $\left(|\mu|_{\max }\right)$. The angle of the illuminating plane waves is varied with a step of $5^{\circ}$ (for all non-trivial excitation angles with respect to the geometry of the scatterer). The scatterers are again considered to be inscribed inside a circle of radius half the free space wavelength. They are made of a material of refractive index $n=3.477$ and embedded in free space. Eleven rectangular scatterers are considered with varying aspect ratios from one to ten. The surface and the topological skeleton of each scatterer are finely discretized using a large number of 12.000 points. We can observe that a smaller optical distance between the observation point and the scatterer generally requires a larger number of multipoles for sufficient convergence. Note, also, the different rates of convergence that we characteristically can observe, e.g., in the case of $|\mu|_{\max }=5$, which is indicative of the additional role of the distance between the centers of multipolar expansion and the surface of the scatterer (or, to be more precise, the singularities of the analytic continuation of the fields that they represent) when it comes to the convergence of the multipolar-series representation of the fields; a larger such distance also requires a larger number of multipoles for convergence. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

## Appendix D. On the convergence of representations of the scattered field based on a multipolar series

In this Appendix, we provide with the following three figures some extra material that supports our remarks in the main text regarding the convergence of representations of the scattered field based on multipolar series.

In the first figure (Fig. D.1), we perform a statistical analysis of the convergence among several instances of 2D scatterers with varying geometry, illuminated by TE-polarized plane waves propagating along varying directions. There, we plot the statistics of the log. relative errors recorded for the topological-skeleton-based representations, as a function of the distance between the observation point and the surface of the scatterer. We observe that there is a slower convergence rate recorded for smaller distances. The closer the observation point to the surface of the scatterer, the larger the number of multipoles needed for convergence. However, it is also
observed that the rate of such convergence is not unique. As discussed already, the convergence also depends on the distance between the multipolar center of expansion and the surface of the scatterer. For the cases of scatterers where such distance between the topological skeleton and the surface of the scatterer becomes large (like for rectangular scatterers of low aspect ratio), we observe a slower convergence rate.

In the second figure (Fig. D.2), we demonstrate the rate of convergence for the case of a cylinder illuminated by a dipolar emitter placed in close proximity on top of it. The emitter is known to induce an image singularity in the analytic continuation of the scattered fields of the cylinder at a small distance from its surface. In this case, we observe a slower convergence rate for the topological-skeleton-based representation of the scattered field in multipolar series. Although, theoretically, we can still achieve convergence all over the near-field region, we observe that a larger number of multipoles are needed for convergence. That holds es-


Fig. D.2. Checking the convergence of the topological-skeleton-based representation of a radiating field with a singularity located closely to the physical domain. A cylinder with axial symmetry to the $z$-axis and with an aspect ratio of six, inscribed inside a sphere of radius one third of the free space wavelength $\lambda$, made of a material of refractive index $n=3.477$ and embedded in free space, is excited by a $z$-oriented electric dipole placed at a distance of $\lambda / 50$ on top of the disk [illustrated with a magenta star in (a)]. In (a), we plot the logarithm of the norm of the scattered by the disk field upon such an excitation. We can observe the strong gradients of the field. In (b), we plot maps of the log. relative error $\mathcal{E}(\mathbf{r})$ for the topological-skeleton-based representation of the fields for increasing truncation orders of the multipolar series. The magenta line denotes the topological skeleton of the cylinder. Here we use 8.250 unevenly distributed (we considered a denser discretization at the region of strong gradients of the incident field) points for the fine discretization of both the surface of the cylinder and the topological skeleton over the meridian plane. We observe that, in this case, the convergence is relatively poorer compared with what we observed before due to the strongly singular radiated fields.


Fig. D.3. Study of the number of multipoles required to achieve convergence for the reconstruction of the fields radiated by a dipolar emitter in free space, as a function of 1) the optical distance between the emitter and the observation point ( $R_{0} / \lambda$ ), and 2 ) the optical distance between the emitter and a center of multipolar expansion that is used to represent the radiation of the emitter $\left(d_{z} / \lambda\right)$. a) The geometry of the problem. The magenta star indicates the position of the multipolar expansion. The blue vector indicates the position and orientation of the dipolar emitter. The red curve indicates the cross-section of a spherical cap over which we calculate the convergence of the representation of the radiated fields. b-e) Maps of the minimum multipolar order needed ( $\nu_{\min }$ ) to achieve an average error below either $1 \%$ (b,d), or $10 \%$ (b,d), for the case of either an electric dipole (b,c) or a magnetic dipole ( $\mathrm{d}, \mathrm{e}$ ) emitter. We observe that, as $d_{z} / \lambda$ increases and $R_{0} / \lambda$ decreases, the minimum number of multipoles needed for convergence increases. Moreover, for a fixed value of $d_{z} / \lambda$, the number of multipoles needed for convergence remains practically invariant to $R_{0} / \lambda$ beyond some value of $R_{0} / \lambda$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
pecially in the region in the vicinity of the image singularity inside the disk, which locally induces strong gradients to the near-fields.

Finally, in the third figure (Fig. D.3), we demonstrate the number of multipoles needed to achieve convergence for the reconstruction of the fields radiated by a dipolar emitter in free space as a function of 1) the optical distance between the emitter and the observation point ( $R_{0} / \lambda$ ), and 2 ) the optical distance between the emitter and a center of multipolar expansion that is used to represent the radiation of the emitter $\left(d_{z} / \lambda\right)$. The fields radiated by the emitter have a singularity at its position. There, we observe that: 1) the larger the optical distance $d_{z} / \lambda$, the larger the number of multipoles needed for convergence, and 2) the larger the distance $R_{0} / \lambda$, the smaller the number of multipoles that are needed for convergence. Note that, after some value of $R_{0} / \lambda$, as we move away from the singularity, i.e., as we move away from the near-field region of the radiated fields, the number of multipoles needed for convergence (for a particular $d_{z} / \lambda$ ), remains practically unchanged concerning $R_{0} / \lambda$.
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