
UNIVERSITY OF LIVERPOOL 

  

PERFORMANCE EVALUATION OF 
A DIRECT SEQUENCE CDMA SYSTEM 

FOR FUTURE MOBILE RADIO NETWORKS 

by 

USMAN S. GONI 

Thesis submitted in accordance with the requirements of 
the University of Liverpool for the Degree of Doctor in Philosophy. 

MARCH 1994 

Department of Electrical Engineering and Electronics



ABSTRACT 

A software simulation of an asynchronous direct-sequence code division multiple 
access (DS CDMA) mobile radio communication system has been developed. The 
simulator was developed in the UNIX system operating environment on a SUN Sparc 
station. Simulations of transmissions over Gaussian, flat Rayleigh fading and 
frequency-selective multipath fading mobile radio channels were undertaken in the 
presence of multi-user interference. These transmissions were detected by matched 
filter differential single-path or multipath combining (Rake) receivers. 

énalytical and software evaluations of the spreading sequences for CDMA systems 
aave been undertaken. A novel algorithm for selecting a set of Gold and Kasami 
sequences to furnish the one-cell repeat feature of a CDMA system is proposed. 
Performance evaluation of the proposed algorithm has shown that about 3dB gain in 
SNR can be achieved between the good and bad set of Gold sequences. The capacity 
performance of the CDMA system employing sets of Gold and Kasami codes has been 
investigated. It has been observed that the capacity performance of the system using 
a Gold code is twice that of a system using a Kasami code. In addition to the above 
algorithm, the use of optimal phases as compared to non-optimal phases of m- 
sequences have verified that sequence selection has a major impact on the CDMA 
system performance. 

Multipath power delay profiles that are representative of typical urban, hilly terrain 
and rural areas have been used to assess the robustness of the CDMA system against 
time dispersion and intersymbol interference. Typical results obtained under the 
wideband conditions are compared with those obtained for flat Rayleigh fading 
channels. It is shown that under certain multipath conditions, the BER performance 
of the CDMA system is superior to that obtained under flat Rayleigh especially when 
several replicas of the transmitted signal arrive at the receiver via uncorrelated fading 
paths. Performance results have shown that by exploiting the inherent diversity of a 
frequency-selective channel using the Rake combining approach, the receiver BER is 
reduced by several orders of magnitude. It has also been shown that as the number of 
paths increases, the multiple-access capability of the DS CDMA system employing a 
Rake multipath combining receiver improves considerably. Conversely, if a simple 
correlation receiver is used in the CDMA system under multipath, the multiple-access 
capability is severely degraded. However, for the rural channel where there is no 
significant multipath activity, the correlation receiver has been shown to give 
satisfactory performance as long as the tracked path provides adequate SNR. 

The bit and block error measurements obtained under narrowband and wideband 
conditions have been analysed in terms of their statistical error distribution patterns. 
It is found that the error pattern in the rural channel is random while for the hilly 
terrain, both random and bursty error patterns exist. The urban channel is however, 
comprised of shorter burst errors. It is also observed that with the deployment of a 
4-path Rake receiver, the error pattern in the urban channel is largely randomised. 
Additional error distribution parameters that would enhance future assessment of the 
degree of error protection necessary for the CDMA system have been obtained.
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CHAPTER 1 

INTRODUCTION 

The rapid increase in demand for mobile radio communication services in the last 

decade has been met for the most part with the introduction of analogue cellular 

systems. Worldwide applications of the cellular concept [1.1] to meet the ever- 

increasing need for mobile radio services within a given allocation of spectrum 

spurred the development of frequency division multiple-access (FDMA) systems that 

used analogue frequency modulation (FM) to facilitate simultaneous communication 

between users of the service. Shortly thereafter, the analogue cellular systems started 

to face capacity limitations [1.2]. In order to surmount the capacity problem, a 

transition in operational schemes was made from the analogue FM/FDMA systems to 

digital cellular FDMA and time division multiple-access (TDMA) systems. 

The application of digital FDMA and TDMA schemes to cellular mobile radio has led 

to an increase in user capacity by a factor of about 3 to 4 [1.3] over what was 

provided by their analogue counterparts, due to the improved spectrum utilisation with 

frequency re-use techniques. However, the predominance of multipath propagation in 

a mobile radio environment causes error bursts as a result of the rapid fading of the 

received signal as the receiver is spatially displaced [1.4] and this severely affects both 

narrowband FDMA and TDMA systems. 

For a wideband transmission system such as the GSM! system, the multipath 

phenomena causes severe time dispersion as a result of frequency-selective fading with 

a consequential limit on the system performance (to be detailed in later chapters). 

Channel equalisation systems have to be deployed to overcome these impairments but 

'The term GSM is an acronym for Groupe Speciale Mobile after the organising committee that 
specified it. It is now known as Global System for Mobile communications. 
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Chapter 1 Introduction 

at the price of increased system complexity and therefore the associated cost. These 

factors among others and the restriction of bandwidth to the capacity performance of 

the conventional narrowband schemes prompted considerations of alternatives if the 

benefits of mobile and other wireless communications are to be assured in the face of 

increased demand. Because of its capability in mitigating the effects of multipath 

fading and interference with a possibility of coexistence with other services, spread- 

spectrum techniques have been considered to solve both the near-term capacity 

concerns of major markets and the industry’s need for long-term next generation 

technology for mobile and personal communications [1.5]. 

Until very recently, spread-spectrum techniques have been restricted to stealthy 

military systems for anti-jamming tactical transmissions and aircraft guidance 

handling. Its extensive use in covert transmission systems permitted communication 

which is not detectable by enemy systems while at the same time being resistant to 

jamming from an enemy desiring to disrupt communications [1.6]. These essential 

requirements of military communications are called low probability of intercept (LPI) 

and low probability of detection (LPD), respectively. It was the potential use of 

spread-spectrum in hostile environments and its multipath rejection capability that 

motivated most of the basic research towards its use for accurate ranging and tracking 

applications, and in satellite and position location systems [1.7]. 

In recent years, however, there has been an even greater interest in understanding the 

capabilities and limitations of spread-spectrum techniques for commercial applications. 

The new applications of spread-spectrum communications have characteristics which 

are quite different from those of interest in the classical military scenarios [1.8]. 

Indeed, current interest in personal communication systems (PCN) and digital cellular 

radio (DCR) have created the need for a research on how spread-spectrum systems can 

be "re-optimised" for efficient use in these new environments. Hence, a new design 

philosophy for these systems will emphasise spectral efficiency, cost, reliability, and 

complexity reduction for commercial applications. 
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Chapter I Introduction 

While it is undoubtedly true that the primary application of spread-spectrum 

communications has been in the development of enemy jam-resistant communication 

systems, a large part of which takes place within the confines of classified programs 

[1.9], the emergence of other applications in the civilian sector is playing a role of 

ever-increasing importance. An instance of non-antijam application where spread- 

spectrum techniques have attracted considerable attention is in the area of multiple- 

access communications wherein many users desire to share a single communication 

channel. Here, the assignment of a unique spread-spectrum sequence to each user 

allows him or her to simultaneously transmit over the common radio channel with a 

minimum of mutual interference. This is termed code division multiple-access 

(CDMA) and often, it simplifies the network control requirements to coordinate users 

of the available channel capacity. 

Two cellular operators in the USA, namely Qualcomm Inc. and SCS Mobilecom have 

pioneered the development of practical "narrowband" and "broadband" CDMA, 

respectively, for cellular mobile radio and PCN systems. In November 1991, the 

relatively narrowband CDMA digital cellular system developed by Qualcomm, was 

successfully tested wherein 70 mobile units with simulated other users and other base 

station interferences operated over five cell sites. Similar tests were carried out in the 

frequency band of 1700MHz and 900MHz in Germany and Switzerland respectively. 

These latter tests were conducted around May-June 1992 with the cells located at 

GSM base station sites to allow comparison with a mobile GSM unit. The outcome 

of the European field trials [1.10] indicated that in the large delay spread 

environments, the CDMA system greatly outperforms a co-located GSM mobile unit. 

An interesting aspect of the use of CDMA for cellular mobile radio transmission is 

the feasibility of overlaying CDMA/PCN radio network on top of existing users such 

as Fixed Service (FS) microwave network occupying the frequency band of interest 

and therefore provide a type of frequency reuse. This solves the problem of spectrum 

reallocation with its obvious cost and political considerations. Recently, SCS 

Mobilecom conducted field trials of its broadband CDMA system around 1850- 
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1990MHz, a band that has been used for FS microwave transmissions [1.11]. The 

outcome of the field tests has demonstrated the feasibility of such coexistence with 

minimal interference to the FS microwave users and a high quality voice reproduction, 

and low bit error rates during data transmission. 

The cellular industry has recorded phenomenal strides in the UK since its inception 

in 1985. Growth in major metropolitan areas has been mainly limited by system 

capacity which is inextricably linked to the available radio frequency spectrum. In 

order to prepare for this phenomenal growth, the cellular industry must continue to 

develop new technologies with innovative solutions geared towards meeting capacity 

needs, and maintaining high quality service within the minimum cost. Similar 

objectives are upheld all over Europe and this has led to a widespread interest in 

spread-spectrum CDMA. Within the framework of the European Commission’s 

RACE’ program, several European organisations are working together to create 

enabling technologies for third generation services. To this end, the European 

Telecommunications Standard Institute ad-hoc group on Universal Mobile 

Telecommunications Systems (UMTS) currently being developed as a third generation 

system for mobile communications across Europe, has selected CDMA among the 

potential contending multiple-access techniques [1.12]. The principal aim is to provide 

users of wireless terminals access to the projected Broadband Integrated Services 

Digital Network (BISDN)[1.13]. 

Throughout the world, a significant step is the transition from analogue to digital 

transmission. Digital communication provides excellent reproduction and greatest 

efficiency of transmission bandwidth and power; and provides the sophisticated 

integrated control necessary to facilitate high quality digital communications in the 

difficult multipath propagation environment in which all portable and mobile 

communications systems must operate [1.14]. Hence the choice of an effective digital 

transmission scheme for implementing the next generation of cellular technology is 

*RACE is an acronym for Research on Advanced Communications in Europe. 
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of particular significance. Furthermore, it is widely believed that the first generation 

"Advanced Wireless Technologies" and "Personal Communication Network" services 

would initially be provided by the cellular carriers using the next generation digital 

cellular system infrastructure and the current cellular frequencies [1.15]. Therefore, 

there is a general requirement for understanding how the current approach with respect 

to implementation of CDMA digital system in a cellular market would result in the 

first generation PCN system. 

The development of the CDMA scheme for digital cellular radio and other wireless 

systems has primarily been for the reason of achieving higher user capacity [1.2]. Up 

until 1985, a straightforward comparison [1.16] of the CDMA capacity to that of 

TDMA and FDMA systems for satellite communications suggested a reasonable edge 

in capacity for the latter two techniques. Soon thereafter, it was recognised that the 

CDMA capacity is only interference limited (unlike TDMA and FDMA capacities 

which are primarily bandwidth limited), hence, any reduction in interference translates 

directly into a proportional increase in capacity. Therefore, by exploiting the benefits 

of interference suppression techniques (such as voice activity detection and the use of 

multi-sectored antennas to provide spatial isolation), this edge in capacity was shown 

[1.17] to be in favour of CDMA. 

Whilst these comparisons applies primarily to satellite systems, the advantage of 

CDMA over TDMA and FDMA becomes even greater in terrestrial digital cellular 

systems where isolation among cells is provided by path loss’. Consequently, TDMA 

and FDMA must provide for different frequency allocations for contiguous cells with 

frequency reuse only in one of every 7 cells (for a 7-cell cluster system). On the other 

hand, CDMA can reuse the entire spectrum for all cells, thereby increasing capacity 

by a large percentage of the normal frequency reuse factor. The net capacity 

improvement due to these additional features, of COMA over TDMA and FDMA 

schemes has been analysed in [1.2,1.3] and shown to be on the order of 4 to 6. 

*For terrestrial UHF propagation the path loss typically increases with the fourth power of the 
distance. 
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1.1 PREVIOUS WORK 

The initial motivation for introducing the spread spectrum scheme appears to be its 

military use as an anti-jamming device. The jammer, totally unaware of the 

transmitter’s code for spectrum spreading, must thus blanket all codes to provide an 

effective jamming strategy. Indeed with futility, most of the jammer’s power is wasted 

in codes that are orthogonal to the one in actual use. An additional application of more 

commercial interest was introduced by Costas [1.18]. His idea was to use spread 

spectrum as a way to make a large bandwidth available as a communication resource 

to many potential users without having to be assigned frequency-divided channels 

which essentially overlimits the number of potential users. 

One of the earliest proposal for the application of spread spectrum to cellular mobile 

radio systems was that of Cooper and Nettleton in 1977 [1.19]. They proposed a 

spread spectrum based mobile radio system using frequency-hopping multiple-access 

(FHMA), with Hardmard coding for error control and differential phase-shift keying 

(DPSK) modulation. In a subsequent criticism of the analysis of Cooper and Nettleton, 

and in an effort to enhance the overall spectral efficiency of the system, Goodman et 

al. [1.20] suggested an alternative modulation scheme, employing multi-level 

frequency shift-keying (MFSK) and a 30% efficiency improvement over the earlier 

proposal reported. Within the same time frame, an evaluation of the performance of 

the FHMA system in a Rayleigh fading environment was reported by Yue [1.21]. 

In an analytical investigation of the performance of CDMA systems, Weber et al. 

[1.22], developed upper and lower bounds on the probability function of PN sequences 

to determine the effect of other users in the receiver matched to the desired signal. 

Based on an earlier work by Bekir et al. [1.23] who concluded that in most instances, 

the partial-period correlation of PN sequences can be effectively modelled as a 

Gaussian random variable, Weber assumed that if the code is sufficiently long such 

that its period spans a bit duration, then the effect of all other users on the receiver 

matched to the desired signal is approximately a Gaussian random variable. An 
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obvious limitation to these approximations is that the codes used in practice are not 

purely random sequences but usually deterministic and periodic. 

One of the first detailed investigations of the performance of asynchronous DS COMA 

system that dealt with cross-correlation effects was probably that of Anderson and 

Wintz [1.23] who obtained a bound on the signal-to-noise ratio at the output of the 

correlation receiver with a hard-limiter in the channel. In what is regarded as the first 

seminal study of the performance of direct-sequence CDMA systems that relates the 

code correlation properties to system performance, Pursley [1.25] developed an 

approximation based on an interference parameter derived from the aperiodic 

correlation functions of PN sequences, to determine the SNR at the output of a 

correlation receiver. With this approximation, the effect of other users in the CDMA 

environment can also be determined given a certain code length and the ratio of the 

bit energy to noise power spectral density necessary to achieve a given SNR for a 

given number of users. The quality of this approximation was subsequently shown to 

be excellent by Yao [1.26] for code sequence periods greater than seven. 

While the selection of a suitable code is crucial to the performance of CDMA systems, 

of unequivocal importance in determining system performance is the so called "near- 

to-far" problem. The near-to-far problem stems from the fact that because such 

systems communicate on the same wideband frequency at the same time, the power 

of a nearby unwanted transmitter arriving at the desired receiver overwhelms the 

signal of the desired distant transmitter. The limit on the number of simultaneous users 

supportable by a direct-sequence CDMA system is partly a function of the system’s 

ability to overcome the near-to-far effect. In an attempt to forestall the near-to-far 

problem, several authors [1.27, 1.28] have proposed receiver structures that are less 

sensitive to power differences among users. These receivers, however, are very 

complex making the correlation receiver the most dominant type for most commercial 

applications [1.6]. A recent study of multi-cellular DS CDMA land mobile radio 

systems that dealt with the near-to-far effect is that of Lee [1.2] who provided an 

overview of cellular DS CDMA with a rigorous analysis of power control schemes. 
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A capacity analysis of DS CDMA that accounts for the effects of path loss and log- 

normal shadowing has been reported by Gilhousen et al. [1.3]. This analysis however, 

did not consider the effect of multipath fading. 

There is very little in the literature [1.1-1.20] where the effects of type, structure and 

length of the spreading code on the performance of the CDMA system under different 

mobile radio scenarios and receiver structures has been explicitly considered. Often, 

CDMA systems are analysed by assuming the spreading codes to be approximately 

orthogonal. Yet when the performance analysis is finally made for these systems, only 

one typical user is considered while other users which are simultaneously utilising the 

channel, are treated as additional interfering Gaussian noise having uniform power 

spectral density over the band of interest. No attempt has been made in the past to 

include a measure of the approximate orthogonality of the signals of different users 

in estimating the system performance. The closest to this is the analysis of Pursley et 

al. [1.25,1.29] and Geraniotis et al.[1.30], who included the effect of other codes using 

an interference parameter determined from the aperiodic auto-correlation functions of 

the user’s codes. Introducing a scaling factor to account for the differences in 

performance between CDMA systems employing purely random sequences and those 

employing sets of specific deterministic sequences also leads to a complicated 

analysis. Such a procedure has been employed in the performance analysis of direct- 

sequence CDMA packet radio systems reported in reference 1.31. 

In order to fully account for the effect of other users on the performance of the 

CDMA systems, it may seem necessary to construct the system and initiate 

communication between several mobiles. Obviously, such a "test" project would be 

time consuming and expensive, since several transceivers would have to be designed 

and constructed in hardware. It is therefore a favoured approach to develop a software 

simulator of the CDMA system that can facilitate performance evaluations, and with 

modularity, so that key parameters such as bit-error rate, signal-to-noise ratio, and 

radio capacity which determines the system performance can be investigated with 

flexibility. The main motivation behind this research is to develop such a simulator 
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and provide an evaluation of the direct-sequence CDMA system performance over 

different mobile radio communication scenarios, with particular emphasis on the effect 

of the spreading codes on: 

a the multiple-access capability, i.e. the required SNR to achieve a given BER 

for a given number of active users, 

- the capacity performance assuming a single cell with no additional system 

features such as voice activity detection and antenna sectoring; and 

* the spread-spectrum receiver structures and spreading bandwidth allocation. 

To this end, analytical and software evaluations of the PN spreading codes have been 

carried out. A novel sequence selection algorithm for cellular CDMA has been 

developed. This algorithm is used to select sets of Gold and Kasami codes to enhance 

the multiple-access capability of the CDMA system. Some effort towards addressing 

other system issues such as the approximate user capacity and the error performance 

of the CDMA system has been reported (see Appendix 7) while the bulk of it are 

detailed in this thesis, an outline of which is described as follows. 

1.2 THESIS OUTLINE 

The design of a direct-sequence CDMA system for mobile radio communication 

networks and indeed, the evaluation of its performance presented in this thesis may 

be divided into three principal parts: the selection of a set of address vectors (hereafter 

referred to as the spreading or signature sequences) that results in low multiple-access 

interference, the choice of a particular spread spectrum modulation scheme which 

performs well in a low signal-to-interference environment with multiple-propagation 

paths, and the optimisation of the post detection processing to improve on the bit-error 

probability of the system. The details of each of these parts and the rest of the thesis 

are organised as follows: 

In chapter two an overview of spread-spectrum communications is presented. 

Reflecting on the importance of this technology especially to radio communications, 
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historical developments of spread-spectrum are highlighted. The spread spectrum 

concept and techniques and other attractive features that led to its consideration for 

possible civilian applications are discussed. 

At the heart of every spread-spectrum system lie the spreading codes that gives the 

signal its coded format and serves as the channel separation mechanism. Chapter 

three is therefore devoted to analytical and software evaluation of the various spread- 

spectrum codes. The emphasis here is on the selection, design and optimisation of the 

spreading codes to enhance the multiple-access capability of a spread-spectrum system. 

A novel algorithm for selecting Gold and Kasami code sets for a limited number of 

CDMA users is proposed and evaluated. Results obtained from these evaluations are 

presented and discussed. 

The direct-sequence code division multiple-access networks are described in chapter 

four. A direct-sequence CDMA system model is presented and analysed. In particular, 

the CDMA system performance that deals with aperiodic cross-correlation effects is 

evaluated. A brief review of the mobile radio propagation channel and its 

characterisation are presented. An evaluation of the performance of a direct-sequence 

CDMA system in a slowly fading multipath channel is also presented. Analytical 

formulation of the CDMA capacity based on the signal-to-interference ratio 

performance are developed and presented. Furthermore, additional features of a 

practical CDMA system are discussed. 

The simulation of a DS CDMA mobile radio system along with illustrative diagrams 

are presented and discussed in chapter five. Various components of the asynchronous 

DS CDMA system model employed for the purpose of this simulation are fully 

described. The simulation of a CDMA channel which includes the effect of multipath 

and multiple-access interference is also presented. The implementation of both 

narrowband and wideband transmissions over the CDMA channel are fully detailed. 

Methods of spread-spectrum receiver implementations are also discussed. The concept 

of internal diversity inherent to a CDMA system and the process of its implementation 
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are presented. Also presented in this chapter is a description of the CDMA user 

capacity estimation. 

In chapter six, validation tests of the simulated DS CDMA system and a detailed 

analysis of the results obtained are presented and discussed. Various parameters such 

as the bit-error rate (BER), signal-to-interference ratio (SIR) and multiple-access 

capability which have been used as measures of system performance are presented for 

different system configurations and various mobile radio environments. Throughout 

the chapter, emphasis has been placed on the effect of type, length and the initial 

phase of the spreading sequences on the system performance. 

Finally, in chapter seven, the conclusions drawn from the evaluation of DS CDMA 

system for mobile radio networks are presented and areas requiring further attention 

are briefly enumerated as future work. 
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CHAPTER 2 

OVERVIEW OF SPREAD SPECTRUM 
COMMUNICATIONS 

2.1 INTRODUCTION 

In recent years, a new class of communication systems has emerged around a 

modulation technique generally classified as spread-spectrum. Spread-spectrum signals 

are distinguished by the characteristic that their bandwidth is much greater than the 

information rate in bits per second, and the transmitted bandwidth must be determined 

by some function that is independent of the message and is known to the receiver. 

A definition of spread-spectrum that adequately reflects the characteristics of this 

technique may be construed as [2.1] "a means of signal transmission where the signal 

bandwidth employed is far in excess of that required to transmit the data information. 

The band spreading is achieved using a code that is independent of the data and 

synchronised duplication of the code at the receiver is used for despreading and 

subsequent data recovery." 

Clearly, this communication technique has several advantageous features to offer for 

radio communication and other wireless systems, and the methods of accomplishing 

these features are discussed in this chapter. In what follows, the historical 

developments of spread-spectrum communications from the emerging concepts to 

developments in communication theory and some early spread-spectrum systems are 

reviewed. The spread-spectrum concept and techniques are then introduced. In 

particular, the characteristic and beneficial features of spread-spectrum techniques that 

make them suitable for mobile radio communications are described. 
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2.2 HISTORICAL PERSPECTIVES 

Led by the Global Positioning System (GPS) and the Joint Tactical Information 

Distribution System (JTIDS), the spread-spectrum (SS) concept has emerged from its 

cloak of secrecy. From the 1920s through World War II, many systems incorporating 

some of the characteristics of spread-spectrum systems were studied [2.2-2.5]. The 

mid-1940s saw the formulation of the matched-filter concept for maximum signal-to- 

noise ratio (SNR) pulse detection by North [2.2] and Van Vleck and Middleton [2.3]. 

This development indicated that the performance of optimum signal detection 

procedures in the presence of white Gaussian noise depends only on the ratio of signal 

energy to noise power density. The theoretical work of Shannon [2.4] which 

propounded the properties of, and motivated the use of, random and pseudo-random 

signals was probably the first major contribution to the development of the concept 

of spread-spectrum communications. From the available literature [2.4-2.8], it appears 

certain that Shannon laid down the unifying essential requirements of a spread- 

spectrum system (e.g. low spectral density, an unpredictable carrier, and some form 

of correlation detection). By the early 1950s, Shannon’s idea had reached the research 

and design group at M.I.T. Lincoln Laboratory and at Jet Propulsion Laboratory (JPL) 

in 1952. The design group at M.LT. is generally credited with building the first 

successful spread-spectrum communication system [2.8]. Certainly, spectrum spreading 

for jamming avoidance and location accuracy was a concept familiar to most radar 

engineers by the end of world war II. 

During the early years of spread-spectrum communications, one technique that was 

used to operate a transmitter and a receiver synchronously with a truly random 

spreading sequence such as wideband noise, was called a transmitted reference (TR) 

system. Because of the fact that the transmitter would have to send two versions of 

an unpredictable wideband carrier, one modulated by data and the other unmodulated 

to serve as a reference signal for despreading the data modulated carrier, there were 

no significant synchronisation problems at the receiver. With the need to prevent 

eavesdropping of military strategic transmissions, and provide anti-jamming protection, 
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the concept of generating the two signals independently at both the transmitter and the 

receiver soon emerged, and was called a stored reference (SR) system. It is on the 

stored reference technique that modern spread-spectrum systems are based. 

In yet another breakthrough towards the emergence of spread-spectrum, Shannon in 

1947 [2.9] while investigating the capacity of a communication channel invoked the 

cardinal expansion in formulating a capacity for delivering information over channels 

perturbed by additive Gaussian noise. The channel capacity was shown to be 

maximised by selectively spreading the signalling spectrum within the confines of the 

designated bandwidth, such that the sum of its power spectral density plus that of the 

independent noise lie as uniformly low as possible, yet utilise all the average 

transmitter power available. This capacity was shown to be achieved by sending a set 

of noise-like waveforms and distinguishing between them at the receiver via a 

minimum-distance criterion akin to correlation-testing the observed signal against 

locally stored waveform replicas. These remarkable concepts which profoundly 

influenced communication engineer’s thinking, might be construed as the solution to 

the problem of potential threats of jamming strategies. 

Driven by the intense interest in Shannon’s communication philosophy, engineers at 

Federal Telecommunication Laboratories (FTL) at New Jersey, in 1948 conceived of 

a novel experimental program using photographic techniques in which a "noise wheel" 

was used for storing a noise-like signal thereby building a nearly ideal cross correlator. 

In the initial experiment, two identical noise wheels were mounted on a synchronous 

motor, with separate photocell pickups placed such that the relative phase between the 

two signals could be varied for test purposes. By using time-shift keying to generate 

MARK or SPACE, one noise wheel’s signal was modulated and then combined with 

interference to provide one correlator input, while the other input came directly from 

the second noise wheel. These experiments, which were performed at baseband and 

with a data rate of one bit per second and a multiplicity factor of well over 40dB 

[2.8], indicated that a noise-like signal hidden in ambient thermal noise could still 

accurately convey information. The emphasis in both invention and early experimental 
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work at the FTL was on covert communication and on suppressing atmospheric noise. 

The need for reliable covert communication and accurate navigation and ranging in 

the face of the World War II threats has been the major driving force towards the 

development of spread-spectrum systems. Whilst frequency hopping and to some 

extent, time hopping techniques are spin-offs from anti-jamming tactics of forcing a 

potential jammer down, the initial motivation for direct sequence systems appears on 

the other hand to have emerged partly from the need to accurately and unambiguously 

measure the time-of-arrival (TOA) in navigation systems, and partly from the desire 

to extend Shannon’s random-signalling concept, and thus, communicate covertly 

[2.10]. Further trends that solidified the foundation of spread spectrum 

communications include the development of the Rake (estimator-correlator) receiver 

by Price and Green [2.11], and the related inputs from Turin’s multipath studies [2.12] 

and Brennan’s work [2.13] on signal-combining techniques. This latter inputs led to 

the realisation of a fully adaptive Rake receiver system. Since the 1950s when the 

spread-spectrum concept began to mature, the major advances in spread-spectrum have 

been for the most part technological, with improvements in hardware and expansion 

in scope of application continuing to the present day. 

2.3 THE SPREAD SPECTRUM CONCEPT AND TECHNIQUES 

Spread spectrum signals used for the transmission of digital information are 

characterised by having a bandwidth W much greater than the information rate R in 

bits per second. This implies that the bandwidth expansion factor B,=W/R for a spread 

spectrum signal is much greater than unity. Thus narrowband low-bit-rate traffic data 

is deliberately spread into the transmission channel with a wideband high-chip-rate 

spreading code derived from pseudo-noise (PN) sequences. The wideband spreading 

codes are distinguished from the narrowband data by the name chips so that the term 

bits applies only to the narrowband traffic. The large redundancy inherent in spread- 

spectrum signals is required to overcome the severe levels of interference that are 
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encountered in the transmission of digital information over some radio and satellite 

channels [2.14]. The amount of performance improvement that is achieved through the 

use of spread spectrum signals is defined as the processing gain of the system, and is 

often approximated as the ratio of the spread bandwidth to the information rate. 

Perhaps the basis of spread-spectrum techniques is due to Shannon’s original work in 

the field of statistical communication theory [2.5] which showed that the capacity of 

a channel to transfer error-free information is enhanced with increased bandwidth, 

even though the signal-to-noise ratio is decreased because of the increased bandwidth. 

Spread-spectrum communications has been widely studied and used for specialised 

applications. However, during the last few years, spread-spectrum systems have been 

investigated for the purpose of providing covert communications [2.15-2.17], for 

applications to digital cellular radio and other wireless systems [2.18-2.21] and for 

satellite communications [2.22-2.23]. Some of the key advantages of these systems are 

their inherent ability to suppress the effects of interference created by other users and 

intentional jamming, and the security they provide against unwanted listeners. 

Moreover, a single or multiple receivers using spread spectrum may be addressed by 

a reference signature sequence, compared with other users who bear different codes. 

The signature sequences thus becomes the users address. When the reference signature 

sequences are suitably selected to be orthogonal (ideally) or bear lower cross- 

correlation properties (practically), minimum interference between users is ensured. 

With this scheme, more than one signal can be unambiguously transmitted in the same 

band and at the same time. This coded modulation format is used to achieve multiple- 

access capability and the process of implementing this scheme is termed code-division 

multiple access (CDMA). A complete description of how multiple-access is 

accomplished by means of code division is detailed in chapter 5. 

A model of a spread spectrum digital communication system is shown in Figure 2.1. 

This model illustrates the basic elements of a spread spectrum system with a binary 

information sequence at its input at the transmitting end and at its output at the 

receiving end. In addition to the modulator and demodulator, there are two identical 
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pseudo-random pattern generators, one which interfaces with the modulator at the 

transmitting end and the second interfaces with the demodulator at the receiving end. 

The generators generate a pseudo-random or pseudo-noise (PN) binary-valued 

sequence which is impressed on the transmitted signal at the modulator and removed 

from the received signal at the demodulator. Several techniques of implementing the 

above process are described later. 

Synchronisation of the PN sequences generated at the receiver with the PN sequence 

embedded in the incoming received signal is necessary in order to demodulate the 

received signal. Several methods for achieving the synchronisation process exists and 

a treatment of this has been carried out by Rappaport et al. [2.24]. Generally, prior to 

the transmission of information, synchronisation may be achieved by transmitting a 

fixed pseudo-random bit pattern which the receiver would recognise with a high 

probability in the presence of interference. After time and phase synchronisation of the 

PN generators have been established, then the transmission of information may 

commence. The synchronisation is usually maintained through the use of code-tracking 

filters and signal acquisition follows each time the system falls off synchronisation. 

Depending on the application, interference is introduced in the transmission of the 

information bearing signal while propagating through the channel. The characteristics 

of the interference and its effect on the desired signal depend largely on its origin. 

It may be categorised as being either broadband or narrowband relative to the 

bandwidth of the information bearing signal, and either continuous in time or pulsed 

(discontinuous) in time. The interferences generated in CDMA by other users of the 

channel may be either broadband or narrowband depending on the type of spread 

spectrum signal that is used to achieve the multiple access. It is usual to categorise the 

broadband interference as an equivalent additive white Gaussian noise (AWGN) 

[2.25]. This allows for a simplified analysis of the performance of spread spectrum 

systems and evaluations incorporating this assumption have been reported [2.26,2.27]. 

The effect of narrowband interference is overcome through the spread spectrum 

processing gain. When improved performance is desired, the use of notch filters 
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centred around the transmission frequency of the narrowband signal have also been 

reported [2.28, 2.29]. 

Based on the manner in which interference effects are reduced, spread spectrum 

systems may be categorised to be either averaging systems or avoidance systems 

[2.30]. In an averaging system, the interference is averaged over a large time interval 

while in an avoidance system, the signal is made to avoid the interference a large 

fraction of the time. The other classification of spread spectrum is based on the 

modulation format used to achieve spectrum spreading, the most common of which 

are: 

> Direct-sequence spread spectrum (DS/SS) modulation where the bandwidth 

spreading is achieved by direct modulation of a data-modulated carrier using 

a wideband spreading signal or code. 

> Frequency-hopping spread spectrum (FH/SS) modulation in which the 

spreading code is used to control the frequency or time of transmission of the 

data-modulated carrier, thus indirectly modulating the data-modulated carrier 

by a spreading code. 

> Time-hopping spread spectrum (TH/SS) modulation where rapid bursts of the 

data-modulated carrier are transmitted, with each burst having a pseudo- 

random duration. 

In another technique called chirp modulation, the data-modulated carrier is frequency- 

swept in a linear fashion over a wide frequency range to provide for spectrum 

spreading. The basis of the chirp system is that a spread spectrum receiver employs 

a matched filter to reassemble the time-dispersed carrier power (from a chirp 

transmitter) in such a way that it adds coherently and thus provides an improvement 

in signal-to-noise ratio [2.31]. Linear frequency-modulated chirp signals have been 

extensively used in radar systems [2.31]. The chirp technique however, does not utilise 

the features of a pseudo-random code in the bandwidth expansion/reduction process. 
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Two or more spread spectrum systems can be combined to form a hybrid system. The 

use of hybrid systems is prompted by the need to achieve high performance and 

flexibility with respect to spectrum spreading; and therefore by combining two 

techniques, spectrum spreading is enhanced without putting excessive stress on a 

single system. The high flexibility feature of hybrid systems stems from the mix of 

"evasion" and "resistance" to optimise the protection against any defined "threat" 

[2.32]; and complicates even more, the pattern of code spreading thereby ensuring a 

secured transmission in the both hostile (jamming) and worst propagation 

environments. A hybrid DS/SS and FH/SS system combines the anti-multipath 

effectiveness of DS/SS systems with the good anti-partial-band jamming features of 

FH/SS systems, albeit with increased complexity of their transmitters and receivers 

[2.33]. Hybrid techniques are widely used in military spread spectrum systems and 

have been investigated recently [2.33-2.34] for commercial communication systems. 

A relationship between the two methods of classification may simply be made by 

noting that a direct-sequence system is an averaging system whereas frequency 

hopping, time hopping and chirp systems are all avoidance systems. A hybrid system 

on the other hand may be classified as either an averaging system or an avoidance 

system depending on the characteristic of the component system (DS/SS or FH/SS) 

that dominates. Direct-sequence and frequency hopping spread spectrum systems are 

the most widely used techniques for commercial communications. These two 

techniques are described as follows. 

2.3.1 Direct Sequence Spread Spectrum system 

In a direct-sequence spread spectrum (DS/SS) system, a binary data sequence is 

modulated using a pseudo-random noise (PN) binary spreading sequence at a higher 

rate. It is a form of digital phase modulation and the spreading signal is chosen to 

have properties which facilitate demodulation of the transmitted signal by the intended 

receiver, and which makes demodulation by unintended receivers as difficult as 

possible. This same properties will enable the intended receiver to discriminate 
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between the desired signal and interference. Compared to the usual data modulation, 

the data multiplied by the PN sequence causes the modulated signal spectrum to 

spread by a factor of N, the ratio of the PN sequence bit rate (herein referred as the 

chip rate) to the data bit rate. 

Figure 2.2 illustrates a general DS/SS system. The most common DS/SS 

communication system that has been studied widely employs binary phase-shift-keying 

(BPSK) spreading modulation. However, a DS/SS system with quaternary phase-shift- 

keying spreading modulation has also been investigated [2.35]. In the DS/SS QPSK 

scheme, the information is transmitted simultaneously on two carriers which are in 

phase quadrature. This has the advantage of spectrum conservation, since for a given 

transmitted power, the same error probability is achieved using only one-half of the 

transmission bandwidth. Although bandwidth efficiency is not usually of primary 

importance in a spread-spectrum system [2.36], the quadrature modulations are 

difficult to detect and less sensitive to some types of jamming. Throughout this work, 

BPSK spreading modulation has been used and details of the QPSK-type DS/SS 

system can be found in references 2.35 and 2.36. 

Consider an ordinary BPSK signal of the form 

x) = /2P sin| wot + d,x/2]; 

nT, < t < (n+)T,, n=integer 

(2.1) 

where T,, is the data bit duration and {d,} is the sequence of independent data bits 

which takes on the values +1 with P{d,=1} = P{d,=-1} = %. Eqn. 2.1 can be 

expressed in the form 

x() = d, /2P cosa,f; 

nT, <t < (n+)T,, n=integer. 

(2.2) 

Direct sequence spreading of the BPSK signal is obtained with a PN binary sequence 

{c,} whose elements have values +1 and are generated by a PN sequence generator 
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N times faster than the data rate. Thus, the chip time T, of a PN binary symbol is 

T, b Pi ae (2.3) 

The direct-sequence spread-spectrum signal has the form 

SQ = ¥2Psin[wot+d,cry,,7/2 | 

= 4,Cin.z,V2P cosw gt; 

(2.4) nT, + kT, < t <nT, + (k+1)T, 

k = 0,1,2,...,N-1 

n = integer. 

The DS/SS signal as depicted in eqn. (2.4) is similar to ordinary BPSK except for the 

apparent data rate being N times faster, resulting in a signal spectrum N times wider. 

The processing gain of the DS/BPSK spread spectrum system is therefore given by 

=- SS = N (2.5) PG R ; 
b 

  

where W,, is the direct-sequence spread signal bandwidth. Typically, the spectrum- 

spreading factor N, is on the order of 1000 or more. The data function d, A d(t) for 

all integers n { nt, <t < (n+J)T, }, and the PN function c, A c(t) for all integers k 

{ kT, S$ t < (k+1)T, }._ The DS/BPSK spread spectrum signal may therefore be 

expressed as 

S() = 2Psin[wt + cOd@x/2] 
(2.6) 

= (2Pc(d@coswot. 

An implementation requirement of the DS/SS system is that in the multiplication of 

the data and the PN binary sequence, the data and PN sequence clocks should be 

aligned in time [2.37]. That is, the data transition times must be at the transition time 

of a PN sequence binary symbol. In practice, the data clock is usually divided down 
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from the PN sequence clock so that no unscheduled transitions occur. This precludes 

possible eavesdropping of the transmitted message, since an estimate of the PN 

sequence clock can be found and then the non-coincident transition times in the 

sequence which must be due to the data can be determined. Such systems are often 

said to have a data "privacy" feature since the data is hidden by the PN sequence. 

Although data privacy is not of special significance to this evaluation, in the 

simulation of the DS/BPSK spread spectrum system described subsequently in chapter 

5, there are no unscheduled transition times between the data and the PN spreading 

sequence. 

Assuming transmission over a non-multipath channel, with additive white Gaussian 

noise, n(t), and multiple-access interference, I(t), the Signal at the receiver antenna 

may be expressed as 

rH) =sH +10 + nd. (2.7) 

Demodulation of the received signal is accomplished in part with the PN spreading 

code. The re-modulation or correlation of the received signal with the spreading 

waveform (known as despreading) requires synchronisation of the two PN sequences 

and is a critical function in all spread spectrum systems. The synchronisation of the 

PN sequences is usually achieved by a correlation process and to some extent 

maintained by a suitable tracking loop [2.24]. When the PN sequences are correctly 

synchronised both in chip and phase, the despread signal is given by 

rg = cO[s + 1 + no] 

= (2Pdcosw,(t) + c(h) + cin, (2.8) 

since for orthogonal code sequences c*(t)=1, and the product terms c(t)I(t) and c(t)n(t) 

in eqn. (2.8) approaches zero for large values of the spreading code length, so the 

receiver should be able to extract only the desired signal and reject all others. In 

practice, the code sequences are not perfectly orthogonal and the performance of the 

system depends on the auto-correlation and cross-correlation properties of the 
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spreading functions. However, it is possible to find a set of sequences with uniformly 

low cross-correlation such as Gold and Kasami codes. We expound on the evaluation 

of such sequences in chapter 3. 

2.3.2 Frequency Hopping Spread Spectrum System 

In frequency hopping spread spectrum (FH/SS) systems, the centre frequency of the 

transmitted signal is switched periodically over a much wider spectrum bandwidth. 

The centre frequency of the transmitted signal is changed every T,, seconds, so that 

the hop rate is f,, (=1/T,,) hops/s. The transmitted frequency of the information symbol 

is randomly hopped on a symbol-by-symbol basis. This spread the spectrum 

sequentially rather than instantaneously. The fact that frequency hopping does not 

provide instantaneous coverage of the broad signal band leads to consideration of the 

rate at which the hops occur. Clearly, the faster the hopping, the more nearly the 

frequency hop approximates true spectrum spreading. The hopping pattern can be 

achieved through one hop per many symbols (slow hopping) or many hops per symbol 

(fast hopping). 

For a slow frequency hopping system, the carrier frequency remains constant for time 

periods far in excess of the propagation time. This allows many data bits to be 

transmitted at each frequency and the transceiver equipment is usually simpler than 

that of fast frequency hopping system. On the other hand, fast frequency hopping 

involves very rapid retuning of the signal and very short dwell times at each 

frequency. Fast frequency hopping is usually employed to provide resistance against 

smart jamming but has been studied recently [2.33] for mobile radio applications, 

especially where severe interference prevails. The required hopping rate is determined 

by considering time delays introduced by signal propagation to the receiver, and time 

delays that would allow an interferer to affect the signal during a dwell period. 

The time scale that normally separates fast frequency hop from slow frequency hop 

is the length of time necessary for propagation of the radio signal from the transmitter 
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to the receiver [2.38]. Since the speed of propagation is typically 3x10* m/s, the time 

scale is on the order of 10s for ranges of several kilometres. The total spread 

bandwidth, B,,, is numerically equal to the product of the total number N of distinct 

frequencies used for hopping and the frequency bin occupied for each such frequency. 

For a data symbol of duration T,, the processing gain for a slow FH/SS system is 

B,/T,=N. The block diagram of a generalised FH/SS system is illustrated in Figure 2.3 

To provide the FH/SS signal with "noise-like" feature, the frequency hopping pattern 

is driven by a pseudo-random noise number generator having the capability of 

delivering a uniform distribution for each frequency that is independent on each hop. 

When the local oscillator at the receiver is switched with a synchronised replica of the 

transmitter code, the frequency hops on the received signal will be removed, leaving 

the original modulated signal which is demodulated in the conventional manner. The 

bandwidth over which the signal is spread is essentially independent of the clock rate 

and can be chosen by a combination of the number and size of frequency hops. 

Interference from unwanted spread spectrum signals in FH systems causes a frequency 

component to be dehopped. This occurs when the receiver code shifts the local 

oscillator by the same amount that an unwanted signal is shifted. The extent of such 

occurrences depends on the degree of correlation between codes and is minimised by 

using codes with low cross-correlation functions. 

The primary criteria by which the selection of a particular spectrum spreading 

technique should be made are the ability to provide adequate multipath and multiple- 

access interference rejection at acceptable data rates, the ability to meet environmental 

constraints and system requirements, and the practicality of the implementation. Some 

of these features can be provided by either the direct-sequence or frequency-hopping 

technique. One fundamental difference between these two techniques is that direct- 

sequence spread signals can be coherently demodulated. With frequency hopped 

signals, on the other hand, phase coherence is difficult to maintain when the signal 

frequency is hopped over a wide range [2.39]; hence this modulation is usually 

demodulated non-coherently, with a resultant increase in SNR required for a given bit 
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error rate. Therefore, with respect to SNR performance, direct sequence has an 

advantage over frequency hopping. 

In a mobile radio environment signal propagation from the transmitter to the receiver 

often takes place via several paths, and depending on the difference in path lengths 

relative to a wavelength, the signal can cancel to the degree that a significant drop in 

received power is experienced [2.40]. For the cases of both direct sequence and 

frequency hopping systems, the clocking of the pseudo-random variable provides a 

discrimination capability against alternative transmission paths that results in path 

delays greater than the duration of one PN chip. Because the instantaneous bandwidth 

of the direct sequence system is greater’, the discrimination capability is much tighter. 

Hence a direct sequence system has an edge over a frequency hopping system in 

reducing the probability of a multipath induced fade. The above considerations which 

form the basis for selecting direct sequence against frequency hopping in this work 

can be summarised as follows: Because of its large instantaneous bandwidth, direct 

sequence provides significant protection against interference, as well as an excellent 

mechanism for ranging, has a low probability of intercept (hence data privacy) and 

reduces considerably the vulnerability to multipath transmission. 

2.4 SPREAD SPECTRUM SYSTEM CONFIGURATIONS 

A crucial aspect in establishing a spread spectrum communication link with both the 

transmitter and receiver spreading waveforms having the required random or pseudo- 

random characteristics, is the synchronisation of these waveforms both in chip and 

phase at the receiver so that data detection can be achieved with minimal error 

probability. There are three system configurations that may be used to ensure that the 

transmitter and receiver operate synchronously with the same random or pseudo- 

random set of signals. A brief description of these configurations now follows: 

'Greater instantaneous bandwidth implies that the duration of a PN chip is shorter. 
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2.4.1 Transmitted Reference Systems 

In the transmitted reference system shown in Figure 2.4(a), spread spectrum operation 

is achieved by transmitting two versions of a wideband, unpredictable carrier, with one 

(x(t)) modulated by a data sequence and the other (y(t)) unmodulated. These signals 

are transmitted via one” or two antennas. After separate recovery of the two signals 

by the receiver (with one signal being displaced in frequency from the other), the 

signals are passed through a correlation detector where the data modulation is 

recovered. The wideband carrier which may be a truly random sequence may be 

unknown at the transmitter and receiver until the instant it is generated for use in 

communication. 

2.4.2 Stored Reference Systems 

The stored reference spread spectrum system illustrated in Figure 2.4(b) requires 

independent generation at transmitter and receiver of pseudo-random wideband 

waveforms with identical characteristics. The local spread spectrum signal generator 

at the receiver is made to synchronise closely with the one at the transmitter 

adaptively. To provide a privacy feature, the waveform generating algorithm for both 

the transmitter and receiver is initialised with certain parameters so that any potential 

jammer is denied knowledge of the code set being used. At the receiver, data detection 

is accomplished by means of cross-correlation. 

2.4.3 Matched Filter Systems 

Spread spectrum operation is accomplished in the matched filter system by pulsing a 

filter having a long, wideband, pseudo-randomly controlled impulse response to 

generate the wideband signal. An illustration of the matched filter method is shown 

in Figure 2.4(c). In the receiver, an identically pseudo-random, synchronously 

controlled, matched filter that performs the correlation computation is used to detect 

Transmission of two signals (the data modulated and the unmodulated carrier) via one antenna may 
be achieved by methods similar to the ones used to provide path diversity at the mobile station antenna. 
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the signal. Even though the matched filter system set-up and the externally observed 

properties resembles that of the stored reference, they differ principally in the manner 

in which inner-product detection process is mechanised. 

The process of data detection in a digital spread spectrum system involves the 

computation of inner products during demodulation. The inner product of two complex 

baseband signals represented by m,(t) and m,(t) is defined as 

Ts 

(mpmp) = | m,(t)m,’ (0 dt (2.9) 
0 

The receiver must mechanise computations in the form of that represented by eqn. 

(2.9), where one or both of these complex baseband signals usually appears in the 

modulated form as 

x0) = Re {m,(eXor® \, i-T.R (2.10) 

Recovery of the inner product given in eqn. (2.10) from the modulated signals may 

be accomplished as follows. Firstly, the receiver can demodulate the signal x,(t) to 

recover the real and imaginary parts of m,(t). Secondly, correlation or matched filter 

operations are performed using baseband signals. Alternative ways to compute the 

inner product can be found in the literature [2.8,2.14]. The critical functions in both 

the stored reference and matched filter systems are the synchronisation circuitry and 

the clock pulses which control almost all steps in forming the inner product. 

In comparing the above three spread spectrum configurations, it is immediately 

apparent that the transmitted reference system will perform poorly at low signal levels 

because noise and interference are present on both signals which are cross-correlated 

at the receiver. In addition to being prone to jamming (in hostile environments), the 

data is easily determined by any listener who has access to both the modulated and 

unmodulated carrier signals. Because the transmitted reference system in principle uses 

two channels, there is an extra bandwidth requirement which may be difficult to match 
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[2.8]. The use of stored reference and matched filter configurations overcome these 

shortcomings but with stringent synchronisation requirements. Data recovery in the 

latter two configurations require three levels of synchronisation [2.8] viz: 

» Correlation interval synchronisation: The receiver correlators require marker pulses 

to indicate when the integration interval begins and where it ends. The interval sync 

serves two purposes; it provides the timing for the sampling operation and also 

initialises the state of the narrowband filter to zero at the beginning of each correlation 

interval. In a direct-sequence system, these signals usually correspond to the data 

symbol clock pulses while in frequency-hopping systems in which the data symbol 

time exceeds the hop time, 7, the interval sync pulses must indicate the duration of 

a single frequency. In direct-sequence systems, these signals usually corresponds to 

the data symbol clock pulses. However, for frequency-hopping systems in which the 

data symbol exceeds the hop time, the interval sync pulses must indicate the duration 

of a single frequency so as to preclude signal correlation spanning random phase 

transitions. 

» Spreading waveform generator synchronisation: Absolute control of the epoch of 

the spreading waveform generator’s output and the rate at which the output is 

produced requires timing signals to keep the process in sync. In direct-sequence 

systems, this is achieved by using a clock that operates at the chip rate 1/T., while the 

same process is accomplished in a frequency hopping system by a similar clock that 

operates at the hopping rate 1/T,,. 

» Carrier synchronisation: In order to obtain ideal spread spectrum signal reduction 

to baseband in the receiver, it is necessary that the receiver’s local oscillator output 

is in frequency and phase synchronism with the received signal’s carrier. The two 

requirements of carrier sync is usually attainable in direct-sequence systems while in 

frequency hopping systems, only the frequency synchronism is maintained and the 

phase sync is difficult to establish due to the random phase brought about from the 

hopping process. This same reason explains why signal demodulation in the frequency 
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hopping systems is usually performed non-coherently. 

2.5 CHARACTERISTIC FEATURES OF SPREAD SPECTRUM 

Spread spectrum is typically designed to be transparent to other users. This implies 

that spread-spectrum signals are designed to provide negligible interference to the 

communications of existing users. The low probability of intercept (LPI) and low 

probability of detection (LPD) features of spread spectrum permits transmission 

between users of a spread spectrum network without the existing users experiencing 

significant interference. 

A characteristic of spread spectrum that is of particular interest in mobile 

communications is the ability of a wideband signal to resist multipath fading effects. 

A property of multipath fading is that frequencies, separated by only a few hundred 

kilohertz may fade essentially independently. Thus at any given time when the signal 

has a large bandwidth, only a small portion of the bandwidth will be in fade. The 

average received signal power can be made more nearly constant than it would be for 

a narrowband signal. This resistance to fading is an essential consideration in the 

potential application of spread-spectrum to mobile communication situations. The anti- 

jam characteristic of spread spectrum is used in military communication systems to 

ensure secure transmission and in general, to suppress the level of intentional 

interference in hostile environments. 

2.6 APPLICATIONS OF SPREAD SPECTRUM METHODS 

The historical developments of spread-spectrum has been outlined in section 2.1. Since 

the earliest applications, system improvements have been more evolutionary than 

revolutionary [2.23]. Like most improvements in electronic systems, these are 

primarily due primarily to the availability of ever higher speed integrated circuit 

components thereby providing the needed wider spread spectra. Indeed, current 
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developments in microelectronics have made it possible for the achievable spreading 

bandwidth to grow by about three orders of magnitude to the point that limitations 

have been due to bandwidth allocation rather than technology [2.23]. 

The primary purpose and applicability of spread-spectrum techniques is threefold, 

namely, interference suppression, energy density reduction and ranging or time delay 

measurement. Among these, the foremost application of spread-spectrum is the 

suppression of interference which may be characterised as any combination of the 

following: 

@ Other Users: deliberate (hostile or unintentional). 

@ Multiple Access: spectrum sharing by "coordinated" users. 

¢ Multipath: self-jamming by delayed signal. 

Until very recently, protection against in-band interference, known as anti-jamming 

(A/J), has been the single most extensive application of spread-spectrum 

communication. The application of spread-spectrum for multiple access has increased 

rapidly in recent times. In multiple access, numerous users share the same spectrum 

in a coordinated manner, such that each user employs signalling characteristics or 

parameters (often referred to as codes) which are distinguishable from those of all 

other users. This process of sharing the available spectrum, so-called code division 

multiple-access implies that by distinguishing signals in this way, separation in the 

more common dimensions of frequency or time is not required, and hence the usual 

transmission tolerances need not be imposed on these parameters. The application of 

spread-spectrum for communications over multipath channels is to suppress the self- 

interference caused multipath in which delayed versions of the signal, arriving via 

alternate paths, interfere with the direct path transmission. 

The second class of application pertains to the reduction of the energy density of the 

transmitted signal. With a spread spectrum receiver providing, say a 30dB processing 

gain, the SNR at the output of the receiver will be 30dB higher than that at the 

receiver input. Hence, with large processing gains, the spread spectrum receiver can 
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operate at extremely low SNRs. In addition to the potential for achieving privacy in 

communication by spreading the signal sufficiently enough to hide in the background 

noise, there is minimised detectability of the transmitted signal to meet international 

allocation regulations [2.16]. 

Traditionally, ranging or position location is accomplished by transmitting a pulse 

signal and measuring its delay. Error in delay measurement is inversely proportional 

to the bandwidth of the signal. Obviously, a one-shot measurement on a single pulse 

is not very reliable. However, with a spread spectrum signal, ranging is accomplished 

by transmitting a long sequence of binary PSK-modulated signal. Correlation of the 

received signal with a local replica is used to perform an accurate range and delay 

measurement. Moreover, a broadband signal can be resolved in time more than a 

narrowband signal, hence an accurate measurement of delay times can be obtained. 

This feature is utilised in many spread-spectrum based radar systems intended for 

high-resolution target detection, and several other electronic navigation systems 

incorporating spread spectrum signals have been reported [2.41]. Some of these 

systems are briefly described and the necessity of using spread spectrum signal 

transmission in these systems is highlighted. 

2.6.1 Advanced Radio Communication Networks 

One of the early and most successful advanced communication networks for both the 

military and civilian applications is the Global Positioning System (GPS). The GPS 

employs direct sequence spread spectrum with Gold codes to enable users of the 

service to determine their position on the earth surface by measuring their ranges to 

four GPS satellites whose positions are accurately known. Using spread spectrum code 

tracking circuitry, the propagation delay between the transmitter and the receiver is 

tracked and used to provide the range measurement. The use of spread spectrum in the 

GPS system was prompted by the need to provide uncoordinated multiple-access 

capability, since each user of the system must receive signals from several satellite 

systems (whose signals are constantly transmitted) in order to obtain accurate 
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measurement of their spatial positions. Distinct codes are therefore assigned to all the 

satellite systems to allow for identification. Furthermore, the spread spectrum signal 

provides an increased resolution capability to enhance the measurement accuracy. 

In the Joint Tactical Information Distribution System (JTIDS), a tactical spread 

spectrum radio network provides jam-resistant communications and locations for 

troops in combat situations. The jamming resistance is achieved using a hybrid direct- 

sequence/frequency-hop/time-hop transmission strategy. The use of this complex 

hybrid technique provides the needed transmission security using the LPD and LPI 

characteristics of the spread spectrum signal. In yet another application , direct- 

sequence spread spectrum links operating in the S and Ku frequency bands are used 

to furnish tracking and data relay satellites (TDRS) that maintain communication 

between the NASA space shuttle and ground stations. The shuttle link operates around 

a carrier frequency of 2.2GHz and the transmitted signal is a BPSK spread spectrum 

signal, with convolutionally-coded data modulo-2 asynchronously added to the direct- 

sequence spreading code. Thus the TDRS signals are transmitted with a reduced power 

spectral density so that they reach the earth’s surface at a level low enough to meet 

the CCIR requirements [2.41]. 

2.6.2 Digital Wireless Indoor Communication Networks 

Wireless communication in an indoor environment such as local area networks (LAN) 

is characterised by a Rayleigh-fading multipath channel. Direct-sequence spread 

spectrum multiple access, being rather robust to the delay distribution [2.32], seems 

a promising approach to provide data communication between computers and other 

similar equipment. Proposals on wireless communications for office information 

networks using direct-sequence spread spectrum have been reported [2.42-2.44]. There 

is also an ongoing research and development project on "Advanced Wireless 

Networking Testbed" using direct-sequence spread spectrum modulation to advance 

the state of the art in wireless network communications [2.44]. 
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2.6.3 Digital Cellular Radio and Personal Communication Networks 

The recent most extensive commercial application of spread spectrum is to digital 

cellular radio and personal communication networks. Field trials [2.45] have been 

undertaken in America, Germany, Japan and Switzerland and the outcome of this 

experimental system has demonstrated the increased capacity performance and 

efficient spectral utilisation of spread spectrum systems. Currently, cellular companies 

representing at least seven of the top ten largest markets in the US are now committed 

to CDMA digital cellular system and its PCN extensions as their primary choice for 

the provision of the next generation of advanced communications services [2.46]. 

In the civilian sector, other new applications of spread spectrum are emerging. 

Recently, communications using direct-sequence spread spectrum modulation on 

electric power distribution circuits has been reported by van der Gracht et al. [2.47]. 

Such applications include automatic electricity metering and load control. The inherent 

noise immunity of spread spectrum has been exploited to overcome the high voltage 

noise sources such as switching spikes and transients present along the mains network. 

Since the power supply network consists of copper wiring, providing interconnections 

to several residences, factories and office buildings, there is a potential for using 

spread spectrum to provide data communications on this network. Currently, typical 

data rates for electricity metering are 200 bits/s with a direct-sequence spread 

bandwidth of 100kHz from 50kHz to 150kHz. 

2.7 SUMMARY 

The historical origin of spread spectrum communications and a general description of 

its basic concepts has been presented. On the suitability of the spread spectrum 

modulation scheme for mobile radio, it has been shown that the direct-sequence spread 

spectrum system is the most favoured compared to the frequency-hopping system. In 

addition to its excellent multipath mitigation capability, both coherent and non- 

coherent detection can be implemented with moderate complexity using direct- 
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sequence modulation. This is not the case with frequency-hopping systems where 

phase coherence is difficult to maintain when the signal frequency is hopped over a 

wide range, hence, frequency-hopped signals are demodulated non-coherently with the 

penalty of an increase in SNR required to achieve a given BER. Therefore, the direct- 

sequence modulation scheme has been studied further, and the use of BPSK data 

modulation has been incorporated to derive a general mathematical representation of 

the direct-sequence CDMA system. This development together with an evaluation of 

the different types of spreading codes would enhance the simulation and a general 

performance evaluation of the CDMA system to be presented in subsequent chapters. 

A detailed evaluation of the binary pseudo-noise sequences for spread spectrum 

modulation is presented in the next chapter. 
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CHAPTER 3 

BINARY PSEUDONOISE SEQUENCES FOR 
SPECTRUM SPREADING MODULATIONS 

3.1 INTRODUCTION 

Code sequences are employed in spread-spectrum systems to spread and despread the 

bandwidth of a data modulated carrier. These sequences are usually generated from 

a linear feedback shift register whose contents during each time interval are linear or 

non-linear combinations of the contents of the register during the preceding time 

interval. The generated sequences are generally referred to as pseudonoise (PN) 

sequences’. There are generally two classes of PN sequences, namely periodic and 

aperiodic sequences. The aperiodic (random) sequence does not repeat itself in a 

periodic manner and has a value of zero outside its stated interval. A known aperiodic 

sequence is the Barker sequence [3.1]. Such a sequence is known to exist with fewer 

set sizes and is more complex to generate compared to the periodic sequences. 

Furthermore, the Barker sequences are usually too short for use as spreading functions 

in spread-spectrum systems, and therefore will not be considered any further. 

Periodic sequences are widely used in spread-spectrum systems, owing to their 

simplicity of generation and the ease with which they can be manipulated to provide 

sequences of any desired length. Based on method of generation, there are two basic 

types of periodic sequences used in spread-spectrum systems, especially for multiple- 

access. These are the maximal-length and composite sequences. The composite 

sequences are basically derived from a linear combination of two components of 

maximal-length sequences. 

‘Also known as PRBS for Pseudo-Random Binary Sequence or simply PN sequences. 
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Successful operation of any spread-spectrum system partly depends on the efficiency 

of the code design [3.2]. For example, in direct-sequence systems the spectrum of the 

information signal is expanded, using codes at the transmitter, to occupy the whole of 

the available bandwidth. In CDMA, the channel separation is primarily due to the 

coding. In fact, the type of code used sets bounds on the capability of the system, 

bounds that can only be varied by changing the type of codes [3.2]. Thus, the 

investigation of pseudo-noise sequences for spread-spectrum systems is of unequivocal 

importance and therefore necessary in order to enhance the performance of the system. 

Hence, in this chapter, analytical and software evaluations of three classes of codes, 

namely Gold, Kasami and Maximal-length sequences, that have found extensive use 

in CDMA systems are presented. In addition, some design criteria for the spreading 

codes with respect to multiple-access, synchronisation and interference suppression are 

described. In particular, methods of code selection, design and optimisation for spread- 

spectrum multiple-access applications are discussed. Both periodic and aperiodic 

correlation parameters that characterise the behaviour of these codes are also reviewed. 

In addition, the results of software evaluations are featured. 

3.2 PN SEQUENCE GENERATION AND CHARACTERISTICS 

Pseudonoise sequences have found extensive application as spectrum-spreading 

modulations for direct-sequence systems, as hopping pattern sources in frequency- 

hopping and time-hopping systems, and as filter section controllers in matched filter 

spread-spectrum systems. A major problem in the design of random sequences for use 

in a multiple-access scheme rests with the generation of a sample of a sequence of 

independent random variables, uniformly distributed on the available alphabet for use 

at the spread-spectrum transmitter, and an identical sample sequence at the receiver 

for use in the detection process. Such sequences have cryptographic properties 

ensuring the highest level of security. However, the replication of the sample random 

sequence at the receiver without having it transmitted along with the information is 

difficult to achieve in practice [3.3]. 
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To provide spread-spectrum systems with spreading functions, logical functions are 

used to generate samples of random-like sequences with a real system possessing 

finite storage capacity/generating complexity. If the N bits of a specified binary 

sequence { b,, n=1,2,...,N }, are not sufficient to complete the communication process, 

the sequence must be reused, i.e., 

Cain = pn for all n (3.1) 

This method of periodic extension of the sequence to furnish the communication 

process is the most feasible since any other method would require additional memory 

to supervise the algorithm. In fact, the spread-spectrum multiple-access system 

simulated for the purpose of this investigation (a description of which is given in 

chapter 5), employs spreading sequences using this approach of periodic extensions 

to furnish the whole communication process. 

Two approaches in which the complete sequence is stored simultaneously within the 

generator are shown in Figure 3.1. One is ROM-based and the other uses a linear- 

feedback shift register (LFSR) [3.4]. Both have the property that they work equally 

well with any desired sequence {c,} with an obvious penalty for memory, requiring 

N binary storage elements and supporting hardware. Shift-register sequence generators 

are similar to oscillators in the sense that they provide an output signal but are not 

driven by an input signal, their next memory state being a prescribed function of their 

present memory states. The period of the sequence is therefore upper bounded by the 

number of distinct states, the number being 2” when the memory is composed of m 

binary storage elements. Hence when implemented in binary, the minimum number 

m of memory necessary to support period N operation is given as: 

m = [1og,(N) (3.2) 

where [kl denotes the smallest integer greater than or equal to k. Various families of 

PN codes can be generated with the use of particular feedback arrangements for which 

deterministic code sets are obtained. The feedback taps specified for particular codes 

or code sets are referred to as the feedback polynomials [3.5]. The PN generators to 
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be evaluated in this chapter are of the LFSR type. The LFSRs provide 2 advantages: 

firstly, they are readily amenable to analysis, and secondly, they provide a register 

through which flows a steady stream of pseudo-random bits. 

In direct-sequence spread-spectrum communications systems, periodic sequences are 

modulated by a data signal in such a way that the binary data signal determines the 

polarity of the binary sequence. Under multiple access situations, there is more than 

one of these signals being transmitted at the same time and in the same frequency 

band. Signal separation at the receiver is achieved through the assignment of a unique 

sequence to each transmitter. However, uniqueness is not nearly enough and the need 

for the signature sequences to bear good correlation properties have been reported in 

the literature [3.2-3.7]. 

The correlation properties of the code sequences used in spread-spectrum systems 

depends on the type, length, chip rate and structure of the particular code being used. 

Two correlation properties, namely, periodic and aperiodic correlation functions can 

be used to characterise and therefore address the merit of a code set when used as 

spreading functions in spread-spectrum multiple-access systems [3.8]. These 

correlation functions are useful in the determination of theoretical performance 

measures such as average cross-correlation noise variability which can be used to 

determine bit-error rates (BER), frame synchronisation errors, acquisition time and the 

upper bound on spectral efficiency of CDMA systems [3.9]. In the following sections, 

the periodic (both full and partial) correlation functions of binary PN sequences and 

their significance in code selection for multiple-access applications are discussed. 

Based on the periodic correlation functions, a novel sequence selection algorithm for 

cellular CDMA is proposed and evaluated. Subsequently, the concept of aperiodic 

correlation functions and related parameters are discussed. Numerical and software 

evaluation of the aperiodic correlation functions and parameters are then featured. 
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3.3. PERIODIC CORRELATION FUNCTIONS 

Most communication systems, especially those using code-addressed techniques for 

multiple-access, require sets of signals which have one or both of the following 

properties: 

(1) Each signal in the set is easily differentiated from a time-shifted version of 

itself. This is referred to as the auto-correlation property. 

(2) Each signal in the set is easily differentiated from a (possibly) time-shifted 

version of every other signal in the set. This is called the cross-correlation 

property. 

A third property, known as partial correlation, is of significance in spread-spectrum 

systems in which the duration of the sequence is much greater than the duration of a 

message bit. This is so because correlation in the receiver must take place over a time 

interval corresponding to a message bit duration, and as a consequence, correlation 

over the full period of the sequence cannot occur. In the course of designing the 

spread-spectrum communication system in this study, periodic sequences of duration 

that spans over exactly one bit period are used. However, for effective code sequence 

acquisition during the synchronisation process at the receiver, knowledge of the partial 

period correlation behaviour of the code is essential [3.10]. Furthermore, it has been 

shown by Lee et al. [3.11], that accurate evaluation of the acquisition and tracking 

performance of a direct-sequence spread-spectrum system requires a knowledge of the 

partial correlation of PN sequences. It is therefore instructive to examine how the code 

sequence behaves when correlation happens over only a part of its period. This is 

considered in a later in this chapter. 

3.3.1 Periodic Auto-correlation and Cross-correlation Functions 

The periodic auto-correlation function (PACF) of a code refers to the degree of 

similarity between a code sequence and phase-shifted replica of itself, while the 
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measure of agreement between two different codes is the periodic cross-correlation 

function (PCCF) of the two codes. A spreading waveform c(t), of unit amplitude [+1], 

with a period T=NT,, (T, is the chip period) has a discrete PACF defined as 

N-1 

0,,(n) = NY on nk k-0,1,...N (3.3) 
n=0 

Since the waveform c(t) is periodic (i.e. c,,y=c,), then the same PACF value is 

obtained at k=0, N, 2N, 3N, etc. The PACF value at these points is known as the peak 

PACF. However, when 0 < k < N, then the PACF at these points is referred to as the 

out-of-phase PACF. 

Given, two spreading waveforms c(t) and g(t), the PCCF of these two deterministic 

waveforms is defined by [3.12] 

N-1 

1 
8,.(72) 4 wy on8 nek k=0,1,...N (3.4) 

n-0 

where the two waveforms are assumed to be of the same period T. Since c(t) and g(t) 

are periodic, it follows that the PCCF is also periodic. 

It is worth noting that the PCCF expression in eqn. (3.4) applies to asynchronous 

communication systems where the transmissions of the various users are not scheduled 

or slotted in time. In such situations, evaluation of the PCCF needs to be obtained at 

all possible time shifts of the second sequence since the second-user signal may arrive 

at the desired receiver with different time delays. Indeed the present evaluation 

assumes asynchronous transmission of signals so that the PCCF expression of (3.4) 

is applied throughout. However, for a synchronised communication system the 

transmission of all the users is slotted or synchronised, hence, the PCCF is evaluated 

at the zero-shift only and the PCCF of eqn. (3.4) is modified by setting k=0. 
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3.3.2. Partial-Period Auto-correlation Function 

The criteria for selecting a preferred code length for spread spectrum systems can be 

shown to be based on a trade-off between achieving a greater spreading bandwidth? 

and minimising the period of code acquisition for effecting synchronisation during 

signal detection. The rapid synchronisation of code sequences during detection often 

requires that an estimate of the correlation between the received code (embedded in 

the received signal) and the receiver despreading code, be made in less than a full 

code period [3.7]. Thus the correlation estimate is based on a correlation over a partial 

period and is related to the partial auto-correlation properties of the code. The auto- 

correlation properties of the PN sequences have been shown in eqn. (3.3) to be defined 

over a complete cycle of the sequence. However, this auto-correlation function can be 

guaranteed only when the integration of eqn. (3.4) is over a full period of the 

waveform c(t). Since the partial auto-correlation is associated with an integration over 

a fraction of the code period, it is dependent on the size of this fraction and the 

starting time of the integration. The partial auto-correlation function of a spreading 

waveform c(t) is defined by [3.7] 

t+T,, 

OC t62,) = $ | c(A)C(A +1) da (3.5) 
Ww 

where T,, is the duration of the correlation and tf is the starting time of the correlation. 

By using the definition of the spreading waveform c(t) as consisting of a unit 

amplitude of [+1] duration, the discrete partial auto-correlation function of a PN 

sequence may be expressed as 

K'+W-1 

re KRW) = TY Colt (3.6) 
n=k’ 

where k’ is the beginning of the correlation window which ends at k’ + W and 

  

*For a given data rate, an increase in the spreading bandwidth would increase both the multipath 
and multiple access interference rejection capability of the CDMA system. 
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W=T,/T.. Thus, in discrete terms, the value of 6,.( k, k’, W ) is the number of 

agreements minus the number of disagreements between the sequence (imbedded in 

the received signal) at time shift (t = k) and the local PN sequence at the receiver (at 

time shift t = 0 ) over the window beginning at k’ and ending at k’ + W. Software 

evaluation of the partial-period auto-correlation function of a maximal-length sequence 

is presented in section 3.5. 

3.4 DIRECT-SEQUENCE MULTIPLE ACCESS SIGNAL DESIGNS 

In most applications, more than one spread-spectrum sequence is often required to 

operate within the same locale and bandwidth, i.e. in a multiple-access environment. 

The separation of the different spread-spectrum signals by receivers participating in 

the CDMA scheme depends on several factors, among which are the nature of the 

spreading sequences, the modulation format and the receiver detector structure [3.3]. 

A tractable criterion for direct-sequence CDMA signal design is the minimisation of 

the absolute value of periodic correlation between signals. The PACF and PCCF of 

PN sequences have been defined in eqns. (3.3) and (3.4), respectively. The out-of- 

phase PACF has also been defined as the auto-correlation at a time shift other zero. 

The maximum magnitude of the out-of-phase PACF of the spreading waveform c(t) 

can therefore be defined as 

cman) = max |8,(K)| (3.7) 
max) 0<k<N 

and the maximum PCCF magnitude between the waveforms c(t) and g(t) is given by 

eBay ~ 212% |P-g(05| (3.8) 

The criterion for sequence selection for DS CDMA system design is the minimisation 

of the values 9, (max ANd 8,» max): This criterion in itself may not correspond to any DS 

CDMA network performance measure, but it can be stated that any signal set which 
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optimises network performance probably has a small value of 0, (max)» Hence selection 

of signal code sets with smaller , ;,,,, enhances the system multiple-access capability. 

This has been confirmed from theoretical analysis [3.13] and computer simulation 

[3.14] of a DS CDMA system. 

Another requirement for sequence selection is that it should be periodic. This implies 

that for any code to be reproduced, and be aligned so that transmitter-receiver time 

uncertainty is removed during synchronisation, it must have a finite length. In 

situations where a capability against repeater jamming is not a requirement, the code 

period N may be relatively short, its value in most instances being underbounded by 

the multipath time-spread of the channel. Hence in some multiple-access designs 

which preclude the requirement for anti-jamming provision, signal correlations can be 

determined over full periods of the shorter sequence. However, when anti-jamming 

capability is required, the design of a code sequence with a large period and longer 

span is necessary [3.15]. 

3.4.1 Maximal-length Sequences 

Maximal-length shift register sequences, widely known as m-sequences, are generated 

from linear-feedback shift registers. They have the property that all of the possible 

shift register states apart from the all-zero state are occupied in a single cycle of the 

generated sequence. Thus, for an n stage shift register, the maximum length of the 

generated sequence, N is given by 

ony (3.9) 

An m-sequence contains 2" ones and 2-1 zeros. To achieve the maximal 

occupancy of ones and zeros in the sequence, it is necessary to select the feedback 

polynomial from the set of irreducible polynomials’ with the same order as the 

  

3An irreducible polynomial defined over an arithmetic field, GF(q), is a polynomial that cannot be 
factored into a product of polynomials over GF(q). These polynomials which are characteristic 
polynomials of m-sequences, are called primitive polynomials, a table of which is given in ref. [3.5]. 
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feedback shift register stage. The modulo-2 sum of an m-sequence and any phase shift 

of the same sequence is another phase of the same sequence. This is known as the 

shift-and-add property, which is later exploited to generate a code set family with 

desirable multiple-access characteristics. 

The PACF of an m-sequence is two-valued and is given by [3.16] 

1.0 k=IN 
= (3.10) 

8.) i k+#IN 

where / is any integer and N is the sequence period. The PACF and PCCF of a 255-bit 

m-sequence have been obtained from computer simulation using eqns. (3.3) and (3.4), 

respectively. It is clear from the expression in eqn. (3.10) and the PACF plot given 

in Figure 3.2a that an m-sequence is characterised by a flat periodic auto-correlation 

sidelobes, which provide a good approximation to the ideal auto-correlation for short 

spreading sequences [3.9]. However, it is evident from the plot in Figure 3.2b that the 

cross-correlation function between any pair of m-sequences of the same period can 

have relatively large peaks, which is unacceptable for CDMA applications [3.17]. 

Although it is possible to select a subset of m-sequences (so called maximally- 

connected sets) that have relatively smaller cross-correlation peak values, the number 

of sequences in the set is usually too small. Therefore, as a multiple-access code set, 

the m-sequence does not provide adequate capability for system subscribers who each 

would require their own unique code assignment. Thus, m-sequence sets in isolation 

are not favoured for practical high-traffic-capacity CDMA systems [3.9]. 

3.4.2 Gold and Kasami Sequences 

The two most widely known and used CDMA signal designs are Gold sequences 

[3.18, 3.19] and the small set of Kasami sequences [3.12, 3.20]. Gold sequences were 

derived from the fact that selected pairs of m-sequences exhibit a three-valued periodic 

cross-correlation function with a minimised upper bound on the correlation levels as 
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compared with the rest of the m-sequence sets. This m-sequence family subset is 

referred to as the preferred pair. Thus for each shift-register stage n, there exists a 

unique subset of preferred pairs of m-sequences with controlled PCCF and PACF 

sidelobe levels given by{ -1, -t(n), -t(n)-2, }, where 

2mD2 + 4 n odd tn) = (3.11) 
Qmi22 + 4 n even. 

Gold [3.18] suggested combining (by modulo-2 addition) two preferred pairs of m- 

sequences with identical periods to produce a set of CDMA codes with enhanced 

periodic cross-correlation properties derived from the original pairs. These processes 

can be repeated for all possible cyclically shifted modulo-2 addition of the preferred 

pairs of sequences, to generate a new family member at each successive shift. The set 

of sequences derived from and including the original preferred pair are known 

collectively as Gold codes. The Gold-derived algorithm for the selection of preferred 

pairs requires the use of code tables that lists the polynomial roots, as arbitrary 

selection of code pairs can result in poor correlation performance [3.7]. Further details 

about the selection algorithm can be found in [3.16,3.20]. Including the two 

component m-sequences, a family of Gold code set contains 2"+1 sequences. Any one 

member of the Gold sequences set with n odd has 9, j,,, that satisfies the bound 

OF sil 2a, (3.12) 
(max) 

The small set of Kasami sequences is a binary linear signal design whose components 

are an m-sequence with period L=2”-1, with L being even, and a decimated‘ version 

of the same m-sequence with a shorter period L=2”’-1. The period of the latter m- 

Sequence divides the longer period of the first m-sequence exactly by a factor, 

r=2”’+1. It has been established by Kasami [3.12] that the periodic cross-correlation 

  

“Decimation of an m-sequence implies the formation of another sequence by sampling the original 
sequence at successive chip intervals r=2’+1, starting from the first chip and spanning a length equal 
to the period of the original m-sequence. Proper decimation of an m-sequence to produce a second 
component m-sequence is necessary in generating a Kasami code. 
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of these two m-sequences, over the longer period, is -1+2”” at all relative phase shifts. 

Hence, the out-of-phase auto-correlations and cross-correlations for the small set of 

Kasami codes take values from the set { -1, t(n)-1, and -t(n)-1 }, where 

t(n) = 22 (3.13) 

By adding the longer period m-sequence to this set gives 2”” sequences with a 0, (max) 

of 2”7+1. An evaluation of the Welch’s lower bound on the maximum cross- 

correlation of signals [3.5] for the small set of Kasami sequences gives 

Q, = 2241, (3.14) 
(max) 

There also exist a large set of Kasami sequences [3.12] with a rather degraded cross- 

correlation and out-of-phase auto-correlation properties. This evaluation, however, did 

not consider the large set of Kasami sequences since it is not suitable for a multiple- 

access system and therefore will not be discussed any further. Details on this class of 

Kasami sequence can be found in the literature [3.12]. 

A direct comparison of the correlation bounds for the three types of codes clearly 

indicates that the Kasami sequences are optimal in the sense of minimising the 

maximum absolute value of the correlation parameter, ®, jm,). Figures 3.3 and 3.4 

show the auto-correlation and cross-correlation functions of 255-bit Gold and Kasami 

codes, respectively. These plots compares favourably with the theoretical results, albeit 

the Gold codes showing a 4-level cross-correlation bounds of -17, -1, 15 and 31 as 

compared to those of -17, -1, 15 for the Kasami code. This is because the 255-bit 

Gold code is actually classified [3.12] as a Gold-like code, being generated from two 

8-stage (mod-4) maximal-sequences. The 3-level theoretical bounds is well achieved 

with a 127-bit Gold code as shown in Figure 3.5. A closer examination of the cross- 

correlation plots reveals that the probability of having a cross-correlation of -1 is more 

pronounced for Gold codes than it is for the Kasami codes. Of course the higher the 

probability of a ’-1’ cross-correlation the better is the code. Therefore, the selected 

Gold codes are on one hand better than the Kasami codes (higher probability of ’-1’ 

cross-correlation and on the other hand they are worse than the Kasami codes because 
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of their higher peak cross-correlation bound. It is therefore inconclusive as to which 

of the two codes is better suited for CDMA applications using only the two cross- 

correlation plots (Figures 3.3b and 3.4b). It is envisaged that their performances as 

spreading functions in CDMA systems would depend on the whole spectrum of their 

cross-correlation functions and not just on their peak values. 

The partial-period auto-correlation property of PN sequences and its significance in 

assesing the synchronisation performance of spread spectrum systems have been 

discussed in section 3.3. The partial PACF of a 255-bit maximal-length sequence 

obtained from software simulation is given in Figure 3.6. A correlation window 

spanning 50 bits has been used. This plot shows that the partial PACF is not as well 

behaved as that of the full PACF. The partial PACF of the maximal-length sequence 

is not 2-valued as it was for the full-period PACF. The variation in the partial PACF 

of PN sequences as a function of window size W and window placement k’ makes its 

characterisation as a closed form equation a difficult task to achieve. 

3.5 A NOVEL SEQUENCE SELECTION ALGORITHM FOR DS CDMA 

It is now well established that the performance of a DS CDMA system partly depends 

on the spreading sequences allocated to a user and therefore, the periodic and 

aperiodic correlation functions are used to address the merit of a code set. For 

asynchronous CDMA networks, because of the significant delays incurred by different 

users separated by relatively long distances, the aperiodic cross-correlation and/or the 

odd auto-correlation functions (to be described in subsequent sections) seems 

appropriate and practical to judge a code set [3.13]. However, in other CDMA 

applications such as PCNs, indoor wireless networks (IWCs), and microcellular 

networks where the effective coverage of each cell is relatively small and the cells are 

synchronised or slotted in time, the peak periodic cross-correlation seems to be more 

important than the aperiodic cross-correlation in determining the system performance. 

In particular, the occurrence frequency of the cross-correlation values has been 
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considered as an additional parameter to judge the merit of a CDMA code set [3.8]. 

An approach that combines both the effect of the cross-correlation values and their 

occurrence frequency is to consider the average cross-correlation of any code in 

relation to other codes over all possible phase shifts in the correlation spectrum. The 

basis for this novel proposal is as follows. It has been identified in reference 3.7 that 

it is difficult to establish which code set among Gold and Kasami is better suited for 

CDMA applications by merely looking at their cross-correlation plots, since the 

performance of any code set depends not only on their peak cross-correlation values 

but on the whole spectrum of their cross-correlation functions. Subsequently, computer 

simulation of a DS CDMA system gave results with superior BER performance for 

Gold spreading codes as compared with that of Kasami codes of the same length, 

despite the fact that the Gold codes bear higher cross-correlation bounds than the 

Kasami codes. This is because the Gold code had higher probability of a "-1" cross- 

correlation compared to the Kasami code. This fundamental result formed the basis 

for considering the cross-correlation values averaged over all possible time shifts of 

the correlation spectrum to judge the merit of a code set for CDMA purposes. 

Both Gold and Kasami codes are non-maximal sequences with bounded periodic auto- 

correlation and cross-correlation peaks which are thought to set a corresponding bound 

on their performance when used as spreading functions in spread spectrum systems. 

However, the performance of each code set varies within a family set. For a CDMA 

system of a limited number of users, the best code set with respect to multiple-access 

(or mutual) interference has to be selected from a given family. Thus by averaging the 

periodic cross-correlation and/or the auto-correlation values over the whole spectrum 

of the correlation function, the variation in the average values will show which code 

set from a particular family would give less mutual interference when used for 

multiple-access. Hence, the average cross-correlation and/or the auto-correlation 

sidelobe could be used as a measure of performance and a possible sieve in code 

selection within a particular family. An algorithm for such sequence selection is now 

introduced and described. 
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3.5.1 The Sequence Selection Algorithm 

The procedure for the selection of Gold and Kasami sequences from a given family 

set using their periodic correlation properties is proposed based on either their cross- 

correlation or auto-correlation functions, depending on the required system application. 

It is well known that for composite binary sequences generated from two source m- 

sequences (i.e. Gold and Kasami codes), the peak of the auto-correlation function at 

zero shift is numerically equal to the sequence period. However, the off-peak auto- 

correlation function (so called sidelobes levels) are not generally the same for the 

different sequences in a family set due to differences in occurrence frequency. 

It is also known that for the purpose of rapid code synchronisation and achieving 

higher processing gains, the code sequence needs to bear unambiguously sharp auto- 

correlation function (i.e. lower sidelobe levels). Hence the first selection criteria would 

be the minimisation of the off-peak auto-correlation (ie. the sidelobe level). Thus for 

each code sequence within a family set, the product of the sidelobe level and its 

occurrence frequency averaged over the total length (period) of the sequence can be 

determined. This would give different values for different sequences within a family 

set and the result can be used as a basis for sequence selection. This is the first 

approach towards re-grouping code sequences from a given family set satisfying some 

periodic correlation bounds. The obvious limitation of this selection criterion is that 

the effect of cross-correlation between sequences, critical to multiple-access 

performance is not considered. Therefore, applications employing Gold and Kasami 

sequences that do not require knowledge of cross-correlation could use this criterion 

for sequence selection. The likely applications are in channel sounding, time-of-arrival 

measurements (TOA), and in tracking and position location such as the global 

positioning system (GPS). 

The second approach makes use of the cross-correlation functions of the code 

sequences. In this respect, the method of averaging the cross-correlation values is 

essentially the same, except that in the previous case (i.e. using the auto-correlation 
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function), the averaging process does not take into account the zero-shift auto- 

correlation peak value. A description of the algorithm formulation is given as follows. 

The preferred three-valued cross-correlation functions of Gold and Kasami sequences 

defined in eqns. (3.11) and (3.13), respectively, are used to determine the average 

cross-correlation functions for any sequence from a particular family set. Let i be any 

of the three preferred cross-correlation values that occurs over all possible sequence 

phase shifts / such that 0 <1 < N, with N being the sequence period. This implies that 

ie { -l, -t(n), t(n)-2 }, where t(n) is as defined in eqns. (3.40) for Gold sequences. 

If (i) denotes the number of times that i occurs (hereafter referred to as the 

occurrence frequency), then the average cross-correlation between two Gold codes w 

and y is given by 

a
 _ Lln@»i| (3.15) Wayg N 

where N is the sequence period. The above expression thus computes the product of 

the cross-correlation peak and its occurrence frequency and averaged over the whole 

cross-correlation spectrum. This expression gives the average cross-correlation between 

two-user codes only. In a practical CDMA system, more users share the channel 

resources simultaneously, hence, the effect of other users’ codes can be included by 

taking the overall average cross-correlation. Assuming that there are K active users, 

then at any one receiver there will be a total of K-1 cross-correlation effects on the 

desired signal. Thus, the overall average cross-correlation due to all active users may 

be expressed as 

K-1 

~ (K) mw 3.16 Baye gaat) Y Sora (3.16) 

where K refers to the number of active users’ codes undergoing cross-correlation. The 

computational requirement of this algorithm for a total of K users involves 

determining '2K(K-1) cross-correlations. 
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A software program that computes the overall average cross-correlation (herein 

referred to as the periodic interference parameter) according to the expression in eqn. 

(3.16) has been developed. This program computes for each sequence set within a 

family, the periodic interference parameter which weights the level of multiple-access 

interference the desired user experiences from the presence of other users in the 

system. Thus each sequence set within a family would have different interference 

parameter and the variation in this parameter can be used as a basis for selection. In 

order to select the best code from a Gold or a Kasami family set for allocation to 

CDMA users, a software routine was written to "bubble-sort" these sequences, based 

on the relative magnitude of their interference parameter. Thus the code sets are then 

arranged according to the magnitude of their interference parameter. Therefore, if it 

is required to select a Gold or a Kasami code set for a CDMA system with a limited 

number of users K, such that K is less than the available code family size N,, then the 

first K set of codes are allocated to the users of the system. This then ensures that the 

code sequences with the lowest magnitude of the interference parameter are allocated 

first while those with higher magnitudes are allocated last. 

Table 3A.1a (see Appendix 3A) shows the mean auto-correlation sidelobe level 

averaged over the whole length of the spectrum for a 63-chip Gold code which 

supports a 65-user system (i.e. including the two source m-sequences). The parameter 

code_no identifies the time shift of the 2nd m-sequence to generate the corresponding 

Gold code. From this table, it is clear that code_no 64 and 65 which refer to the 2 m- 

sequences has the least sidelobe level magnitude of 1. This result could be used to 

select the Gold code with the least sidelobe level especially when multipath effects are 

very severe. Table 3A.1b shows the overall average PCCF for the 63-chip Gold code. 

Table 3A.2a shows the overall average cross-correlation between a 15-user Kasami 

coded system. From this table, it is clearly evident that the average cross-correlation 

between any two sequences varies over the whole range of sequences in a family set. 

However, the correlation peaks matrix given for the 15 sequences (Table 3A.2b) 

shows that the peak values are bounded to 17 while the diagonal values gives the 
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auto-correlation peak values. Comparing the two matrices, it is apparent that a code 

selection based on the periodic cross-correlation peak values is not sufficient to 

establish the least mutual interference in a multiple-access system. Rather, a selection 

based on the overall average cross-correlation matrix would provide a sieve to select 

the best code with respect to the possibility of reduced multiple-access interference in 

a CDMA system. The results for other codes can be established on the same basis. A 

3-dimensional representation of the overall average PCCF for sets of 63-chip Gold 

codes computed using the novel sequence selection algorithm is given in Figure 3.7 

3.6 APERIODIC CORRELATION FUNCTIONS 

The simultaneous utilisation of a common radio channel by a number of asynchronous 

users by way of code division multiple-access has resulted in the necessity of a deeper 

study of the correlation properties of the spreading sequences. Similarly, the increased 

interest in CDMA as an anti-multipath technique for mobile radio and other related 

applications has led to a corresponding interest in both the periodic and aperiodic 

correlation parameters of the binary pseudo-noise (PN) spreading sequences. The 

periodic correlation functions of binary PN sequences have been described in section 

3.3. However, for the application of spread-spectrum for communications over 

multipath channels, and in order to permit reliable code-bit synchronisation, 

knowledge of the aperiodic (i.e. non-periodic) auto-correlation is necessary [3.6]. 

Furthermore, a spread-spectrum communication receiver recovers the transmitted data 

stream by correlating the input with the local PN code, which is a replica of the one 

used at the transmitter. However, when the receiver is a few digits out of phase with 

the starting point of the received sequence period, its output is determined by the 

aperiodic auto-correlation function of the code. In a similar manner, a channel with 

multipath may introduce interference due to the delayed signal which also is a 

function of the aperiodic auto-correlation. Thus the overall system performance is 

related to the aperiodic properties of the code in addition to the periodic properties. 

In this section, a general background on the aperiodic correlation function of binary 

sequences and their related properties are detailed. 
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3.6.1 Theoretical Background 

Typically, a direct-sequence spread-spectrum communication system with binary data 

sequence { b,} = ..., b;, bg b;, bz, ... employs a binary spreading sequence expressed 

as a vector y = (yp, y;, .--» Yy..) Where both the data and the spreading sequence are 

either 1 or -1. The spreading code-modulated data can be expressed as 

S, =.., b_y; Dy; by; ... (3.17) y 

If the communication system is ideal (i.e. without channel noise and interference), then 

the output of a synchronous correlation receiver can be expressed as 

<S,,y> = b.<y,y> = 5,8, (0) (3.18) 

where §,(0) is the auto-correlation function between the PN signal (embedded in the 

transmitted signal) and the receiver local PN code, determined at the zero-shift 

position (synchronised system). Thus @y(0) is the peak of the PACF, given by eqn. 

(3.3) with n=0. Therefore, in the absence of noise, the data is recovered at the output 

of the correlation receiver. 

Consider the case where two users are simultaneously active and the second signal, 

5, Which is formed from the data sequence {b’,} and code sequence w expressed by 

a binary vector w = (Wy W), ..., Wy.»). If the two transmitters are not synchronised, 

then there may be different transmission delays for the two signals. If a correlation 

receiver is synchronised to the sequence y, and if the sequence w is delayed by an 

amount / (1 </ < N-J) relative to y, then for a noiseless additive channel the received 

sequence is s,+7” s,. Thus the output of a correlation receiver which is synchronous 

to y can be shown to be 

1-1 N-i+l 

n- b,,8, (0) zi Bb 4 y Wy-1i Yi + b', , W; Vist | (3.19) 
i=0 j=0 

where the first term represents the desired signal. The terms in the bracket are the 

aperiodic cross-correlation identity which represents the interference due to the 
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presence of the other transmitted signals. Thus for two sequences w and y, the 

aperiodic cross-correlation function (ACCF) is defined as [3.12] 

N-1-l 

YW; Yep 0<Il<N-1 
j-0 

Cy yO = 1 N-1+l (3.20) 

" ys Wj-1 Yip 1-N < l < 0 

J=0 

0, |2|2N. 

Thus, using eqn. (3.20) with other simplifying assumptions, the correlation receiver 

output can be expressed in terms of the ACCF as 

Z, = b,0,0) + | B’,,Cyy@-N) + b’,C,. (3.21) 

which is generally valid for 0 < / < N-1. The above theoretical analysis illustrates the 

importance of aperiodic the cross-correlation function in the design of periodic 

sequences for direct-sequence spread-spectrum multiple access systems. It therefore 

forms the basis for evaluating the aperiodic correlation parameters of binary PN 

sequences for CDMA systems. In what follows, aperiodic correlation functions and 

other related parameters are evaluated. 

3.6.2 Peak and Mean Square Correlation Parameters 

Some important features of aperiodic cross-correlation function defined in eqn. (3.20) 

are described as follows. When / = 0, C,,,/ in (3.20) may be expressed as 

N-1 

C,,y0) % yw, ew = 0,40). (3.22) 

jo 

In particular, if w=y, then C,,,] becomes 
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N-1 N-1 

C,0) = Y ww, = Vw? = 0,0). (3.23) 
J-0 j-0 

Equations (3.22) and (3.23) represent identities for aperiodic cross-correlation function 

(ACCF) and aperiodic auto-correlation function (AACF), respectively. 

The periodic cross-correlation function (PCCF) between two sequences w and y has 

been defined in eqn. (3.4) with k=] and n=i as 

N-1 

B,D = Vwi 0<1< N-1. (3.24) 
i-0 

Therefore, using the above definition and that of C,,,(1) in eqn. (3.19), the PCCF can 

be expressed in terms of the ACCF as 

8,0) = C,) + C,C-N). (3.25) 

Hence, if b’,., = b’, the correlation receiver output can be expressed as 

1, = B,0,0) + b’,0y.(0) 3.26) n-w,y 

On the other hand, if b’,,, = -b’,, then 

Z, = 5,8,(0) + b’, Cy) - C,,U-N) } (3.27) 

The term in brackets in the above equation has been defined as the odd cross- 

correlation function or ACCF for the sequences w and y as [3.23] 

By) = Cw yO a Cy, y0-N) 0 < l < N-1 (3.28) 

Thus, an expression for the correlator output can be written in terms of the odd cross- 

correlation function as 

Z, = 5,00) + b’,8,,,(D. (3.29) 

It has been shown in [3.12] that if {b’,} is a sequence of independent, identically 
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distributed, binary random variables, then P(b’,,,  b’,) = % so that the condition in 

eqn. (3.29) occurs one half of the time on the average. This leads to the conclusion 

that in spread-spectrum multiple-access systems, the odd cross-correlation function is 

as important as the periodic cross-correlation function. The odd auto-correlation 

function for the sequence w is simply defined by 

6, = 6,,,(D, O<I<N. (3.30) 

The importance of the odd auto-correlation can be illustrated by considering that the 

two sequences w and y are the same and that b, = b’, for all k. Then the quantity z, 

in eqn. (3.18) is the output of a correlation receiver which is matched to the desired 

signal y when the input comprises the desired signal plus interference. In general the 

received signal will consist of the desired signal component plus a delayed attenuated 

version of the desired signal component. Such a signal has been shown by Pursley 

[3.12] to arise in most multipath channels. For such scenarios, the odd auto-correlation 

function plays a major role in the acquisition, by the receiver, of the peak of the 

spreading sequence from the signal [3.24]. Here, the odd auto-correlation function 

comes into play even if there is no interfering signal present at the receiver. For such 

applications, the sequences should be selected such that the odd auto-correlation 

functions within the period of sequence are minimised. 

It has been shown by computer simulation in [3.7] that the spectrum of the PCCF is 

independent of the phases of the sequences w and y. However, the spectrum of the 

ACCF does depend on the phases of the sequences. It therefore follows that by careful 

selection of the sequences phase, the maximum ACCEF can be reduced without 

changing the even (periodic) cross-correlation. For CDMA systems, complete 

knowledge of the degree of mutual interference between users is very important since 

this would allow theoretical evaluations of the overall system performance for a given 

type of spreading code. In particular, the mean-square correlation parameter called the 

sidelobe energy, will bound the average interference between two codes. This 

parameter is used in the sequence selection as a final sieve in sorting out the best code 

set from a given family, based on the cyclic shift optimal to the sequence. The 
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sidelobe energy is defined by [3.6] 

N-1 

Su) = C20. (3.31) 
l=1 

Note that the sidelobe energy is obtained from the out-of-phase auto-correlation 

function only and therefore does not include the peak value at the zero or N-th shift 

of the sequence. 

3.6.3 Optimal Phases of Binary PN Sequences 

For certain class of binary sequences there are distinct phases (initial load) of the shift 

register stages that gives smaller magnitudes of the sidelobes? of the periodic and odd 

auto-correlation functions. These phases are termed the optimal phases of the 

sequences because they provide the optimum performance of the sequence when 

employed for code division multiple access communications. Given a set of binary 

sequences w, the maximum sidelobe magnitude for the even (periodic) auto-correlation 

function is defined by [3.12] 

M(w) = max{|0,(J)| : 1 < I< N} 10, Mw)<0,@, 32) 

and the odd auto-correlation is defined by 

Mw)=-max { 6,2) |:1<1<N} 140 Mw)<6,@. 6-33) 

For a set ® of sequences, the parameters that measure the maximum periodic (even) 

and aperiodic (odd) auto-correlation sidelobes are defined respectively as [3.12] 

8, = max{ Mw): we o } (3.34) 

and 

6, = max{ Mw): we a}. (3.35) 

The desired minimised odd auto-correlation sidelobes of the sequences that enhances 

*These are the out-of-phase auto-correlation functions. 
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spread-spectrum communications especially over multipath channels would be 

governed by the selected phase of the sequence. A parameter that defines the 

minimum value among the maximum of the odd auto-correlation sidelobe magnitudes 

given in eqn. (3.33) is 

8 4o(w) = min { MC T*w ) }. Ges 
where the minimum is over all phases n of the sequence w and represented by T’w. 

However, for many sequences, there is more than one phase that achieves this 

minimum; therefore it is necessary to consider the number of times 6( T"w 1D 

achieves its maximum value. Hence, if L[(w) represents the number of values of /, 

1<1<VN, for which 6(w)() = Mw), then a phase n of a sequence w is an auto- 

optimal (AO) phase if M(T"w) = 6,0(w) and if L(T"w) < L(T*w) for all 

phases k for which M(T*w) = 6 Ao) - 

The evaluation of the maximum (worst case) error probabilities for spread-spectrum 

systems requires knowledge of the peak correlation parameters, namely, the maximum 

magnitude of the peak periodic and odd auto-correlation and cross-correlation 

functions, and the number of times the maximum magnitudes are attained. These 

parameters have been defined in eqns. (3.30)-(3.36). The mean-square and peak 

correlation parameters together with the average interference parameter (to be 

identified in the analysis of CDMA systems in chapter 4) formed the basis for PN 

code evaluations presented in this chapter. The average interference parameter would 

subsequently be used to judge the merit of a code set for CDMA. 

3.7 EVALUATION OF APERIODIC CORRELATION PARAMETERS 

The analytical evaluation of correlation parameters of binary PN sequences presented 

in section 3.6 led to the development of a computer software program that simulates 
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the behaviour of aperiodic correlations. Consistent with the work reported by Sarwate 

et al. [3.12], certain correlation parameters namely, peak correlation and mean-square 

correlation, identified as being essential in the evaluation of communication 

performance of CDMA systems, are evaluated in software. The aim is to obtain 

additional results that would enhance the selection of spreading sequences and 

therefore improve the overall performance of CDMA systems. 

A common method for selecting code sequences for DS CDMA systems is to search 

a family of sequences for which the maximum periodic cross-correlation magnitude 

8, (eqn. 3.33) is relatively small, in the hope of finding a sub-family for which the 

maximum of the odd cross-correlation magnitude (eqn. 3.34) is also small. The major 

objective is to minimise the odd cross-correlation parameter by finding the best shift 

for each of the w sequences in the set. It is to be noted that the aperiodic correlation 

function and parameters have been evaluated for m-sequences only. This is by no 

means a limitation of the software. Similar evaluation could be carried out for other 

known sequences. 

The software program that simulates the aperiodic correlation parameters of the binary 

PN sequences is described as follows. A characteristic polynomial of m-sequences is 

selected from a table of irreducible polynomials [3.5]. Shift register feedback taps for 

the selected polynomial are then used as logical functions to simulate the sequence 

generator. An auto-optimal phase for the code sequence is then determined according 

to the expression in eqns. (3.36). Other peak correlation parameters are then obtained 

for the particular sequence. This procedure is carried out for all maximally-connected 

set of m-sequences of length 127 bits. The software operates in the following steps. 

(1) By way of exhaustive search, the phase for which the odd auto-correlation 

function in eqn. (3.36) is minimised, is found. However, there could be more 

than one possible phase for several of the sequences, as such this first sieve 

does not result in a unique set of optimal sequences. 
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(2) Out of those sequences satisfying criterion (1), a selection is made for the code 

where the odd auto-correlation function (eqn. 3.36), attains its maximum value 

the least possible number of times. This second criterion also serves the 

purpose of reducing the probability of acquiring false synchronisation and 

furthermore, reduces the number of ties in (1) considerably. 

(3) A final sieve in sorting out a cyclic shift optimal to the sequence in question 

concerns the minimisation of mutual interference during multiple-access. Thus 

the sidelobe energy S(u) defined in eqn. (3.31) and which can be used to 

bound the value of the average interference between users’ codes (or the 

mutual or multiple-access interference®), is kept at a minimum. 

Thus the code satisfying the above three criteria is selected and other correlation 

parameters are then calculated. The selected sequence is called the auto-optimal, least 

sidelobe energy (AO/LSE) sequence. It is to be noted that this order of selection 

optimises the peak correlation parameters first, then the sidelobe energy. However, for 

some applications, the sidelobe energy parameter may be more important than the 

peak cross-correlation parameters. Such applications as the measurement of time-of- 

arrivals (TOA) used in radar systems requires the optimisation of sidelobe levels of 

the auto-correlation function and not necessarily the cross-correlation function, since 

it is a non-multiple access system. Therefore, prioritising the optimisation of the 

sidelobe energy over the peak cross-correlation parameter is appropriate for the TOA 

measurements and related applications, In other words, the optimisation is with respect 

to the sidelobe energy in the first instance and then the peak cross-correlation 

parameters. As encountered in the previous procedure, there will be ties for certain 

sequences. Thus a further consideration is made of those LSE phases which have the 

best odd auto-correlation parameters and these are referred to as being auto-optimal 

among the least sidelobe energy phases. In this case there is a reversal of the order 

in which the AO and the LSE criteria are applied to obtain AO/LSE phases. Hence 

°This is sometimes referred to as co-channel interference. 
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the notation LSE/AO for the phases which are auto-optimal among the set of least 

sidelobe energy phases. 

The aperiodic correlation parameters described earlier, have been evaluated for all the 

9 sets of maximally-connected set of m-sequences using a computer simulation. Given 

in Table 3.1 is therefore the parameters for AO/LSE sequences and in Table 3.2 the 

same parameters for LSE/AO sequences. The basic distinction between these types of 

sequences has been highlighted previously. In both Tables 3.1, and 3.2, the first 

column (Q_octal) gives the octal representation of the primitive polynomial used to 

generate the m-sequence while the second column (®_phase) gives the initial register 

load which produces the optimal phase of the sequence. The third, fourth and fifth 

columns, namely, Cor_peak, Ncor_peak, and SLE, gives the peak odd auto-correlation, 

the number of times the peak value occurs and the sidelobe energy of the sequence 

respectively. For instance, consider the first row of Table 3.1; the m-sequence 

generated by the polynomial is given in octal form as Q_octal=211 which corresponds 

to 10001001 in binary. Using the feedback polynomial representation, 10001001 can 

be written as g(x) = x’ + x’ + 1 with an auto-optimal phase which corresponds to the 

initial loading ®_phase = 0010000. The corresponding peak odd auto-correlation 

value, Cor_peak = 17 and the number of times this peak value occurs, (i.e.the 

occurrence frequency) is, Ncor_peak = 6. Hence, the sidelobe energy of this m- 

sequence in its auto-optimal phase,is given as SLE = 2183. 

Unlike the even (periodic) auto-correlation parameters which have been shown to be 

characterised by a -1 off-peak auto-correlation and a peak value numerically equal to 

the sequence period for all m-sequences, the odd (aperiodic) auto-correlation 

parameters are not generally of the same value. Comparing the results in both tables 

for corresponding sequences clearly shows the variation in the peak correlation 

magnitudes and sidelobe energy. Thus, depending on the required application, 

sequences could be optimised and selected to provide improved performance in spread 

spectrum systems using some of these results. 
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Table 3.1 Aperiodic correlation parameters for the AO/LSE phases of maximally- 
connected sets of m-sequences of length 127 bits. The phases have 
been optimised with respect to the off-peak AACF (Cor_peak). 
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Table 3.2 Aperiodic correlation parameters for the LSE/AO phases of maximally- 
connected sets of m-sequences of length 127 bits. The phases have 
been optimised with respect to the sidelobe energy level (SLE). 
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For the purpose of comparison and to show the effect of poor choice of code phase, 

a similar result obtained with non optimal phase (all 1s initial phase) is given in Table 

3.3. Comparing this result with that in Table 3.1 for the AO/LSE phases, it is clear 

that the parameters for the non-optimal phases are of higher magnitudes. Consider the 

off-peak auto-correlation and the SLE levels of the m-sequence with octal 

representation of 211 (ie. the first entry) in both Tables 3.1 and 3.3. It is easily seen 

that the phase optimisation of this sequence has reduced the sidelobe energy level 

from 2927 to 2183 and the off-peak odd ACF from 23 to 17. A direct implication of 

this result is that when the AO/LSE phase m-sequences are used for multiple access, 

a performance improvement in SNR of about 2-3dB may be obtained. Whilst 3dB 

improvement in SNR for a given BER implies a two-fold increase in the number of 

users, the validity of this claim is yet to be ascertained. This claim will be investigated 

in chapter 6 when these sequences are employed in the CDMA simulator. 

Table 3.3 Aperiodic correlation parameters for the non-AO/LSE phases of 
maximally-connected sets of m-sequences of length 127 bits. The 
phases have been optimised with respect to the off-peak AACF 
(Cor_peak). 
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3.7 SUMMARY 

A numerical and software evaluation of periodic and aperiodic correlation parameters 

of binary PN sequences have been undertaken. In particular, three classes of spreading 

sequences have been studied. The performance criteria for sequence selection for DS 

CDMA applications, identified as the absolute value of periodic correlation between 

code sequences, has been used to assess the suitability of the three classes of codes, 

namely maximal-length, Gold and small set of Kasami sequences. It has been shown 

that although the Kasami sequences bear excellent cross-correlation properties, 

satisfying the Welch lower bounds on the maximum cross-correlation [3.5], the 

number of such sequences is less than that provided by a Gold code family of the 

same length. It was also shown that a consideration of the overall correlation spectrum 

of the spreading sequences may be essential in judging the merit of a code set for 

CDMA purposes. This consideration led to the development of a novel algorithm for 

code sequence selection based on their periodic correlation functions. A review of 

aperiodic correlation function and parameters of PN sequences has been presented. 

Software programs were developed to optimise the aperiodic correlation functions of 

maximal-length sequences. The results obtained from such an evaluation will provide 

possible information on the selection of spreading sequences for CDMA applications. 
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APPENDIX 3A 

Table 3A.1(a) Mean PACF sidelobe levels for a set of 65-user Gold code 
sequences. The sequences have been arranged in order of 
increasing magnitude of the PACF sidelobe level. 

Av_AutoSL Av_AutoSL 
64 1.000 34 13 
65 1.000 35 
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Table 3A.1(b) Overall average periodic cross-correlation levels for a set of 65- 
user Gold code sequences. The sequences have been arranged 
in order of increasing magnitude of the PCCF level. 
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1 300.700 301.080 
2 36 300.700 301.080 
3 35 300.700 301.080 
4 =) 300.700 301.080 
5 39 300.700 301.080 
6 43 300.700 301.080 
7 Jl 300.700 301.080 
8 6 300.730 301.080 
go 40 300.730 301.080 

55 300.730 301.090 
12 300.730 301.090 
45 300.730 301.090 
52 300.730 301.090 
62 300.760 301.090 
17 300.760 301.090 
26 300.760 301.090 
56 301.040 301.090 
14 301.040 301.090 
59 301.050 301.090 
41 301.050 301.090 
47 301.050 301.090 
38 301.050 301.090 
5 301.050 301.090 
20 301.050 301.090 
54 301.070 301.090 
61 301.070 301.090 
10 301.070 301.090 
24 301.070 301.100 
48 301.070 301.100 
13 301.070 301.100 
7 301.080 301.140 
63 301.080 301.140 
3 301.080 
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(a) ROM-based generator 

  

(b) Linear-Feedback-Shift-Register (LFSR) generator 

Figure 3.1 Sequence generators based on complete sequence storage
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Figure 3.3 Periodic correlation functions of a 255 chip Gold sequence
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Figure 3.4 Periodic correlation functions of a 255 chip Kasami sequence



23.0 

15.0 

7.0 
C
o
r
r
e
l
a
t
i
o
n
 

V
a
l
u
e
 

=—9:0 

= 17:0 

23.0   
0 16 32 48 64 80 96 112 128 

Code Phase Shift 

Figure 3.5 Periodic cross-correlation function of a 127 chip Gold sequence. 

0.3 

0.2 
Full Period . 
Autocorrelation 

0.1 

Co
rr
el
at
io
n 

Va
lu
e 

| 
| 

o 
o 

=
 

Cc 

| = N 

| S w 

—0.4 

  

OFP= 32 64 96 128 160 192 224 256 

Code Phase Shift 

Figure 3.6 Partial period auto-correlation function of a 255 chip m-sequence. 
A correlation window (W) spanning 50 chips have been used.



—————
 La 

. | Dart thre i a i nih A 

63-chip Gold 4 te i aU ue is x it ao cit 

Lani ce , i Ws Pa 

Ht iy IT fi | | 

v 
Figure 3.7 (a) 3-D plot of the overall average PCCF magnitude for a 65-user CDMA system 

generated from a set of 63-chip Gold sequences. 

i rei ul 

iv 
Av. PCCF Level TVS tT WT Sa eta bree 

[__] ABOVE J 

  

a 1 

=
N
O
O
A
 
T
O
N
D
O
 

O
S
 

RO
DO
RE
EE
E 

® 
a 
= 

= 
63-chip Gold o 

65-user CDMA 9S 
Av. PCCF Level 2 

[_] ABOVE a 

fe) 8- we 

  a 1 

=
~
N
O
O
A
T
 
A
N
D
O
 

O
S
 

T
e
 

Sequence number 

Figure 3.7 (b) 2-D plot of the PCCF magnitude for a 65-user CDMA system generated from the 

same set of Gold sequences as in (a) above.



DIRECT SEQUENCE CODE DIVISION 
MULTIPLE ACCESS NETWORKS 

CHAPTER FOUR in    



CHAPTER 4 

DIRECT SEQUENCE CODE DIVISION 
MULTIPLE ACCESS NETWORKS 

4.1 INTRODUCTION 

The radio spectrum is a limited natural resource and therefore, the design of mobile 

communications systems has always emphasised the need for spectral efficiency. 

Mobile radio communication networks provide a means of sharing the available 

channel resource’ between several users who must be able to originate or receive calls 

from other mobiles, or from other users connected to land-based networks. This 

implies dividing up the overall spectrum, somehow, into channels for allocation to 

these radios. Ideally, these radios should have the capability to communicate 

irrespective of their speeds or spatial positions. Typically, the available number of 

channels is usually not sufficient enough to serve a given service area. 

The need to operate and grow indefinitely within a given allocation of a limited radio 

spectrum has led to the evolution of the cellular concept [4.1]. Using this concept, a 

desired service area is divided into cells, and each cell has a radio base station (BS) 

positioned to give radio coverage and therefore serve all the mobile stations (MS) 

within the cell. The total number of channels available to the system is split up into 

a number N of channel sets and then allocated using one channel set per cell. 

Particular values of channel sets are used to provide regular repeat patterns and 

contiguous radio coverage. A regular cellular layout of a seven-cell (N=7) cluster 

system is shown in Figure 4.1. With this scheme, each channel set may be re-used 

'The channel resource in this context refers to the radiofrequency spectrum allocated by a regulatory 
body (e.g. the Department of Trade and Industries in the UK and the Federal Communications 
Commission in the USA) for the purpose of providing a communication service to potential subscribers. 
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many times throughout the coverage area. When a channel is re-used, co-channel 

interference within a cell from an MS or BS in another cell on the same frequency 

will have to be contained. The ratio of the distance between co-channel cells (D) to 

the cell radius (R) is usually made large enough to keep the interference at 

controllable levels. 

Clearly, decreasing the number (N) of cells per cluster will increase the number of 

channels per cell and therefore an increase in the system capacity may result. 

However, as N is decreased, the distance between co-channel cells (D) also decreases, 

giving rise to a higher co-channel interference level and the reception quality of the 

communication link degrades. Thus, the capacity of a cellular system would be upper 

bounded by the maximum level of co-channel interference which in turn is determined 

by the limit of acceptable speech quality. 

To facilitate simultaneous transmissions by several users of the mobile radio network, 

a given frequency band is divided into disjoint sub-bands or disjoint time slots where 

any two radios can communicate using a specific frequency band or time slot. These 

methods of channel sharing are known as frequency division multiple-access (FDMA) 

and time division multiple access (TDMA), respectively. Thus with FDMA, a channel 

is a relatively narrow band in the frequency domain into which a signal’s power is 

concentrated. Different signals are assigned different frequency bands. Interference to 

and from adjacent channels is limited by the use of bandpass filters that rejects signals 

at other frequencies. With the TDMA scheme, however, a channel consists of a time 

slot in a periodic train of time intervals making up a frame. A given signal’s energy 

is confined to one of these time slots. Adjacent channel interference is limited by 

means of a sufficient time separation between the various users’ transmissions. In 

principle, TDMA is equivalent to FDMA with time rather than frequency being the 

primary variable that is divided into segments. In practice, however, TDMA systems 

have been shown [4.2, 4.3] to be more robust against co-channel and adjacent channel 

interference than FDMA systems 
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4.2 THE CDMA CONCEPT 

Spread spectrum multiple access (SSMA) permits multiple signals occupying the same 

RF’ bandwidth to be transmitted simultaneously without excessive interference with 

one another. To provide the needed channel separation, each user employs a pseudo- 

random noise sequence which is used to spread the bandwidth of the data sequence. 

This sequence randomises the waveform of any user relative to all other users, so data 

demodulation at the receiver is possible only through the use of a code sequence that 

is identical to the one used at the transmitter. Although the system becomes 

interference limited due to the partial time correlation between the signals of all active 

users, its total throughput has been shown [4.4] to be generally greater than that of 

TDMA and FDMA systems. 

The assignment of signature sequences to spread spectrum radios is analogous to 

assigning a frequency to a conventional narrowband radio. The primary difference is 

that signals of different frequencies in an FDMA system are orthogonal functions of 

time, whereas spread spectrum signals with different signature sequences in a SSMA 

system have some time cross-correlation. When regarded as random processes, 

however, spread spectrum signals with different signature sequences are often designed 

to be statistically independent and are orthogonal in the statistical sense of being 

uncorrelated random processes. This implies that the expectation of the time cross- 

correlation is zero. 

The design of spread spectrum signals to bear low time cross-correlation require the 

use of specific chip sequences to be assigned to radios. Gold sequences [4.5] and Bent 

sequences [4.6] are specifically designed for direct-sequence SSMA to yield low time 

cross-correlations between signals for all relative time delays. When these codes are 

used to share the available channel capacity, it is referred to as code division multiple 

access (CDMA). The CDMA technique is distinguished from SSMA in the sense that 

  

*The term RF connotes the Radio Frequency at which signals are transmitted from the base station 
or mobile station antenna. The simulation of the DS CDMA mobile radio system in this work assumes 
signal transmission at an RF of 900MHz. 

Page 4.3



Chapter 4 Direct-Sequence CDMA Networks 

in SSMA the chip sequences are assumed to be statistically independent when 

regarded as random processes. That is, for SSMA, the pseudo-random sequences are 

well modelled as independently identically distributed sequences and the use of 

different keys or signature sequences result in independent pseudorandom signals for 

all users. The SSMA system thus uses spread spectrum signals that are uncorrelated 

in the statistical sense where the expectation of the time cross-correlation of any two 

signals is zero. On the other hand, CDMA signals are defined to be those designed to 

have low time cross-correlations where the signals are not statistically independent. 

Generally, CDMA signals with sequences of long periods behave like SSMA signals 

[4.2]. 

Consistent with the classification of spread spectrum techniques outlined in chapter 

2, there are two basic CDMA techniques: direct-sequence CDMA and frequency- 

hopping CDMA. The latter is more frequently addressed as frequency-hopping 

multiple-access (FHMA) while the former is usually addressed as CDMA. The FHMA 

scheme was initially proposed as an alternative to FDMA in the first generation of 

cellular radio systems [4.7]. To date, DS CDMA has proved to be the most successful 

multiple access method for digital cellular radio and other advanced wireless systems. 

This is largely due to its resistance against interference and its capability in mitigating 

the detrimental effects of multipath fading with enhanced network capacity. 

The main advantage of a DS CDMA system is that all the simultaneous users can 

share the full spectrum of the resource asynchronously; that is, the transition times of 

the different users’ symbols do not have to coincide. Hence, there is the benefit of 

uncoordinated access by all users to the available system capacity. Furthermore, it has 

been established by numerical computations [4.8] and by analysis using non-standard 

Gaussian approximations [4.9] that asynchronous direct-sequence systems, whether 

binary or quadriphase, show greater resistance to multiple-access interference than 

synchronous systems. 
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Unlike TDMA, disjoint time slots in spread spectrum is not necessary. When two 

radios use the same spread spectrum carrier (i.e., the same PN sequence specified by 

the same key) but have a relative time delay between them of greater than a chip 

period T,, a radio can pick out either one of the two radio transmissions. For 

DS/BPSK spread spectrum signals, this is similar to a multipath channel where at the 

receiver, each received multipath signal component can be separated. Essentially, a 

matched filter? may be employed where the signal correlation peaks at its output are 

separated due to the relative time delay between the multipath components. If time 

delays between signals using the same sequence are greater than a chip time, then the 

matched filter output peaks resulting from different signals will not overlap. Hence, 

the receiver must sample the matched filter output at times corresponding to one of 

the transmitted signals. This scheme is illustrated in Figure 4.2. 

It is worth noting that it is the same feature of lack of correlation between two spread 

spectrum signals separated by a time delay greater than a chip period that allows the 

receiver to independently detect the signal on the shortest (often, the strongest) path 

while rejecting the signals on the other paths, thereby overcoming the severe effects 

of intersymbol interference associated with multipath frequency-selective fading. The 

other paths will assume the position of independent (and much weaker) interferences. 

Alternatively, the same feature that facilitates the above consideration could be utilised 

to permit multipath resolution. Multipath diversity takes the form of parallel 

correlators for the PN waveform. The MS and the BS may employ three and four 

parallel correlators respectively. These correlators (herein referred to as a Rake 

receiver) allow individual path arrivals to be tracked independently and the sum of 

their received signal strengths is then used to demodulate the signal. By using an 

optimum combining receiver, the independently tracked time delayed echo signals can 

be combined for optimum processing thereby affording the advantage of a diversity 

system. The analysis of a DS CDMA system in time-selective and frequency-selective 

fading channels are described in the subsequent sections. 

°The matched filter may be implemented using a pseudo-randomly time-varying surface acoustic 
wave (SAW) device. 
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4.3 DS CDMA SYSTEM MODEL AND ANALYSIS 

In direct-sequence CDMA mobile communication systems, each user transmits a 

specific spreading code which either identifies the user to its base station (BS), or 

addresses another user in a more fully connected network in which interuser 

communication need not pass through a BS. The DS CDMA network assumes 

asynchronous operation, requiring no precise timing or frequency coordination between 

the users of the network. A convenient model of the asynchronous DS CDMA system 

is shown in Figure 4.3. This model was first proposed by Pursley [4.10] and has been 

used in several other performance analyses of asynchronous DS CDMA systems [4.11- 

4.16]. The analysis presented in this chapter takes into consideration the effects of 

aperiodic cross-correlation between the assigned sequences and the measure of average 

performance considered is the average signal-to-noise ratio at the output of a 

correlation receiver. 

In order to provide an analysis of such a system, we consider a total of K 

independent mobile stations transmitting their data over different mobile radio 

channels to a base station. The following parameters are defined with respect to the 

kth user. 

b(t) is the data signal (a periodic sequence of +1) of duration T. The data 

signal can be expressed as 

b@ = Y bypt-lT) (4.1) 
[=-c 

where b,, € {-1,+1}. 

c,(t) is the spreading code waveform (a periodic sequence of +1) of duration 

T.. If (c/”) is the corresponding sequence of elements of {+1,-1}, then c,(t) 

can be represented as 

co) = Y op, t-jT.) (4.2) 
j=-© 
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where p;,(t)=1 for 0 <t < T, and p;,(t) = 0 otherwise. Assuming that the k-th 

user’s code sequence c;” has period N = 7/T,, then, for every data symbol, 

there is one code period c,”’, c,”, c,™,..., Cy.)™. 

The data signal is modulated onto the phase-coded (direct-sequence) carrier c,(t) so 

that the transmitted signal for the k-th user is given by [4.10] 

SO = /2P,c(Ob(Dcos(w,t + 8,), (4.3) 

where @, represents the phase of the k-th carrier, @, represents the common centre 

frequency and P, is the transmitted power. If the CDMA system is completely 

synchronised, then the time delays t, shown in the model of Figure 4.3 can be 

neglected [4.10], (i.e. t=0, for k= 1, 2, ..., K). Ideally, this would call for a common 

timing reference for the K transmitters and would also necessitate compensation for 

delays in the various transmission paths. In practice, the transmitters are not time- 

synchronous. Thus, for asynchronous CDMA systems, the received signal r(t) is given 

by 

K 

r@® = y /2P,a, (t-t,) by (t-,) cos(w,t+,) +n), (4.4) 
k=1 

where $,=0,-@,1, and n(t) is the channels noise process, assumed to be a white 

Gaussian process with two-sided spectral density N,/2. For relative phase shifts 

modulo-27 and relative time delays modulo-7, it can be assumed with no loss in 

generality that 9=0 and t=0 and considering only 0 < t, < T and 0 < 0, < 2n for k#i. 

If the received signal r(t) is the input to a correlation receiver matched to s(t), then 

the output is given by 

E 

Z; = | r(f)c,@)cosw tdt. (4.5) 

0 

For a practical CDMA communication system, @,>7', which implies that the double 
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frequency component of r(t)cos@,t can be ignored [4.10]. The output of the 

correlation receiver at t=T is then given by 

K 

Z, = |PJ2 {ut . y [ es Rettd + DpoR, (tp | cosd, 
kel 
ket 

T 

+ | NO) C{t)cosw,tdt (4.6) 
0 

where R,; and R,, are cross-correlation parameters defined respectively by 

rk 

GH) = | C(t-t,)c,Odt, (4.7) 

0 

and 

T 

Ryle) = C,(t-t,)c,(Odt, (4.8) 

Te 

for0 <1, <T These cross-correlation parameters which are related to the aperiodic 

cross-correlation function given in eqn. (3.20) would be used to determine the average 

signal-to-noise ratio performance of a direct-sequence spread spectrum multiple-access 

system with K users employing binary PN sequences as spreading functions and 

utilising a correlation receiver matched to the desired transmitted signal while rejecting 

the other interfering signals. 

4.3.1 Average Signal-to-Noise Ratio Performance 

An approach to the analysis of direct-sequence CDMA system performance that takes 

into consideration the effect of other users, based on an interference parameter 

computed from the knowledge of the aperiodic cross-correlation functions of their 

allocated codes, is presented. This parameter can be used as a further expository 
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vehicle upon which to base code-sequence selection and evaluation. Using this 

approach, the phase shifts, time delays, and data symbols are treated as mutually 

independent random variables. With this assumption, the interference terms appearing 

in eqn. (4.6) are considered as being random and therefore treated as additional noise 

[4.17]. The signal-to-noise ratio, SNR,, at the output of the i-th correlation receiver is 

one performance measure that can be computed by means of probabilistic averages 

(expectations) with respect to the phase-shifts, time delays, and data symbols. In 

software, the SNR, could either be measured after despreading, or the channel SNR 

could be scaled by the theoretical processing gain to obtain an estimate of the SNR,. 

When considering Z; to be the output of the i-th correlation receiver, there is no loss 

in generality, as mentioned previously, in assuming 6=0 and t=0. Also, by 

considering only b,,=+1, the desired signal component of Z, is then ¥(P/2)T while the 

variance of the noise component of Z, is given by 

K 

i a Var'Z;) = :   (RyZ (ep) + Ryle) )de, + (4.9) 

al 

ry
 

kez -_ 

where the expectation has been computed with respect to the mutually independent 

random variables 9,, T,, b,.;, and b,) for 1 < k < K and k#i. It is also assumed that 

$, is uniformly distributed on the interval [0,7] for ki. Furthermore, the data symbols 

b,, are assumed to take values +1, -1 with equal probability for k+i. 

By substituting for the functions R, (t,) and R,(t,) from eqns. (4.7) and (4.8) into eqn. 

(4.9), it can be shown that 

K 
PE Not Var{Z;} = aa Vre| + : (4.10) 

k=1 
kei 

  

  

where the term r,; is known as the average interference parameter [4.10]. 
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A cross-correlation parameter p(n) which is derived from the aperiodic cross- 

correlation function of eqn. (3.20) is given by [4.10] 

N-1 

He = V CyDC, (+m) (4.11) 
i-1-N 

The average interference parameter r,; is related to the cross-correlation parameter My 

by substituting for n=0 and n=1, in the above equation: 

The SNR at the output of the i-th correlator is therefore V(P/2)T divided by the rms 

noise ¥(VarZ,), given by [4.10] 

1/2 
K 

N. 
SNR; = (6N*)" y [21,;(0) + Bi (1) + fae : (4.13) 

ki 
kei 

Hence by replacing p,; in eqn. (4.12) with that given in eqns. (4.11) for the conditions 

n=0 and n=1 gives an exact expression for r,; in terms of the cross-correlation 

function as: 

N-1 N-1 

Ty = 2) C70 + Cy DC, ;(0+1). (4.14) 

The interference term given by eqn. (4.14) is the crucial parameter in the signal-to- 

noise ratio analysis of DS CDMA systems. It is clear from this equation that in order 

to determine the interference parameter, the cross-correlation between the different 

users of the CDMA system has to be obtained. This would involve a huge amount of 

computation since for a CDMA system with K users, there are %2K(K-1) cross- 

correlation functions to be evaluated. An expression for the interference parameter in 

terms of the auto-correlation function would simplify the computations involved. In 

this case, only K auto-correlation functions are required. 
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The cross-correlation between two sequences of the same period can be expressed in 

terms of their auto-correlations using Cauchy’s inequality relationship [4.5]. Using this 

relationship, the average interference parameter, r,; can be expressed as; 

N-1 N-1 

Tei = 2N? +4) COCO + COCO. (4.15) y y 
l=1-N 

Thus r,; and hence, the SNR can be evaluated without the knowledge of the cross- 

correlation functions. An approximation to the interference term in eqn. (4.13) has 

been given in reference [4.10] based on the result obtained by Yao [4.13]. Such an 

approximation can be used for preliminary system design with a possible trade-off 

between the parameters K, N, and E,/N,. This approximation is given by 

K 
1 K-1 1, «Ac. 4.16 

6N344 “  3N ay 
kei 

Therefore, using the approximation of eqn. (4.16) into eqn. (4.13) yields the following 

expression for the SNR at the output of the i-th correlator as 

SNR; = Be. No tr (4.17) 
3N 2E 

A direct application of the expression for SNR in eqn. (4.17) to CDMA system design 

would be to determine roughly what sequence length N, bit energy E, and noise power 

density N,/2 are required to achieve a given SNR for a given number of users K. This 

analysis, however, gives an approximate result for general code sequence of a 

particular length without regard to the type of the code. It has been established in 

[4.16] that such an approach to system performance evaluation cannot be generalised 

to all CDMA systems using different classes of codes. The system performance varies 

not only with code length but its type and above all, on how well the selection of the 

codes has been carried out. It is therefore inferred that a more accurate evaluation of 

the SNR performance can be obtained using the interference parameter result given 
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in eqn. (4.15) for specific code sequences. 

It is worth noting that the spread spectrum system processing gain could also be 

defined in terms of the signal-to-noise ratio performance of the correlation receiver 

that is matched to the desired user’s signal. The processing gain was previously 

defined as the ratio of the spread spectrum bandwidth W,, to that of the data 

information signal R, (i.e. Gp = W,,/R,), and hence can be expressed in decibels as; 

T. 
ce 

W. T, 
Gp [4B] = 10log,, ee = 10log,, | (4.18) 

b 

But the ratio 7,/T,= L, the number of chips in the spreading sequence. Now the SNR 

at the output of the receiver correlator is equal to the correlator input SNR times the 

processing gain, i.e. 

SNR, [2B] = SNR, (dB) + Gp [dB] (4.19) 

Hence for a given input SNR, the output SNR is improved by the system processing 

gain and this can be used as a parameter to measure the system performance. In 

practice, however, the correlator output SNR is reduced by an amount called the 

correlation loss. 

The effect of a correlation loss, due to filtered PN sequences, on the performance of 

coherent direct-sequence spread spectrum systems has been investigated extensively 

by Holmes [4.18]. Recently, Natarajan [4.19] used a correlation-type sounder to show 

that the correlation loss due to the receiver front-end bandpass filter is about 0.5 dB. 

For a spread spectrum multiple-access system, the correlation loss could be due to the 

combined effect of the channel noise and multiple-access interference in addition to 

the distortion brought about by the limiting filters. Thus, during the despreading 

process at the receiver, even with accurate code synchronisation, the combined effects 

of the channel and limiting filters would lead to a reduced processing gain. The 

certainty of this claim remains to be investigated. However, an attempt will be made 
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in the simulation process, to be described in chapter 5, to measure the correlator input 

and output SNRs and to compare their difference to the theoretical system processing 

gain. In this way, an estimate of the degradation due to the correlation loss could be 

obtained. 

4.3.2 Interference Parameter of Maximal-length Sequences 

The interference parameter, r,, due to aperiodic correlation between two PN 

sequences, w and y, has been evaluated for a 127-bit m-sequence. Table 4.1 gives the 

Yr, for the 9 maximally-connected sets of 127-bit AO/LSE m-sequences. The octal 

representation (Q_octal) of the primitive polynomial used to generate the sequence is 

given in the first set of the rows and columns in bold form, while the ry Values are 

those due to the cross-correlation between any of the two corresponding m-sequences. 

Table 4.1 Average interference parameter (r,) for 127-bit AO/LSE m-sequences. 

[ao [an [ar [as [or [ep 2 
Pann | ie [se 

FP [tse | ss | ns [ee [ss [sete | a SSP [tne le eerie arse allot 
a al el ro er 

a Ses sea | xe oot 
Se 
ne wean 
Beal ate 

                   

     

  

      
A direct inspection of this table clearly shows that the yy Magnitude is variable. 

Hence, given that fewer sequences are needed from this table for allocation in a 

multiple-access scheme, then a choice could be made based on the criterion of lower 

magnitude of the r,,, values. Alternatively, the SNR, expression given in eqn. (4.13) 
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could be determined for any of the sequences in Table 4.1 and therefore establish a 

theoretical performance level for the system. In order to demonstrate the effect of 

poor code performance with respect to the interference parameter, non-optimal phases 

of the m-sequences were employed (using, for simplicity, an all 1s initial phase). The 

Ty for this set of sequences is given in Table 4.2. 

Table 4.2 Average interference parameter (r,, ,) for 127-bit non-AO/LSE m-sequences. 

jar far _|asr_| 2s | 203 | 325 | im 323 203 325 

211 | 5054 31850 31550 

  

By comparing the result in Table 4.1 with corresponding sequences (polynomials) in 

Table 4.2, it is immediately apparent that the r,,, for the non-optimal phases (Table 

4.2) are generally of a higher magnitude than those of the AO/LSE phases of the same 

sequence (Table 4.1). Thus, when the r,,, for the non-AO/LSE sequences are used in 

the analytical expression of eqn. (4.13), the values of the average interference 

parameter being so high would reduce the output SNR and hence produce a poor bit- 

error rate performance for the system. This criterion for sequence selection has been 

used to provide spreading sequences in the simulation of the CDMA system presented 

in chapter 6 using the AO/LSE m-sequences. The result obtained would be compared 

with that obtained using the non-AO/LSE phases of the same m-sequence. 
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4.4 THE CDMA MOBILE RADIO PROPAGATION CHANNEL 

The mobile radio propagation channel places the most fundamental limitation on the 

performance of mobile radio systems. The major problem lies with the fact that for 

urban and other similar environments, the mobile antenna is well below the 

surrounding buildings, so that a line-of-sight (LOS) path to the transmitter seldom 

exists. Radio propagation in such an environment is therefore mainly by way of 

scattering from the surfaces of buildings and diffraction from obstacles along the path, 

as shown in Figure 4.4. Consequently, radiowaves arrive at the mobile receiver via 

several paths simultaneously and a multipath situation is said to exist. Under this 

condition, the various incoming radiowaves arrive from different directions with 

different time delays and combine vectorially at the receiver antenna to give a 

resultant signal which can be large or small depending on the distribution of relative 

phases amongst the component waves. This may result in substantial variations in the 

received signal amplitude. The short-term signal fluctuations caused by the local 

multipath is known as fast fading while the much longer-term variation in mean signal 

level is termed slow fading [4.20]. 

Whenever relative motion exists between the transmitter and receiver, there is an 

apparent shift in the frequency of the received signal due to the Doppler effect. The 

Doppler effects are a manifestation in the frequency domain of the envelope fading 

in the time domain. The statistics of the fast envelope variations are to a good 

approximation, described as being Rayleigh distributed. However, when a strong direct 

component is present, the distribution departs significantly from Rayleigh and the 

envelope statistics are better described by a Rician distribution. It has been observed 

[4.21] that even with the strong signal component present, the Rayleigh assumption 

holds, however, areas with a strong direct path typically experience higher signal 

levels than those with obstructed path, and are therefore of lesser significance in 

determining the limits of mobile radio system performance. On the other hand, the 

slow fading results from differences in local terrain, range and/or the number of 

scatterers. This variation in average signal strength is characterised by a log-normal 
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distribution with an associated distance dependent mean. 

Transmissions where the propagation path delay t is much less than a chip period’, 

T,, are termed narrowband. A description of the channel in terms of Rayleigh 

distributed fast fading and log-normally distributed slow fading is usually adequate for 

the evaluation of narrowband systems. However, this description is not complete in 

the case of wideband transmissions where in addition to multipath and shadow fading, 

the performance of the system is further affected by time dispersion in the channel due 

to delay spread [4.21]. The delay spread results in the arrival of time delayed echoes 

at the receiver which in digital systems, causes severe intersymbol interference (ISI) 

and hence, an irreducible bit-error rate (IBER). Increasing the signal level will not 

improve the system error performance and so the delay spread sets a lower bound on 

the bit-error rate and limits the achievable data rate. 

In wideband transmissions, when the separation between two frequency components 

within the same message bandwidth increases, the amplitude and phase variations at 

one frequency tends to become uncorrelated with those at the other frequency because 

the differential phase shifts along the various paths are quite different at the two 

frequencies [4.22]. Since the phase shift arises from the excess path lengths, the extent 

of decorrelation strongly depends on the spread of time delays. For large delay-spreads 

the phases of the incoming components can vary over several radians even if the 

frequency separation is very small. This lack of correlation between the message 

frequency components leads to a distorted frequency spectrum. Consequently, there 

is a variation in the received signal strength as a function of frequency, in a similar 

manner to the way in which the signal strength varies due to location. The 

phenomenon is known as frequency-selective fading and the bandwidth over which the 

spectral components are affected in a similar way is known as the coherence 

bandwidth. 

  

“The chip period is equal to the inverse of the spread spectrum signal bandwidth, i.e. T, = 1 / W,,. 
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4.4.1 Characterisation of the Multipath Propagation Channel 

Over the years, both experimental and analytical investigations [4.23-4.26] have been 

carried out to characterise the mobile radio channel. One conclusive result from those 

investigations is that the mobile radio channel could be described in terms of a two- 

port filter with randomly time varying characteristics. Previous analyses of linear 

time-variant filters such as those of Zadeh [4.23] and Kailath [4.24] which later 

formed the basis of Bello’s work [4.23], were aimed at characterising the behaviour 

of the radio channels in terms of system functions. Bajwa [4.26] reduced the work 

of Bello by concentrating purely on the characterisation of practical channels. An 

important inference from the above studies is that, regardless of the direction of 

transmission, the characteristics of the mobile radio channel can be considered as 

being strongly dependent on the spatial position of the mobile station. 

Consider the time domain description of a deterministically time-variant channel, 

expressed in terms of the impulse response of the equivalent filter. The output z(t) is 

related to the input y(7) and the time-varying impulse response h(t,t) by 

+00 

z(f) = | y(t-1) h(t,t) dz. (4.20) 

The impulse response is also known as the input delay-spread function and is 

interpreted as the response of the channel at time ¢ to a unit impulse input t seconds 

in the past. The expression in eqn. (4.20) is a complex convolution which provides a 

physical interpretation of the channel as a continuum of stationary scatterers, with each 

elemental scatterer having a gain fluctuation h(t,t) and providing delays in the range 

(t, tT + dt). A densely tapped delay line transversal filter shown in Figure 4.5 is used 

to model the radio channel using the complex convolution of eqn. (4.21). 

The input delay spread function is one of the known Bello functions [4.25] that are 

used to describe linear time-variant channels. A detailed description of these functions 

is Outside the scope of this work and can be found in the literature [4.17, 4.20, 4.22, 
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4.25 and 4.27]. It suffices here to say that a dual channel function of (t,t) also exists 

in the frequency domain and it relates the channel output spectrum to its input in the 

same way A(t,t) relates the input-output time functions. The Fourier transform is 

generally used to relate the behaviour of the channel from the time domain to the 

frequency domain. In practice, the channel characterising functions are usually 

obtained by means of channel sounding. Various techniques for implementing channel 

sounders are now well documented [4.20, 4.22, 4.27]. From the above discussions, it 

is clear that the mobile radio channel is non-stationary. However, characterisation of 

mobile radio channels becomes difficult unless stationarity can be assumed over short 

intervals of time [4.20]. Indeed, in this evaluation, the mobile radio channel is 

assumed to be stationary over the duration of a data bit interval. This assumption also 

allows simple software implementation of the channel process which is detailed in 

chapter 4. 

4.4.2 CDMA Communications over Fading Multipath Channels 

The fading multipath channels discussed previously are usually modelled as having 

a randomly time-varying filter together with noise and interference [4.17]. In this 

section, an attempt is made to evaluate the process of multipath mitigation by a DS 

CDMA system operating over a slow fading multipath channel. The different paths 

may consist of several paths each with a different attenuation and time delay. An 

illustration of such a scenario with two paths is shown in Figure 4.6. The multipath 

wave is delayed by some time, T, relative to the shortest path. We consider a spread 

spectrum signal of the form defined in eqn. (4.3) with an arbitrary term 9, i.e. 

S(t;0) = /2P,c()d()cos[ w,t +8]. (4.21) 

For a simple multipath case in which there is an unfaded direct path signal and one 

reflected path signal, the received signal may be expressed as 

r() = s(t;0) + as(t-1;0) + Io (4.22) 

where © is the reflected signal amplitude term, T is its time delay relative to the direct 
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signal, and @ is its phase relative to the direct signal. In eqn. (4.22), the expression 

S( t=V [2P,]d(t)cos®,t is the DS signal with no fading and /(t) is the interference signal. 

Assuming that for the direct-sequence spread spectrum system, the receiver PN code 

is synchronised to the time delay and RF phase of direct path, the output of an 

integrate-and-dump correlation receiver may be expressed as 

Ty 

r= | r,0o,dt (4.23) 
0 

where 

r.(Q) = (2P,d()cosw,() + c(as(t-1;0) + c(OIO (4.24) 

and 

0.0 = | 7 cose 0<t<T,. (4.25) 

By evaluating eqn. (4.23) using eqns. (4.24) and (4.25) will give 

r(f) = d JE, +n + nO) (4.26) 

where the term n,(t), defined by 

T, 

nt) = | cHlHo,Odt (4.27) 
0 

is assumed to be a Gaussian random variable representing the multiple access 

interference; and 

qT, 

ny) = [ e®as(t-z;0),@dt (4.28) 
0 

is the self-interference term due to multipath. 
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Consider the case where the multipath delay Tt satisfies the condition t > T,, where T. 

is the PN chip time. Then for each time ¢, c(t) and c(t-t ) are independent [4.28] and 

n“(t) is a sum of independent random variables, often approximated as a Gaussian 

random variable [4.8-4.10] with a variance which has been reduced by the spreading 

factor. Since for a DS spread spectrum system, the transmitter power P, is typically 

very low, the multipath noise term nt) is negligible compared to the noise term n,(t) 

due to the interference. Hence, for the multipath delay t27,, the following 

approximation holds; 

r= da V/E + n,(0. (4.29) 

Thus, when the multipath delay t is greater than the chip time T., there is negligible 

degradation due to multipath as indicated from the above formulations. Assuming that 

the channel is slowly varying so that the multipath parameters o, t, and @ are known 

to the receiver, the receiver can then multiply the input signal r(t) with c(t-t) (i.e. by 

synchronising a second output of the receiver PN code to the reflected path) and 

determine the cosine component corresponding to the term 

b,.(t-1;6) = Frcosl att) + 6] t<t<T,+1 (4.30) 

Hence, evaluating eqn. (4.23) in accordance with eqns. (4.24) and (4.30) while 

ignoring the direct path noise term, results in the cosine component relative to the 

multipath signal of the form 

1 = da jE, + nO (4.31) 

where : 

Tp+t 

n= [ c(t-r)Io,(t-158)dt (4.32) 
t 

is a Gaussian random variable with variance Y2N,. There are thus two outputs of the 

channel given by r,(f) and r,(?). 
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Assuming that orthogonal codes are employed by all users of the CDMA network, 

then the correlation between n,(t) and n,(t) is zero and thus the two noise terms are 

independent Gaussian random variables. Clearly, an optimum decision rule based on 

both r,(f) and r,(t) would give a bit-error probability that is better than using a 

conventional DS/BPSK spread spectrum receiver which uses only r,(f) in its decision. 

Analytical methods of evaluating the bit-error probability involving either r,(f) alone 

(ie. without combining the multipaths) or r,(t) and r,(f) (ic. with multipath 

combining) are now well established [4.12, 4.15, 4.17]. The condition t>7, for 

multipath delay results in a diversity system where two independent channel outputs 

(e.g. ro(t) and r,(t)) are available and they can be combined appropriately to give the 

desired improved performance of any one system in the CDMA network. Thus the 

DS/BPSK spread spectrum signals not only provide resistance against (both multipath 

and multiple-access) interference but can also resolve multipath and take advantage 

of the inherent diversity available. 

4.5 THE DIRECT-SEQUENCE CDMA RADIO CAPACITY 

The increased interest in the application of CDMA to digital cellular radio and other 

advanced wireless networks such as PCN, is essentially to enhance their network 

capacity. In the cellular frequency reuse concept [4.1], co-channel interference is 

accepted but controlled with the objective of increasing the system capacity. 

Compared to both cellular TDMA and FDMA schemes, CDMA overcomes the co- 

channel interference more effectively since the spread transmitted signal is inherently 

more robust against interference than those of the two former techniques. Conventional 

narrowband modulations are limited in frequency reuse efficiency by the requirement 

to achieve a carrier-to-interference ratio (C/) of 9 and 18 dB [4.29] for digital and 

analogue systems, respectively. This requires that a channel used in one cell is not 

reused in a nearby cell. The CDMA universal frequency reuse feature implies the 

wideband channel is reused in every other cell. 
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In CDMA, frequency reuse efficiency is determined by the signal-to-interference ratio 

that results from all the system users within range, rather than from users in any given 

cell. Therefore, the system performance with respect to any one user is affected by the 

Statistics of all the other active users. Consequently, the net interference to any single 

user is the total average of received power from all active users [4.30]. So long as 

the received signal-to-noise ratio is above a threshold value, the channel will provide 

an acceptable signal quality. 

Since the (S//) ratio is the primary factor determining the frequency reuse efficiency 

of CDMA systems and therefore their capacity performance, it implies that an 

expression for DS CDMA capacity can be developed using the (S/J) parameter. This 

consideration has been the principal motivating factor that led to the analysis of 

CDMA capacity and its evaluation in software reported in [4.31]. Computer simulation 

of the distribution of signal-to-interference ratio and hence an estimation of the 

channel capacity of a direct-sequence spread spectrum cellular radio architecture has 

also been reported in reference 4.32. This therefore validates our present approach to 

Capacity estimation which is detailed as follows. 

Consider a CDMA system in a non-cellular (single cell) mobile radio environment 

with no additional system features’. The CDMA capacity for such a scenario is 

described by the following expression [4.30] 

N,,-1=(W,/R,MEJN,) (4.33) 

where W,, is the total spread-spectrum signal bandwidth, R, is the uncoded data bit 

rate and E,/N, is the signal energy per bit to noise power spectral density. The ratio 

W,/R, is often termed the system processing gain. 

  

°The additional system features in this context refer to techniques of interference suppression that 
increases the system capacity. These are to be discussed in subsequent sections of this chapter. 
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In CDMA, the signal-to-interference (S/J) ratio received at RF is related to the E/N, 

at baseband as follows: 

S/I=(E,/N,)/(W,,J/R;)- (4.34) 

Assuming all users in a CDMA system have equal average powers such that they 

reach a base station with the same mean level, then for N,, simultaneous users, the S/J 

at the desired receiver after despreading, is equivalently given by 

1 _ JN, (4.35) /[=——— = 
N,-1 (W,J/R,) 

At the output of a direct-sequence receiver cross-correlator, the E,/N, as a function of 

the S/J is expressed as 

E,JN,=(S/DByT (4.36) 

In eqn.(4.36), By represents the equivalent noise bandwidth. For a 3dB cutoff 

frequency equal to the data rate, 1/T, the equivalent noise bandwidth of a 3™ order 

lowpass filter (employed in this investigation) is calculated to be 1.047/T. This value 

is used in eqn.(4.36) and subsequently substituted for the E,/N, in eqn.(4.35) to give 

the general expression for the capacity of uncoded CDMA system as; 

aft = Wool Re (4.37) 
* 1.047(S/1) 

The above expression in eqn.(4.38) is derived on the assumption that the spreading 

codes of the simultaneous users of the channel are perfectly orthogonal and that the 

interference from the transmissions of other users affects the desired user on the basis 

of their mean signal level only. Hence for a 2-user CDMA system, the S/J is given 

by 

S/I = Ws | Ry) (4.38) 
1.047 
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Clearly, the above formulations show that the signal-to-interference ratio for a 2-user 

CDMA system is linearly related to the processing gain. However, this relationship 

may no longer be generalised to all types of codes since the extent of orthogonality 

between families of codes varies widely as does their capacity performance [4.31]. 

This fundamental result and references 4.29 and 4.30 formed the basis of this analysis 

and was validated by means of software simulation for two users. The process of 

software simulation of the above formulation in determining the CDMA capacity 

performance for three types of spreading codes is described in chapter 5. 

4.6 ADDITIONAL CDMA SYSTEM FEATURES 

Digital cellular radio standards such as those of the American Mobile Phone System 

(AMPS), the Pan European Global System for Mobile communications (GSM) and the 

Japanese Digital Cellular (JDC) have been established to govern the design of mobile 

radio networks and their possible implementation by service providers and in general 

to comply with other operational requirements set up by radiocommunication agencies 

in their respective countries. Evaluations of TDMA and FDMA based on such systems 

are naturally governed by some of these standards. In a recent paper [4.33], Goodman 

described the salient characteristics of five standardised wireless information networks. 

However, CDMA was classified as a nonstandard cellular radio system. As far as this 

work is concerned, Qualcomm’s submission to TIA® as a candidate for the wideband, 

spread spectrum digital cellular standard has been considered by the TIA. It is 

therefore conjectured that any future CDMA system standard would have to provide 

similar features as those contained in the Qualcomm’s submission. In the sequel, some 

of the features of a practical CDMA system are described and the factors that account 

for the use of these features are employed to modify the expression for capacity 

developed in section 4.5. 

TIA stands for Telecommunications Industry Association, the authority concerned with 
Telecommunications standards in the USA. The digital cellular section is called Cellular TIA or CTIA. 

Page 4.24



Chapter 4 Direct-Sequence CDMA Networks 

4.6.1 Power Control 

In a DS-CDMA system, the expression for user capacity developed in section 4.5 

assumes that all the signals are transmitted from the MS at a controlled power level 

to arrive at the BS receiver with a power, P, and that other sources of interference are 

insignificant. But, because mobile stations (MS) in a cell are at different spatial 

positions and typically experience different path losses [4.29], power control of the 

inbound signals is necessary to normalise the power received at the base station (BS) 

from all MSs operating within the cell. The larger the power received by an MS from 

the BS, the smaller the path loss to the BS and, therefore, the smaller the transmit 

power required in the inbound path. This is known as open loop power control. The 

open loop power control in the uplink of DS CDMA systems is primarily a function 

of the MSs. This power control process eliminates received power variations due to 

interfering MSs to cell ranges and different terrain. 

A closed loop power control is also facilitated at the cell site to provide rapid 

corrections to the MS’s open loop estimate to maintain optimum transmit power. The 

BS then measures the relative received power level of each of the associated MS’s 

signal and compares it to an adjustable threshold. This closed loop correction to any 

variation required in the open loop estimate accommodates unequal propagation losses 

between the forward and reverse links. Thus, the system is capable of compensating 

for differing multipaths in the two directions of the link. The combination of open 

loop and the closed loop power control techniques results in a very wide dynamic 

range that compensates for most channel impairments [4.30]. 

4.6.2 Voice Activity Detection 

A CDMA system tends to be self-interference limited owing to the simultaneous 

transmissions of all active users. To the extent that not every user in the network is 

always transmitting, the interference to other users is reduced and therefore, the 

capacity of the system is increased. Because the duty cycle of each voice is less than 

35%, the capacity is approximately increased by a factor of 2 [4.34]. This also reduces 
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the mobile station transmit requirements by nearly the same amount. By defining the 

transmit duty cycle as d, then the interference power received from WN, users is 

therefore equal to N,.d. Hence the capacity eqn. (4.48) becomes 

y Wl R, 1 y= sib 1 (4.39) 
0 1.047(S/I) d 

It is thus clear from eqn. (4.39) that there is a capacity increase due to the d factor. 

4.6.3 Frequency Reuse and Antenna Sectorisation 

The frequency reuse concept introduced earlier in section 4.1 has been considered to 

be the fundamental advance of an analogue cellular radio system over its predecessors 

because of the improved capacity performance attained using this concept. The 

frequency reuse system relies on the spatial separation provided by the cell structure 

and directive cell-site antennas to provide adequate isolation between two terminals 

that use the same frequency. Both cellular TDMA and FDMA systems require a C/I 

ratio of about 18dB isolation to provide acceptable performance [4.29]. In DS CDMA 

systems, the total interference at the cell site to a given inbound MS signal consists 

of interference from other MSs in the same cell plus interference from MSs in the 

neighbouring cells. It has been shown that the contribution of all the neighbouring 

cells is equal to approximately half the interference due to the MSs within the cell 

[4.30]. The frequency reuse efficiency of omni-directional cells is the ratio of 

interferences from mobile stations within a cell to the total interferences from all cells 

and is about 65% [4.35]. In eqn. (4.39), only the interference from MSs within the 

boundaries of the cell was considered. In practice, however, a large multi-cellular 

system is involved and the interference received in a cell from MSs operating in 

neighbouring cells will also contribute to the total interference and ultimately 

determine the system capacity. 

Consider a large number of equal sized cells forming a hexagonal structure each with 

N, uniform traffic density (MSs). Six cells are immediate neighbours of the central 

cell. The MSs within these neighbouring cells control their power relative to their own 
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cell centre. Assuming a propagation path loss exponent of 4 for both MSs in 

neighbouring cells to their own cell centres, and from adjacent cell MSs into the cell 

centre, the S/I ratio received at a cell site is given by [4.35] 

C/T = (4.40) 
1 

N,, + 6N,k1 + 12N,k2 + 18N,k3 + .. 

where k1, k2,k3,.. are the interference contribution from individual cells relative to the 

interference from the cell centre. As a result of the above relationship in eqn. (4.40), 

a frequency reuse efficiency factor, f can be defined as 

| fe A (4.41) 
1 + 6k1 + 12k2 + 18k3 +... 

Using the fourth-power law propagation model and the seven cell cluster system, the 

factor f has been calculated [4.35] to be about 0.65. 

Another technique of suppressing the effect of interference is through the use of 

directional antennas at the cell site both for transmitting and receiving. Thus by 

deploying the typical 120° sectored antennas, the interference seen at the cell site is 

simply divided by three because, the BS receiver only receives in the direction of one- 

third of the MSs. This reduces the (N,-1) term in the denominator of eqn (4.35) by a 

factor of g=3, and hence, the number of users N,, is increased by the same factor. 

Having described the additional interference suppression features of a practical CDMA 

cellular system’, the primary parameters that determine the CDMA digital cellular 

capacity are therefore the system processing gain, W. 
ss? the signal-to-interference ratio 

S/T, the voice duty cycle, d, the CDMA frequency reuse efficiency, f, and the number 

of sectors in the cell-site antenna g. The CDMA capacity equation, taking into 

consideration these factors, can be re-cast as follows: 

’There are currently two practical cellular CDMA systems, the broadband CDMA (e.g. the SCS 
Mobilecom system) requiring a bandwidth of about 48MHz and the relatively narrowband CDMA (e.g 
the Qualcomm system) which may operate within a bandwidth allocation of 1.25MHz and up to SMHz. 
The evaluation here mainly refers to the Qualcomm-type CDMA system. 
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= W../R, 1 Se Fg (4.42) 
* Loans) a? § 

Other additional features of a practical CDMA system are soft hand-off, soft capacity 

limit, low mobile transmit power and variable data rates. The soft hand-off process 

requires no action from the mobile unit and the synchronisation of a frequency change 

with this call hand-off is unnecessary. The soft capacity limit ensures no dropped calls 

except for a graceful degradation to the communications of existing users. Beside 

directly improving capacity in a CDMA system, the low density signal and therefore 

a reduced E,/N, results in the reduction of transmitter power to overcome thermal and 

other external noise. This implies mobile units and hand-held portables would be less 

expensive requiring less battery power. 
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CHAPTER 5 

SIMULATION OF THE DS CDMA 
MOBILE RADIO SYSTEM 

5.1 INTRODUCTION 

In this chapter, a computer software simulation of the direct-sequence code division 

multiple-access system is described. Consistent with current CDMA designs, it is 

assumed that all traffic channels share one common radio channel for the uplink 

(mobile-to-base) transmission and another radio channel for the downlink (base-to- 

mobile) transmission, and simultaneous users transmit over the same radio channel. 

This implies that any mobile in the system experiences interference from all base 

stations, but does not experience interference from the transmissions of other mobiles. 

Similarly, a given base station experiences interference from all mobiles in the system, 

but not from other base stations. 

Therefore, using the cellular concept [5.1], CDMA cellular can be described to be a 

one-cell repeat system architecture. Consequently, the spectrum used in one cell will 

be wholly re-used in the next cell. That is, all base stations in the system re-use one 

frequency band and all mobiles re-use a separate band. In the present simulation, a 

single cell system is assumed and the transmission mode is for the uplink considering 

a moderate number of mobiles. At the base station receiver, code chip synchronisation 

both in phase and time is assumed. There is no power restriction imposed on near-in 

or far-end mobiles, suffice to say that all mobiles within the cell are equidistant to the 

cell centre. Thus average power control is assumed. 

An asynchronous DS CDMA system has been described in chapter 4 together with a 

simplified performance analysis. The software simulation model employed in this 
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investigation is based on the mathematical model analysed in chapter 4, which was 

earlier proposed by Pursley [5.2] and has been adopted by several authors in analytical 

evaluations reported in references [5.3-5.6]. The various stages in the software 

implementation of the system are given in Figure 5.1. It basically comprises four 

major blocks: the data source, the transmitter system, the CDMA radio channel and 

the receiver system. Each of these stages and the simulation process involved are 

described below. 

5.2 THE BINARY DATA SOURCE 

The speech source required in actual practice is, for the purpose of this simulation, 

furnished by a data source which provides the binary data information. This 

information is also presented at the receiver output to allow for comparison with the 

transmitted one for the purpose of bit-error measurement so that the system 

performance can be assessed. It is required that the data remain random throughout 

the simulation period as it does in real speech transmission. To achieve this 

requirement, the data is generated from a maximal-length sequence generator in the 

form of a pseudo-random binary sequence (PRBS). The generation of the PRBS is 

based on the theory of primitive polynomials which has been briefly described in 

chapter 3. These polynomials are characterised by coefficients of zeros or ones and, 

a recurrence relation for obtaining a new random bit, from the n preceding bits, which 

is associated with every polynomial modulo-2 of order n. A maximal-length sequence 

generator has been used to simulate the nth order recurrence relation for obtaining up 

to 2"-1 random bits. A 10-stage shift register with modulo-2 sum of the outputs of 

stages 10 and 3 as feedback to the input (i.e. polynomial P(x)=x!°+x'+1) has been used 

to generate 1023 bits of data. The software was implemented in such a way that a 

varying 50-bit data block could be transmitted repeatedly through the channel. 

Simulation of the data source is achieved in software by initialising an array (by.....,D9) 

with binary 1s. By assuming synchronous clocking of all the shift-register stages, the 
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contents of each array is shifted by one bit to the right. The first array is replaced by 

a feedback bit formed from the modulo-2 sum of array 3 and 9, (i.e. by=b,+b,) while 

the previous bit in array b, is lost. This process is repeated until a 50-bit block of data 

sequence is generated and then modulated for subsequent transmission through the 

channel. In this way, 20 blocks of 50-bit data are generated before the array is re- 

initialised once again to furnish the overall data transmission requirement for any user. 

For the purpose of statistical independence, it is required that the data for all the active 

users be uncorrelated. Therefore, the data for each user is generated by setting up a 

shift-register with a different feedback polynomial since a number of feedback 

combinations are available from a given length of a shift register [5.7]. A typical shift 

register configuration for generating the data information is shown in Figure 5.2. 

5.3 THE TRANSMITTER SYSTEM 

The data input to the transmitter undergoes a double modulation scheme, namely data 

and spreading code modulations, before transmission over the channel. These 

modulations and the process of their software implementation are described thus. 

5.3.1 Data Modulation 

The binary information from the data source is a stream of Os and 1s. A level shift 

is applied to transform the data from [1,0] to [1,-1] non-return-to-zero (NRZ) state 

with normalised pulse amplitudes of +1. The resulting data is modulated using 

differential phase-shift keying (DPSK). The DPSK modulation scheme implemented 

in this study requires no carrier recovery and the associated phase-ambiguity problem 

in acquisition of a local reference at the receiver for demodulation. The decoding 

scheme is therefore based on the built-in phase relationship between symbols provided 

by the differential encoding process. The implementation of the DPSK scheme pre- 

supposes that the unknown relative phase shift of the received signal due to the 

channel characteristics is constant over at least two symbol periods and that a known 

relationship exists between two successive symbol phases which depend on the input 
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data sequence. 

In the DPSK scheme, information is embedded in the phase change between adjacent 

bits. Hence, for a given data sequence, the DPSK modulation is represented as: 

b,=D,¢eb,, | (5.1) n 

where D,, is the nth input data to the modulator, b, and b,., are the nth and (n-/)th 

DPSK-modulated data, respectively, and © denotes an Exclusive-OR (XOR) logical 

addition. The DPSK modulation is implemented in software as follows: if the current 

bit in the data stream is the same as the previous bit in the modulated stream, a +1 

is generated, otherwise a -1 is generated. The first bit in the data stream is compared 

with an arbitrary reference bit, chosen in this case to be +1. The process of DPSK 

modulation/demodulation of the data sequence is illustrated in Figure 5.3. 

The data-modulated carrier of a DPSK signal can be expressed as: 

d(t) = /2PD(t)cos w,t. (5.2) 

where b(t)=+1, represents the modulated data stream which is then applied to the 

second modulator for spectrum spreading. 

5.3.2 Spreading Modulation 

Bandwidth spreading by direct modulation of a data-modulated carrier using a 

wideband spreading signal or code known as direct-sequence spread spectrum (DS 

SS), is a form of digital phase modulation. In this study, the DS SS employs binary 

phase shift keying (BPSK) as the spreading modulation. Thus for the k-th user, BPSK 

spreading is accomplished by multiplying the data-modulated carrier dt) by a 

function c,(t) representing the allocated spreading waveform, as illustrated in Figure 

5.1. The transmitted direct-sequence spread spectrum signal s,(t) is given by 

SQ) = /2P.c,(Ob,cos(w £+6,) (5.3) 
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In complex terms s,(t) may be expressed as; 

SQ) = I,Q)cos(w,t) - Q,Osin(w,t) (5.4) 

where 

I,O = /2P,c(0) b(t) cos(8;) (5.5) 

and 

QO = /2P, c(t) b,@Osin(0,) (5.6) 

are the baseband in-phase and quadrature components of s,(t), P, is the transmitted 

signal power, f,=@,/2m is the carrier frequency, and 0, is the carrier phase of the k" 

user. 0, is assumed to be uniformly distributed on the interval [0,27]. Each spreading 

code pulse is of duration T, and there are exactly N code pulses in each data bit. Thus 

T,=NT, corresponds to the duration of a data bit and since the transitions of a data bit 

and the chip coincides equally on both sides of the data bit, the system processing 

gain is given by: 

G, = T,/T, 6.7) 

Thus G, is numerically an integer equal to N. It is by this factor that any interference 

present in the channel whether from existing CDMA users or other users accessing a 

different service, is suppressed at the receiver. To obtain further insight about the 

effect of the spreading process on the data signal and therefore an indication of the 

reduction in the power spectral density of the transmitted signal, plots of the power 

spectrum of both the data- and spreading code-modulated carrier are shown in Figure 

5.4. It is clear that the power spectrum of the spreading code-modulated carrier 

(Figure 5.4b) is reduced from that of the original data-modulated carrier (Figure 5.4a) 

by a factor equal to the processing gain. 

In the simulation of the CDMA network, only the in-phase and quadrature baseband 
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components are generated, a total of K simultaneously active users transmitting over 

a common CDMA channel are considered and the resultant received signal r,(t) at the 

base station is the summation of s,(t) over all k, k=J,...,K. The data sources of the 

users are independent and unsynchronised. In order to closely approximate a 

continuous rather than a discrete transmission, 10 samples of J(t) and Q(t) data bits 

are generated (i.e. 10 times oversampling). This sampling rate has been implemented 

previously (Appendix 7) and was found to give sufficient correlation with theoretical 

results. It has been assumed that the mean signal of all users reach the base station at 

the same power level (i.e. ideal power control). In practice, as the complexity of the 

system grows, the transmitter power of the mobile stations must be controlled to 

compensate for differences in the received signal power from the mobile stations 

travelling at different distances to their base stations. 

5.4. THE CDMA RADIO CHANNEL 

The flexibility in the software simulation of the mobile radio channel under different 

propagation scenarios permits consistent and repeatable assessment of the mobile radio 

system performance without having to construct prototypes which is expensive, and 

often, time consuming. The major problem that arises in developing the channel 

simulators, however, is finding a model that most accurately describes the behaviour 

of the physical channel while being practically implementable. The choice of realistic 

channel models for narrowband and wideband transmissions and the process of their 

software implementation are described in the sequel. 

5.4.1 Channel Model for Narrowband Transmission 

In order to enable software simulation of the radio channel for narrowband 

transmission, several models have been proposed, notably those of Jakes [5.9] and 

Arredondo [5.10]. Although these models differ in terms of their method of 

implementation, they all essentially produce the same result, namely a Rayleigh fading 

envelope, a random phase modulation and an approximation to the desired power 
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spectrum. Although, a more realistic approximation to the narrowband channel is 

produced when the fast-fading component is considered in addition to log-normal 

shadowing, this investigation did not consider the effect of the latter. Thus, it was 

considered adequate for this evaluation to include only the fast-fading component 

since its effect is most severe on mobile radio system performance. 

5.4.2 Simulation of the Rayleigh Fading 

Computer simulation of the Rayleigh distributed fast fading encountered in mobile 

radio usually involves an addition, in time quadrature, of two independent Gaussian 

noise sources. In order to obtain the required fading power spectrum as represented 

by eqn. (5A.2)' it is necessary to shape the spectrum of the noise sources in 

accordance with the Doppler spectrum before adding them. This method has been 

shown [5.9] to be inefficient since it requires Fourier transformations of the 

coefficients used in generating the noise. A less cumbersome approach that uses a 

number of offset oscillators to give a discrete, time-averaged approximation to the 

desired spectrum given in eqn. (5A.2) has been proposed by Jakes [5.9]. The block 

diagram of the Jakes’ Rayleigh fading simulator is shown in Figure 5.5. The in-phase 

and quadrature components of the Rayleigh fading signal have been shown to be zero- 

mean Gaussian random processes and represented in form of N, low-frequency 

oscillators as given by 

No 

X.0 = 2) 'c0s(B,)o0s( 2,2) + (2c05( >) 68) 
n=1 , 

No 

X,0 = 2Y'sin(,)cos(o,2) (5.9) 
n=1 

where B,, = ™/(Nj+ 1) is the phase, chosen so that the probability distribution of the 

resultant phase is uniformly distributed between 0 and 27, and 

"All equations marked as (5A.1) or (5B.1) etc, can be found in Appendix 5A or 5B, etc, 
respectively. 
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Th 
®, = W. COS (5.10) 

a a ( 2N,+1 

®,, being the maximum Doppler angular frequency. The resultant envelope of the 

Rayleigh fading signal is given by 

Rew) = (X20 + X20 (5.11) 

A plot of the sample Rayleigh fading signal is shown in Figure 5.6. 

The values of @, in eqn. (5.10) are chosen such as to closely approximate the power 

spectrum corresponding to a spatial angle of arrival as given in eqn. (5A.2) while the 

value of N, is chosen in a way such that the auto-correlation of the envelope thus 

generated approaches J,(,,T), Jp being the theoretical zero-order Bessel function of 

the first kind. The auto-correlation function computed from the generated Rayleigh 

fading signal is shown in Figure 5.7. Moreover, the input spectrum is limited to a 

maximum Doppler frequency, f,, given by the ratio of vehicle speed to carrier 

wavelength, (i.e. f,=v/A). The Jakes’ method based on egns. (5.8) and (5.9) is 

illustrated in Figure 5.7. This method has been used in this simulation to generate a 

Rayleigh fading signal, with N,=8 oscillators. The sampling of the signal was set in 

such a way that the time difference between two consecutive samples allows the 

observation of 30dB fades. Thus a mobile with v=48km/h and transmitting at a carrier 

frequency of 900MHz will encounter a Doppler rate of about 40Hz. One fading 

sample was generated for every bit of data information corresponding to one code chip 

period. Hence at 10kb/s data rate, there are approximately 250 bits between deep 

fades. 

5.4.3, Channel Model for Wideband Transmission 

In contrast to the narrowband channel simulation considered previously, most 

wideband channel models such as those of Turin [5.11], Suzuki [5.12], and Hashemi 

[5.13] are derived from the Gaussian Wide-Sense Stationary Uncorrelated Scattering 

(GWSSUS) channel of Bello [5.14]. The simulation of these channel models differ 
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greatly in their complexity and controlling assumptions and therefore exhibit 

substantial disparity, with some models being more representative of the physical 

channel than others. Discussion of the various models is outside the scope of this 

work, but details can be found in the literature [5.11-5.13]. Generally, these models 

have been shown to offer a good representation of the physical channel. However, 

the fact that the path arrival times have to follow some mathematical distribution 

almost completely restricts their implementation. 

From a study of the wideband channel using pulse compression sounding techniques, 

Demery [5.15] proposed a model, based on the tapped delay line structure of the 

channel, using measurement data that was used to derive the various parameters of the 

channel. The tapped delay line model is derived from the fact that the complex low- 

pass impulse response of the multipath channel can be expressed as: 

hz) = PA,o {x -2,O} exp{jo,(0} (5.12) 
i=l 

where A; and 4; are the magnitude and phase of the i” resolvable path, 7, is its 

propagation time delay and 8{.} is the Dirac delta function specifying a unit impulse. 

Due to the motion of the transmitter/receiver terminals, the variables in h(t;t) are 

randomly time-variant. The amplitude coefficients A, are assumed to consist of both 

the small scale and large scale fluctuations which according to Demery’s model, 

follow Rayleigh and log-normal distributions, respectively. The phases are assumed 

to be uniformly distributed over [0,21] while the time-delays are considered fixed as 

opposed to modified-Poisson distributed. Hence, the dependence of the channel 

parameters on time is dropped on the assumption that the channel path parameters 

remain constant at least within a data bit period. This assumption, although conflicting 

with the physical channel, is valid for most practical channels of interest. In the 

Demery model, adopted for this work, each tap is weighted by a certain factor based 

on the fact that the small-scale variations are zero-mean Gaussian processes and the 

number of taps being restricted to those with largest means of the large-scale 
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amplitude fluctuations. Further details of this channel model can be found in reference 

[5.16]. 

5.4.4 Simulation of the Wideband Channel 

Demery’s channel model, shown in Figure 5.8, is easier to implement both in software 

and in hardware than other previous models [5.11-5.13], due to the fact that the time 

delays are assumed random instead of being modified-Poisson distributed. This model 

does not require the simulation of times of arrival and is therefore versatile, with the 

data for various taps derivable from real-time measurements [5.15], or user-defined. 

Therefore using this approach, the coefficients necessary to produce a simple and 

realistic model are derived from channel measurements. As the computer processing 

time severely limits the number of taps that can be simulated, only six taps have been 

considered in this model. The format for each delay is identical. Following the delay 

operation, the input signal is modulated by a complex Gaussian (i.e. a Rayleigh 

distributed) process. Irrespective of the number of taps and their delay times, all the 

Rayleigh distributions are uncorrelated. The composite signal is then multiplied with 

a zero-mean, log-normally distributed signal. Each delay signal is weighted by a 

certain factor which is obtained from experimental measurements and directly related 

to the time delay value. To produce the required simulated received signal, all the 

complex, delayed, modulated and weighted signals are summed together at baseband. 

It is now well established that the power delay profile shape is strongly affected by 

the scatterers in the immediate vicinity of the receiver and the general transmission 

conditions. Some environmental conditions are such that the excess time delay is 

smaller (e.g. in microcells) than in others (e.g. in macrocells). Furthermore, the 

different tap weighting factors are so selected as to closely approximate the strength 

of the different rays they model and in accordance with the environment. In order to 

provide an evaluation of the CDMA system under the different multipath 
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environments, 6-tap GSM-specified [5.17], power delay profiles” have been employed. 

These profiles which are to some extent based on actual measurements and therefore 

representative of the mobile radio environment, are classified accordingly as typical 

urban (TU), rural area (RA) and hilly terrain (HT) tap sets with delay spread of 1.Ous, 

O.lus and 5.Ous respectively. 

The choice of the GSM profiles was motivated partly by the recent consideration of 

CDMA as a candidate to support the Universal Mobile Telecommunication Systems 

(UMTS) across Europe, and partly because there are no other existing propagation 

channel models for mobile radio systems working in the range 900-2000 MHz with 

bit rate on the order of 10kb/s. The use of the COST-207 profiles (given in Appendix 

5C) was therefore considered as a valid first approach. It is emphasised here that in 

simulating the wideband channel, only the small scale variations of the multipath are 

considered. These variations are thought to be the most severe and generally, set the 

lower bound on the performance of the mobile radio system. 

5.4.5 The Transmission of Data over the Channel 

The spread-spectrum signal at the output of the desired kth-user transmitter, s,(t), 

given by eqn. (5.3) is asynchronously transmitted (uplink) through the channel. This 

signal propagates along various paths and at the receiver end, a superposition of the 

attenuated and time delayed replicas of s,(t) is produced. The signal received by the 

base station receiver is therefore the convolution of the transmitted signal with the 

channel lowpass impulse response h(t;T), plus additive white Gaussian noise (AWGN) 

n(t) given by 

r(t) = s(*h(t;t) + ni (5.13) 

If the channel comprises N, propagation paths, then the received signal at the base 

station given in eqn. (5.13) may be expressed as 

*These are the COST-207 power delay profiles originally recommended for testing GSM simulators. 
COST (cooperation in the field of scientific and technical research) is a European study group on 
science and technology. 
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Np 

rt) = VPP) Arett-sp e-xpeom{a.tt-s) +0, +47] ean 

+ Tyat) + no 

where r,t) is the total multiple-access interference. In simulating the above process 

using the channel model of Figure 5.8, only the paths with significant contributions 

are considered. Therefore, the 6-tap setting was employed with amplitudes « and time 

delays T as given in Appendix 5C. Using this approach, the upper limit of the 

summation in eqn. (5.14) is replaced by the number of significant paths considered 

(i.e. six). Considering the desired user alone, its attenuated and path-reflected spread 

spectrum signal can be expressed as 

6 

,0 - PAOeyt-1)b(C-r)oos[ot-x) +0, +] G15) 
i=i 

In complex terms, eqn. (5.15) may be expressed as 

S,Q = I@cos(o,) - Q,Osin(ob (5.16) 

where J,(t) and Q,(t) are, respectively, the in-phase and quadrature components of the 

desired user’s signal, given by 

6 

Lo = [2P,) AiOc(t-t)t-1) c0s( -0,5, +8, +64) G17) 
i=l 

and 

6 

20 - \2P,) A;Oc,t-1) b(t-1)sin(-w,1,+0,+,). 5-18) 
i=1 : 

In addition to the desired user’s signal, the CDMA mobile radio channel comprises 

interference from other users and Gaussian noise. The total number of co-channel 

interference assuming a single-cell system with no antenna sectoring, is the sum of the 

interference from all active users within the cell. Thus, for all the K active users, there 

are a total of K-1 interference at any one time. Hence, the total multiple-access (co- 

channel) interference due to the presence of K-1 users is given by 
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x 
5 

Tyatt)=/2P, » Cy(t-7,)by(t-7,)cos|w (t-7,) + 0,) | (5.19) 

where 0, and 1, are respectively, the phase angle and relative time delay for the k” 

signal. The delay parameter accounts for the propagation delay and the decorrelation 

of the received signals. 

In complex terms, the total multiple-access interference r,,,(t) may be expressed as 

Tua) = TyafOcos(w,t) - Qy4f(Osin(o,t) (5.20) 

where Iy,{t) and Qy,(t) are the in-phase and quadrature terms of r,,,{t) given by 

K 

Tyat®) = [2P,) ote) bi t-t,)e08(-o,t +0) hs ee) 
k=2 

and 

K 

QuakD = J2P,Y ox6t-1,) By(t-4,)sin( -0 6 +8,). (5.22) 
k=2 . 

The interfering signals are transmitted over independent Rayleigh fading channels. 

This ensures that each user encounters uncorrelated fading as it does occur in practice, 

since any user can originate from a different spatial position. It is to be noted, 

however, that owing to computer processing limitation, the interfering signals were 

simulated to undergo flat Rayleigh fading and therefore the channel appears to them 

as being selective only in time. Therefore, eqns. (5.17) and (5.18) represent the output 

of the densely tapped delay line channel model to which is added the multiple-access 

interference and Gaussian noise (in complex baseband terms). The additive noise n(t) 

is of a two-sided power spectral density N,/2, and can be expressed in complex terms 

as [5.18] | 
nt) = n,(cos(w,t) - n,(Osin(w,f). (5.23) 

where n, and n, are two independent (in-phase and quadrature) Gaussian noise sources. 
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They have been simulated from a standard NAG? routine that provides pseudo- 

random numbers with a mean p and a standard deviation o. The probability density 

function of the pseudo-random numbers follow a Gaussian (normal) distribution which 

is given by 

(5.24)   

  

The simulation of the in-phase noise component was accomplished in software by 

setting 1 equal to zero while 6 was varied between 0.5 and 50.0 at suitable steps. In 

this way, subsequent sequences of random real numbers were generated and returned 

during different runs of the calling program. To generate the quadrature component, 

the same procedure as for the in-phase was repeated. Using this approach, it is 

sufficient to generate uncorrelated noise simply by re-initialising the NAG routine. 

The final expression for the resulting signal at the output of the channel model of 

Figure 5.8 consists of adding the in-phase and quadrature terms of eqn. (5.16), (5.20) 

and (5.23) as 

rr) = (1,O + Iys® + n,()cos(«,t) ae 

- (Qo + Qual + n,(t))sin( ot) 

Clearly, the desired signal appears corrupted by the channel impairments which 

include Gaussian noise, multipath and multiple-access interference, as given by eqn. 

(5.25). Hence, to recover the desired signal optimally, several issues such as the 

selection of the spreading code, the modulation scheme, the detection process and the 

general receiver structure have been addressed. While the issue of modulation and 

selection of an optimum spreading code have been discussed in chapter 3 and 4, 

respectively, the other two aspects are discussed as below. 

*NAG (Numerical Algorithm Group) is a set of standard Fortran library routines for carrying out 
specific computational tasks or generating a statistical distribution. 
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5.5 THE RECEIVER SYSTEM 

A despreader or a correlator usually forms the front end of a direct-sequence receiver 

system. Thus, a local PN code identical to and synchronised both in phase and time 

with that at the transmitter is used to de-spread the bandwidth of the received signal. 

Therefore, after despreading, the resultant signal is given by 

TO = SOC + Tyg(Oc,O + nOeo (5.26) 

In eqn. (5.26), the first term represents the desired signal while the second and the 

third terms represent the multiple-access interference and Gaussian noise factors, 

respectively. The factor c,(t) in both the second and third terms ensures that the 

interference and noise energies are spread over the allocated spectrum bandwidth. 

In line with all baseband-simulated receivers, a filtering process is necessary to 

bandlimit the noise bandwidth using a bandpass filter. This was accomplished after 

the despreading process using a third-order Butterworth lowpass equivalent of the 

bandpass filter with a cut-off frequency equal to the bit rate (10kb/s). This type of 

filter and its specification has been employed previously [Appendix 7] and its 

characteristic was shown [5.19] to approximate the ideal lowpass behaviour. The gain 

characteristic of an n-th order Butterworth filter is given by [5.19] 

2n 

2m tan . em = J « (anstty = 

The filter has n poles on a unit circle in the complex plane and was implemented as 

a series of second order transfer functions with the i-th transfer function given by 

1+A1l@z!+A2 jaz? (5.28) 

1+Bi@z!+B2@z? 
where Al, A2, B1 and B2 are the coefficients which represent the impulse response 

Hi) s 

of the circuit and they are computed directly from the poles and zeros of eqn. (5.27). 
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A block diagram for a second order transfer function-serial realisation of a 

Butterworth lowpass filter is shown in Figure 5.9 

5.5.1 The Digital Matched Filter 

In order to maximise the peak pulse signal of the desired user, a correlation receiver 

matched to the desired kth signal is used. This has been realised as an integrate-and- 

dump (1&D) matched-filter, with 3dB bandwidth equal to the data rate. The integrator 

averages the product of the reference PN signal with the incoming signal over the 

duration of one message bit to form a decision statistic Z, given by 

T 

Z, = / r(t)C,(t)cosw, (dt (5.29) 
0 

Since the integration, upon which each bit decision is based, is required to be 

performed over the corresponding bit interval length T, the matched-filter is quenched 

or dumped after each bit decision so as to prevent the previous bit from carrying over 

into the succeeding bit intervals. The decision statistic is then used to form an estimate 

of the transmitted data bit. 

For the mobile channel impulse response given in eqn. (5.12), and by using the 

expression in eqn. (5.26) with the various parameters appropriately substituted, the 

received signal of eqn. 5.29 can be written as 

Np r 

P 
Zi | = y [ C,(t-t,)b,(t-1,)¢,() cos(®;) dt 

f° 
K 

P, . (5.30) AS) i Cy(t-t,) by(t-t,) c, (0) cos(@,) dt 
0 

k=2 

T 

+ i n(t)C,(f)cos(w, f)dt 
0 
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where D=$-@,1,, O,=0,-@,1,. and y, is the Rayleigh distributed path gain of the 

interfering users. Therefore, by considering that the receiver is matched to the desired 

user signal and that synchronisation of the code phase has been achieved, the 

correlator output of the desired receiver (with carrier phase and delay locking of the 

first path), can be expressed as 

Z,=1,+1,+I, +7 (5.31) 

T 

P 
la = | 44, [er@b io 

0 

Np T 

I, = & Vai ece-spbe-nde (t)cos( ®,) dt 

Ea 8 

es 
P, 

Th = > tu [cx(t-t~)Be(t-sy)0s(@, at 

k=2 OO 

T 

a= | N(t)C,(Ocos( wt) at. 

0 

where 

(5.32) 

In the above expressions, we have assumed that the receiver had no problem in 

identifying and delay-locking to the first path, so that J,, the first term of eqn. (5.32) 

is the desired signal due to this path, whereas the second term J, represents the self- 

interference due to the multipaths (echoes) of the desired signal. The third term J, is 

due to the mutual multiple-access interference of the other active users. It is worth 

noting from eqn. (5.32) that the multiple-access interference term J,, did not include 

the multipath (echoes) associated with every interferer. Since the associated echoes 

of the interfering signals will arrive at the receiver via independent fading paths, the 

central limit theorem can be said to apply [5.20], and therefore, the overall effect 
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would be similar to the addition of broadband Gaussian noise. This claim is further 

substantiated by the fact that once these signals are sufficiently separated in time, they 

would be resolved by the receiver and therefore appear as a weak. additional 

interference. In addition to the above claim, the computer processing constraint is the 

over-riding factor which limits the number of users and transmission paths that can 

be simulated. 

For a binary PN sequence, c’(t) = 1 for all (#) and the information bit b(t) is constant 

over the integration period T so that the desired user signal can be expreesed as 

ie 24,6,7 6.33) 

where b, represents the current information bit being detected with the energy per bit 

E, = P,T. It is clear from the eqns. (5.32) and (5.33) that the correlation process at 

the receiver collapses the wideband-coded signal of the desired user into a narrowband 

modulated signal, while the interference and Gaussian noise signals are spread by the 

local PN code. The self-interference term at the output of the integrator will comprise 

the aperiodic auto-correlation functions of the desired-user spreading code arising from 

the echo paths. The mutual multiple-access interference term after the integration 

would consist of the cross-correlation functions of the other-users’ code sequences. 

These interference terms as stated in chapter 3 are minimised through suitable 

selection of the spreading sequences. In eqn. (5.32), 1(t) is the independent Gaussian 

noise term which is overcome at the receiver through filtering. 

5.5.2 The Differential Detector 

The DPSK data modulation implemented at the transmitter allows for a demodulation 

that does not require the estimation of the carrier phase. Instead, the received signal 

in any signalling interval is compared to the phase of the received signal in the 

previous signalling interval. Thus, the detection of DPSK corresponds to determining 

the presence or absence of a phase change from one bit to the next. An 
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implementation architecture that conforms directly to the above description is shown 

in Figure 5.10. In this architecture, the IF-carried DPSK signal is downconverted to 

baseband, both I and Q branches are integrated-and-dumped (I&D) as discussed 

previously. The resulting signal for each (I&Q) arm is then sampled and a matched 

filter envelope detection is performed for each hypothesis. 

If 7’; and J’,'are the recovered in-phase signal and its time-delayed version, 

respectively, and Q’, and Q’, are those for the quadrature arm, then the resultant 

envelope, R;,, for the signal which is passed to the decision circuit is given by [5.21] 

R, = U',1', + Q/,Q'y 6.34) 
The decision process, made in each arm, was performed on the basis that the bit "0" 

corresponds to the lack of phase transition and the bit "1" to the occurrence of a phase 

transition. The resulting data stream after the decision logic are compared with the 

original data sequence and the bit-error rate (BER) is computed. Thus for each 

simulation run, the BER is obtained by dividing the number of data bits in error by 

the total number of transmitted bits. An average BER is then determined by 

considering such BERs obtained from the overall data transmission. 

Two fundamentally different approaches to the demodulation of the received signal 

which comprises multipath have been implemented. In the first, the receiver isolates 

a single component to extract the data from it. The correlation receiver described 

above is one such receiver that rejects multipath by isolating and locking on to the 

desired path known to bear the strongest signal. The receiver performance in this case 

depends on an accurate estimate of the path amplitudes to be able to synchronise to 

the strongest path. Thus the receiver does not take advantage of the energy in all the 

multipath components. Such a receiver has been analysed in [5.22] and shown in 

[5.23] to give satisfactory performance as long as the tracked path provides adequate 

SNR. The second approach makes use of all the resolvable multipath components and 

combines them in some way known as multipath combining and the total energy of 

all the combined paths is used in extracting the transmitted data information. This 
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receiver is described in the next section. 

5.5.3. The Rake Multipath-Combining Receiver 

The determination of the maximum number of resolvable paths between the 

transmitter and the receiver depends on the time resolution of the direct-sequence 

signal which is given by the chip time 7,. This implies that two versions of a spread 

spectrum signal must be separated in time by 7, seconds if their peaks after 

correlation are to be unambiguously distinguished [5.24]. Therefore if the transmission 

chip rate 1/T, exceeds the reciprocal of the delay spread* T,, of the channel, the 

multipath components can be resolved into a number of discrete fading paths L,, given 

by 

In Li< 

  

  
+1 = | Tn Ws| i 5.35) 

where |x| refers to the integer part of x and W,, is the bandwidth of the spread 

spectrum signal. In this situation, the channel appears to the signal to be frequency- 

selective. However, the fact that the period 7, of the data bit (on the order of msecs) 

is far greater than T,, (on the order of secs) ensures that the intersymbol interference 

(IST) of the data symbol is negligible [5.20]. Since a long time correlation process 

which is directly related to T, is employed at the receiver, the effect of frequency- 

selective fading is highly minimised. 

A direct interpretation of eqn. (5.34) is that a maximum of L, statistically independent 

paths can be resolved directly from the channel and subsequently utilised in a diversity 

combining scheme in order to maximise the total wanted signal energy upon which 

to make a decision. This form of path diversity resolution offered by direct-sequence 

CDMA is inherent to the correlation process. Hence a receiver that processes the 

received signal in an optimum manner will achieve the performance of an equivalent 

“The maximum multipath delay spread T,, of a fading channel is the time duration between the first 
and the last detectable echoes of a transmitted signal that arrives at the receiver. 
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L,-th order maximal ratio combiner diversity system [5.20]. A realisation of this 

optimum receiver employs a single delay line through which is passed the received 

signal. This receiver is known as the Rake® receiver and the type that uses the 

delayed received signal is called the delayed-signal-type Rake receiver [5.25]. 

However, when the right amount of delay is inserted in the reference, the 

configuration is known as the delayed-reference-type Rake. For reasons of simplicity 

and the allowable computer processing required, it is the latter Rake configuration that 

has been simulated for this study. It has been shown [5.25] that the noise outputs of 

the two configurations are equivalent. 

A necessary condition implicit in the above discussion is the fact that the tap weights 

and phases have to be estimated in order to have a constructive combining of the 

correlation peaks of the various paths. However, the implementation of maximal ratio 

combining with DPSK modulation precludes the need to estimate the tap weights of 

the frequency-selective channel [5.20] and therefore, all the demodulated signals are 

given equal weights. Furthermore, the post-detection combining technique has been 

employed to combine the independently detected signals, hence there was no 

implementation of a co-phasing process as required in pre-detection combining. This 

allows less complex implementation of the Rake receiver system and the computer 

processing requirement is also reduced. 

The simulated N-path delayed-reference-type Rake receiver architecture is shown in 

Figure 5.11. It is clear from this figure that the tapped delay line receiver structure 

attempts to collect the signal energy from all the received signal paths that fall within 

the span of the delay line and carry the same information. Therefore, provided that the 

spreading bandwidth is large enough to isolate a number of independently-fading 

echoes, the deleterious effects of frequency-selective fading are largely eliminated 

using the Rake approach, since the path contributions are added algebraically rather 

than vectorially [5.25]. 

°The action of the Rake receiver is somewhat similar to an ordinary garden rake and so the name 
RAKE coined for this receiver by Price and Green [5.21]. 
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To furnish the delayed-reference-type Rake receiver system, a digital delay line is 

simulated at the local PN code generator output to provide the delayed samples of the 

despreading code. Hence with a perfect knowledge of the time delay of each path, the 

signal arriving at each of the Rake arms is despread by an appropriately delayed 

version of the receiver PN code such that the output of the individual Rake arms are 

brought into time alignment. Thus, there are N parallel matched filter/differential 

detector branches and the N-th branch locks on exactly to the N-th path. Each path is 

demodulated independently. The output of the differential detector for branch [j] is 

sampled at time [7+ j]. The differential detector outputs for all the paths are then non- 

coherently combined at time [T+ T,,] to form the decision variable for determining an 

estimate of the transmitted bit. 7,, is the maximum delay spread of the radio channel. 

The ability of the Rake receiver to concentrate on the part of the matched filter 

response due to the current symbol is peculiar to its tapped delay line structure. This 

property is the mechanism by which intersymbol interference becomes largely 

eliminated. 

The above simulation of both types of receiver structures assumes perfect knowledge 

of the channel parameters such as the relative time of arrival (delay) of each path and 

the relative path strengths. In practice, channel sounding receivers [5.21] that 

continuously estimate the channel impulse response are used. 

5.6 ESTIMATION OF CDMA USER CAPACITY 

The expression for approximate user capacity of a DS CDMA system derived in 

chapter 4 (eqn. 4.37) has been developed taking into consideration the length of the 

spreading codes only. It is now well established that owing to imperfect orthogonality 

of the spreading sequences, cross-correlation between users’ sequences introduces 

performance degradation, which limits the number of simultaneously active users in 

a CDMA system. In order to account for the effect of code type on the system 

performance and to demonstrate the improvement in system capacity with enhanced 
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code selection over theoretical results, a two-user DS CDMA system was simulated. 

Using the system and channel models described previously, two independent data 

sources were simulated in the form of PRBSs. Following the code selection procedure 

for cellular CDMA outlined in chapter 3, Gold, Kasami and maximal-length sequences 

of length 31 to 4095 chips were generated in turn and allocated to two users. The 

generator polynomials for the different lengths of these sequences used for this 

investigation are given in Table 5.1. 

Table 5.1 The generator polynomials and their various combinations for generating 
maximal-length, Gold and Kasami sequences used in the estimation of 
approximate user capacity for various lengths of these codes. 

    

      

       

  

            

       

   

    
   
   

  

      

        

   

  

      
      

   

   

  

    

         

     

               

   

      
    

    

   

   

      

  

Code m-sequence Gold sequence Kasami sequence 
lengths polynomial polynomial polynomial 
(chips) 

hA1®TVh2 | h1@T'h2 h1®@T’D[h1] | h1@T'D[h1] 

meri | meri | = | = 
h1®T’h2 | h1@T'h2 h1®T’D[h1] | h1@T'D[h1] 

1151 1365 h1®T’h2 | h1@T'h2 

3521 3525 h1®Th2 | hI@T'h2 

5501 5221 h1®T’h2 | h1@T'h2 Pee 

15701 | 163055 h1®@Th2 | h1@T'h2 h1®T’D[h1] | h1@T'D[h1] 

Note that in Table 5.1, hl and h2 refer to the generator polynomials in octal form for 

Lr’ DfhI] 
    

   

  

generating the m-sequence for the desired and interfering user. For the Gold sequence 

cl, the polynomial equation given as hJ®7T°h2 refers to the modulo-2 sum of h/J and h2 

with h2 at zero chip delay (T°) while the T’ in the second polynomial equation for c2 

implies a 1-chip delay of the second m-sequence. The same procedure follows for the 

Kasami sequence, except that instead of the second m-sequence h2, a decimated version 

of the same m-sequence, D/{hI], as described in chapter 3 is used, hence the notation 
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hI®T°D[h1]. The dashed cells in the column for Kasami sequence indicates the fact that 

only mod-2 polynomials can be mechanised to produce a Kasami sequence. 

Thus for each length of the code given in column 1, two sequences are generated for 2 

users (AJ and h2 for maximal-length, g/ and g2 for Gold and cl and c2 for Kasami 

sequences). The data for each user is spread by its own spreading sequence and 

transmitted independently over the channel. Transmission over both additive Gaussian 

noise and Rayleigh fading channels have been considered. At the receiver, the wanted 

signal is synchronously correlated (despreading) with the local PN sequence. The signal 

power is then determined. The second-user (interference) signal is cross-correlated with 

the local PN sequence at the receiver over all possible phase shifts of the sequence, 

subsequently, the interference power and hence, the S/I ratio is determined. The resultant 

S/I ratio is then obtained by averaging all S/I values determined over the: full period of 

the cross-correlation. This validity of this procedure is substantiated by the fact that a 

direct-sequence spreading/despreading operation is basically an averaging process, hence, 

the whole spectrum of the cross-correlation function is used to determine the distribution 

of the interference power. An approach of this form was used in [5.26] to determine the 

S/I distribution in a CDMA cellular radio architechture. The results obtained from the 

capacity estimation are presented and discussed in chapter 6. 
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APPENDIX 5A 

RAYLEIGH FADING 

This section describes in brief, some of the properties of Rayleigh fading which are 

of particular interest to this work. It is a well established phenomena that the mobile 

received signal is of the scattered type, with each component wave being statistically 

independent with a random phase and angle of arrival. The envelope R,,,(t) of the 

mobile received signal is therefore Rayleigh distributed with a probability density 

given by [5.27] 

2 R R 
PLR ony = env on ___env_ ] (5A.1) 

b, 2B, 
  

where by is the received power. When a relative motion between the transmitter and 

receiver occurs, the components of the received signal experience a Doppler shift and 

the resulting power spectrum of R,,,(t) is expressed as 

Sif) « ate (5A.2) 
anf ti 

where f, is the maximum Doppler frequency. 

The performance of radio receivers is directly affected by the Rayleigh fading 

envelope R,,,(t). This envelope is characterised by two parameters, namely, the Level 

Crossing Rate (LCR) and the Average Fade Duration (AFD). While the AFD is 

defined as the average number of times per second that the signal envelope crosses 

a specified level in a positive-going direction, the LCR is defined as the time for 

which the envelope remains below that level. The spatial correlation of this envelope 

is utilised in generating independent Rayleigh fading signals a detailed treatment of 

which can be found in reference 5.27. 
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APPENDIX 5B 

STATISTICAL CHARACTERISATION OF THE WIDEBAND CHANNEL 

The mobile radio channel characterising functions has been introduced in chapter 4. 

These functions are usually measured using channel sounding techniques [5.27]. In 

practice, data reduction is based on the symmetrical relationships between these 

statistical characterising functions, so that only one set of measurements is required. 

For example, the time delay dispersion can be derived directly from the envelope of 

the complex impulse response of the channel, |A(t,t)|, commonly known as the Power 

Delay Profile (PDP) or P(t). Many parameters have been defined in order to present 

P(T) statistically, owing to its random nature. However, two parameters, the average 

delay and delay spread which have been used in this study, are defined as the first and 

second moments respectively of the power delay profile P(t). The other two 

parameters namely, the delay window and delay interval are used to describe the 

length of the impulse response and the distribution of energy within it, respectively. 

These two former parameters have not been utilised in this work and would not be 

discussed any further. 

The average delay is the power weighted-average of the excess delays measured. 

Using the schematic of the power delay profile shown in Figure 5.12, the total energy, 

P,,,, of the impulse response is given by 

t 

Pre = [Peovds (5B.1) 
fy 

where P(T) is the power density of the impulse response and 7 is the excess delay. 

The integration is limited to the region where the profile exceeds an arbitrary cut-off 

level. Thus with reference to Figure 5.12, f is the instant when P(t) exceeds the cut- 

off level for the first time, and ¢, is the instant when P(t) exceeds the cut-off level for 

the last time. The average delay, t,,,, is given by the first moment of the impulse 

response and therefore may be expressed as 
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th 

Sate - | f( [ t - t)P(t)dt (SB.2) 
Pe 

Bt 

where f, is the delay of the line-of-sight (LOS) path. The delay spread is the power 

weighted standard deviation of the excess delays, and is given by the second moment 

of the impulse response. It provides a measure of the variability of the mean delay, 

and is defined as 

  

   
t 

S = |5— [Pode - (tagh CES) 
tot 

fy 
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APPENDIX 5C 

POWER DELAY PROFILES FOR THE WIDEBAND CHANNEL 

The power delay profiles used in simulating the wideband channel are derived from 

the COST-207 profiles specified for the GSM system. These profiles have been 

stratified in accordance with the environment they represent as TU, HT and RA for 

typical urban, hilly terrain and rural areas respectively. The multipath phenomena in 

each of the three different scenarios may be suitably described in terms of the time 

delays and the Doppler shifts associated with each delay as given by [5.17] 

2()= {s(t-t)a(c fiexpQinfr)dfdc — GCA) 

where s(t-T), (Tt) and exp(j2n/t) represents the delayed signals, their amplitudes and 

Doppler spectra. Table 5C.1 lists the channel parameters for the three environments. 

Table 5C.1_ Channel time delays (t), delay spread (S), and attenuations (a) for the 
three different propagation environments. 

Typical Urban Hilly Terrain Rural Area 

oa 
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Figure 5.8 Demery’s tapped delay line channel model.
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Figure 5.10 DPSK matched filter detector.
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Figure 5.11 The delayed-reference-type, N-path Rake receiver 
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CHAPTER 6 

RESULTS AND DISCUSSION 

6.1 INTRODUCTION 

Performance evaluation of an asynchronous direct-sequence CDMA system for mobile 

radio communications has been undertaken and presented in the previous chapters. 

Several aspects of this study including both the analytical and software evaluations of the 

Spreading sequences and the development of a novel selection algorithm for sequence 

allocation to CDMA users have been presented and discussed. These results were used 

to enhance the simulation of the CDMA mobile radio interface. In this chapter, the results 

obtained from the performance evaluation are presented and discussed. The average 

probability of error (i.e. BER) as a function of the signal-to-noise ratio (SNR), measured 

at the input of the receiver correlator has been used as a criterion of the system 

performance. 

The simulation of the CDMA mobile radio interface considered signal transmission of 

10kb/s data on a carrier frequency of 900MHz for various levels of spreading bandwidth. 

The effects of noise, multipath and multiple-access interference on the performance of 

the CDMA system have been studied. The results of the capacity performance of Gold 

and Kasami sequences have been obtained as a function of their spreading bandwidths. 

BER measurements obtained under different mobile radio channel conditions categorised 

as narrowband and wideband transmissions have been analysed in terms of their statistical 

error distribution patterns. The effect of the receiver structure (differential matched filter 

and Rake multipath combiner) on the system performance has also been studied. In all 

the results presented here, the simulated receivers are assumed to be chip synchronised 

to the desired user’s transmission only. Comparisons are made between the system 

performance employing Gold, Kasami or maximal-length sequences. 
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6.2 NARROWBAND TRANSMISSIONS 

The performance of the CDMA system under a narrowband channel condition (ice. 

frequency non-selective) has been obtained using Gold, Kasami and maximal-length 

spreading sequences. In this scenario, the bandwidth of the transmitted signal is much 

smaller than the coherence bandwidth of the channel and therefore, the transmitted 

frequency components will experience about the same amount of attenuation. Where there 

is relative motion between the transmitter and the receiver systems, the transmission 

condition can be described by a Rayleigh fast fading superimposed on a log-normal 

component. However, only the Rayleigh effect has been considered for reasons which 

have been established in chapter 5. When the transceiver is stationary, however, the 

signal transmission path is ideal and the channel is described as being Gaussian, often 

referred to as the additive white Gaussian noise (AWGN) channel. The results of BER 

measurements in the latter and the former scenarios are presented and discussed in turn 

in the following sections. 

6.2.1 Performance in a Static AWGN Channel 

The Gaussian channel is an ideal situation where the single transmission path between 

the transmitter and the receiver is not obstructed. The effect of this channel condition 

consists of the general receiver noise which is represented by an additive Gaussian noise 

source with a constant power spectral density over the channel bandwidth. The system 

performance was assessed in this scenario by adding the simulated complex noise to the 

composite received signal. Typically, the BER performance of a digital radio system is 

measured against the ratio of the signal energy per bit, E,, to the noise power spectral 

density, N,. The E,/N, is related to the SNR by the following expression [6.1] 

E,/N, = SNR(B,T;) (6.1) 

where B,, is the equivalent noise bandwidth and 1/7, is the bit rate. The noise equivalent 

bandwidth of an N-th order Butterworth filter is given by [6.2] 

_ _1/2N 6.2 
2 sin(n/2Ny 2 ee 

where 5, is the 3dB bandwidth of the receiver filter. For a third-order (V=3) Butterworth 
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filter with a cutoff frequency equal to the data rate (i.e. fyjs= 1/T,) the equivalent noise 

bandwidth is therefore given by 

B, = —— (6.3) 

Hence, by substitution of the By7;, parameter in eqn. (6.1) with that in eqn. (6.3) yields 

the following expression 

E,/N, = (1.047)SNR (6.4) 

Thus, E,/N, and SNR are approximately equivalent in the present work. Consequently, 

the receiver filter was simulated by a third-order Butterworth lowpass equivalent, with 

a cut-off frequency of 10KHz. This filter was therefore used in the SNR measurements 

conducted throughout the simulation period. 

In allocating the spreading sequences for the users of the CDMA network, a set of Gold 

codes, selected from a 127-chip family using the selection algorithm proposed in chapter 

3 has been used. An integrate-and-dump (I&D) correlation receiver matched to the 

desired signal has been used. Figure 6.1 shows the BER performance results of the 

CDMA system for K active users employing the bad set and those with the good set of 

Gold sequences in additive Gaussian channel. The good set of sequences correspond to 

the region of Figure 3. (see chapter 3) where the periodic cross-correlation function 

(PCCF) has the smallest magnitude while the bad set corresponds to that region with 

higher magnitude of PCCF. Obviously, there are many sequence groups from the plot of 

the overall average PCCF magnitude shown in Figure 3. (chapter 3), where the good and 

the bad set of sequences could be derived. The example given here therefore represents 

one possible group, and others can also be used to give similar results. The polynomials 

for the two preferred pairs of m-sequences that generate (by mod-2 addition) the 

sequences in the Gold code family set are 211 and 217'. Thus the delay operator by 

which the second m-sequence {217} is shifted from the zero-shift position in order to 

'These polynomials are given in an octal form and can be expressed as feedback polynomials as: 
lst m-sequence: [211] = x’ + x° + 1; 2nd m-sequence: [217] =x’ + x°+x7 42x! 41. 
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generate all the (L=2"+1) sequences in the family set is used to specify the address of the 

good and the bad set of sequences. The allocated good and bad sets of sequences from 

the considered Gold code family is given in Table 6.1. 

Table 6.1 The 5 good and bad sets of Gold code allocated for multiple-access to the 
5 active users of the CDMA network. 

User number Good set Bad set 
(delay for [217]) (delay for [217]) 

Clearly from Figure 6.1, the degradation in the BER performance due to the poor PCCF 

        

           

    

         
of the allocated spreading sequences (the bad case) is immediately apparent. Observe 

that the improvement in the mean SNR required to achieve a BER of 10° from the bad 

to the good set of sequences is about 5dB. This order of improvement which typically 

implies a more than two-fold increase in the number of users, is clearly shown not only 

for the case of 1 active user but also for that of 3 and 5 active users. This fundamental 

result therefore validates the proposed sequence selection algorithm presented in chapter 

3 and paves the way for its consideration in the CDMA scheme for communications over 

Rayleigh fading channels. 

The multiple-access capability of the CDMA system in a Gaussian channel is next 

considered. Gold and auto-optimal with least sidelobe energy (AO/LSE) m-sequences of 

length 127, and Kasami sequences of length 255 chips, have been used as the allocated 

spreading codes. The AO/LSE m-sequences are those class of maximally-connected sets 

of m-sequences [6.3] with selected initial phases that yield minimum auto-correlation 

sidelobe levels as described in chapter 3. As such they represent the best possible set 
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from the m-sequence family of length 127 chips that can be used for multiple-access. 

Figures 6.2a and 6.2b show the static BER performance as a function of the number of 

users, K, at SNR of -5 and OdB, respectively. The Gold and Kasami sequences selected 

for this experiment are derived from the average PCCF group (Figure 3.) and therefore, 

this result represents an average case. It is clear from these plots that there is a graceful 

degradation in CDMA performance as more users are added to the system. Comparing 

the BER curves for the three type of codes, it is immediately apparent that for a single 

user, the AO/LSE m-sequence outperforms the Kasami codes and compares well with that 

of Gold codes. This result is expected since for a single user, the periodic auto-correlation 

function (PACF) is the major performance determining factor. The m-sequence has been 

shown (see chapter 3) to bear a peak PACF with a flat sidelobe level of -1, while Gold 

and Kasami codes bear PACF sidelobe magnitudes greater than 1. Of course, the sharper 

the peak PACF, the greater is the processing gain and therefore, the better is the noise 

rejection capability of the code. However, as the number of users approaches 3 (see 

Figure 6.2), the multiple-access capability of the m-sequence severely degrades due to 

its poor PCCFs. 

It is worthwhile noting from Figures 6.2 (a) and (b) that although the allocated Kasami 

sequences are double in length compared to the Gold codes, their multiple-access 

capability determined at SNR equal to -5dB shows only a marginal difference for a 

number of active users above 4. In fact when there are less than 4 users simultaneously 

transmitting over the Gaussian channel, the CDMA system with Gold codes outperforms 

that with Kasami codes. By comparing the plots for the two SNRs in Figures 6.2a and 

6.2b, it is clear that at high SNR (OdB), the differences in BER performance of the three 

codes could be up to an order of magnitude while at low SNRs (-5dB), the difference is 

less significant. This indicates a strong correlation with the theoretical hypothesis which 

States that as the number of users increases, the pseudo-randomness of the sequences 

approaches the truly random state [6.4]. In general, the results presented here for the 

Gaussian channel provides an upper bound on the system performance and serve as a 

benchmark with which the performance in other environments could be compared. 
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Furthermore, these results can be used to compare the performance improvement offered 

by a Rake receiver in a frequency-selective channel. 

6.2.2 Performance in a Rayleigh Fading Channel 

In the Rayleigh fading channel the transmitted signal undergoes both amplitude and phase 

distortion. The Rayleigh fading effect on the transmitted signal has been simulated by 

multiplying the transmitted signal by an envelope attenuation factor R,,, obtained from 

the fading waveform. With the multiplication being carried out in complex terms, there 

is also an introduced phase shift of the transmitted signal between 0 and 2n. If the mobile 

is stationary, then the response of the channel to the transmitted signal is time-invariant. 

However, as the vehicle begins to move, the response of the channel becomes time- 

variant. As a consequence, Doppler spreading occurs and the channel is said to possess 

time-selective fading. As the vehicle speed increases, the signal encounters more deep 

fades, and during each deep fade, the signal undergoes a rapid and abrupt phase change 

of about 180°. The effect of this sudden phase reversal on the transmitted signal leads to 

an irreducible bit error rate (IBER) [6.5]. 

Using the approach of sequence selection based on the minimum average PCCF proposed 

in chapter 3, the Gold codes with the lowest PCCF (good code set) and those with the 

highest PCCF (bad code set) from Table 6.1 were allocated for multiple-access. The 

performance curves for K simultaneously active users shown in Figure 6.3 were obtained 

in a Rayleigh fading channel with a maximum Doppler frequency, f,,, equal to 40Hz. 

Observe that for the single-user case, there is a 3dB gain in the SNR required to achieve 

a given error rate, when the bad set of sequences are replaced by the good set. It is also 

noticeable that the performance gain in SNR between the good and bad set of sequences 

increases as the number of users is increased. This result is justified by the fact that the 

sequence selection is based on the criterion of minimum average PCCF, hence the 

performance gain becomes greater because the bad set of sequences would be affected 

more than the good set, as the number of users is increased. 
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The combined effects of fading and interference on the system performance can easily 

be seen from Figure 6.3. There is an obvious irreducible BER for 3 and 5 users as 

compared to that of the single user. The simultaneous transmissions by 3 users led to an 

asymptotic BER of 1.3x10” considering the bad set of Gold sequences. The allocation 

of the good set reduces the asymptotic error probability to 8.5x10°. At this BER level, 

it is noticed that even an increase in the transmitter power does not improve the system 

performance. Hence for a CDMA system operating in a Rayleigh fading channel, the use 

of a simple correlation receiver in the presence of multi-user interference leads to poor 

error performance. 

The multiple-access capability of the CDMA system in the Rayleigh fading channel is 

shown in Figure 6.4. The BER measurements were obtained for SNRs of 0, 5, and 10dB 

at a maximum Doppler frequency of 40Hz and with 127 chip Gold spreading code. 

Considering the single-user situation, it is seen that an increase in SNR from 0 to 5dB 

or from 5 to 10dB has a severe effect on the system performance. Also, as the number 

of users is increased from 1 to 2 and then 3, there is a substantial change in the BER at 

all the three SNR levels. However, as the number of users is increased to 4, there is only 

a marginal change in the BER curve. Notice also that an increase in SNR from 0 to 5dB 

or from 5 to 10dB when there are more than 6 users gives only a marginal decrease in 

the BER. This is because all the users are increasing their transmitter power together 

(equal power for all users), hence, the multiple-access interference is increased 

accordingly. 

An investigation of the effect of increasing the length of the code, which for a given data 

rate implies an allocation of a greater spreading bandwidth, W,,, has been obtained for 

1, 3 and 5 simultaneous users in a Rayleigh fading channel. The BER performance curves 

is shown in Figures 6.5a, 6.5b and 6.5c for Gold spreading code of length 31, 127 and 

511 chips, respectively. It is observed that for an increase in the code length from 31 

(Figure 6.5a) to 127 chips (Figure 6.5b) there is a significant improvement in the error 

performance. In particular, for the 31 chip Gold code and a fading rate of 40Hz, the 

limiting error probability for 5 users is about 5x10. As the sequence length is increased 
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from 31 to 127 and 511 chips, the IBER improved to 1.8x107 and 2x10°, respectively. 

Clearly, this improvement is at the expense of more spectrum allocation for a given data 

rate. 

It is also observed from the single-user BER curve in Figure (6.5a) that, as the maximum 

Doppler frequency is reduced, the IBER is also reduced. This is because as the Doppler 

rate tends to zero, the number of deep fades over a given time interval is reduced and 

therefore the asymptotic error rate is reduced. However, in contrast to the single-user 

scenario, a change in the maximum Doppler frequency when there are up to 3 users has 

little effect on the error probability of the CDMA system. In fact, in certain instances 

as observed from the three plots (Figures 6.5a-6.5c), an increase in the Doppler rate from 

20 to 40Hz leads to an improved IBER, albeit marginal. It can therefore be inferred that 

for a given signal level, the mutual multiple-access interference in the CDMA network 

sets a limit on the system performance and that, changes in the channel parameters such 

as the Doppler frequency would affect the pattern of performance conditioned on the 

level of the interference between the users. 

The results obtained from the evaluation of aperiodic correlation function of m-sequences 

and in particular, the selection of optimal phase of these sequences for enhanced 

multiple-access capability have been presented in chapter 3. These selected sequences 

have been allocated for multiple-access in a Rayleigh fading channel with maximum 

Doppler frequency of 40Hz. The objective here is to show the performance improvement 

achievable with (AO/LSE) m-sequences compared to those with non-AO/LSE phases. 

The allocated m-sequences for K users corresponds to the first K entries of Tables 3.1 

and 3.3 (see chapter 3) for AO/LSE and non-AO/LSE phases. Shown in Figure 6.6 is 

therefore the BER performance of the CDMA system employing the two types of m- 

sequences. Clearly, there is a performance gain of more than 3dB for the AO/LSE m- 

sequences as compared to the non-optimal ones. This result compares favourably with 

that reported in [6.5] where the need for the phase optimality was first suggested. It is 

also observed that this order of performance compares well with that of Figure 6.3 for 

Gold codes where the allocated sequences were selected using the novel algorithm 
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proposed and evaluated in chapter 3. The results with 255 chip Kasami code is given 

in Figure 6.7 for 1, 3, 5 and 7 active users. Once gain, the best performance is obtained 

in the absence of interference. However, with 3, 5, and 7 users present, the BER curves 

saturates at 2.2x10°, 3.6x10” and 4.6x10” respectively. From these BER curves, it is 

noted that the multiple-access capability of Kasami codes is severely degraded in the flat 

fading channel compared to that of Gold codes (Figure 6.5b). 

6.2.3 Capacity Performance in AWGN and Rayleigh Fading channels 

The results of capacity performance of Gold and Kasami sequences in Gaussian and 

Rayleigh fading channels are now presented. Signal-to-interference ratio (SIR) as a 

function of the spreading code length have been used as a parameter for user capacity 

estimation. The theoretical basis for the estimation of CDMA user capacity using this 

approach and the subsequent software simulation of this process have been highlighted 

in chapters 4 and 5, respectively. Given in Figure 6.8 is therefore the plot of SIR as 

a function of the spreading code length, for both Gold and Kasami codes in Gaussian 

(static) and Rayleigh fading (dynamic) channel conditions. Clearly, both curves show 

that the approximate user capacity increases with the spreading code length. Indeed, 

as the spreading code length is increased say from 127 to 255 or from 255 to 511, the 

SIR increases by about 3dB. This result is expected since an increase in the SIR by 

3dB implies a two-fold increase in the number of users. It can also be inferred from 

the above results that for a given data rate, say 10kb/s, an increase in the spreading 

bandwidth allocation from 1.27 to 2.55MHz implies an increase in the interference 

rejection capability of the system and, since CDMA capacity is interference limited 

[6.6], a decrease in the interference level by 3dB translates directly into a proportional 

increase in system capacity. 

The theoretical curve of SIR as a function of the code length obtained using eqn. 

(4.38) is also shown in Figure 6.8. It is clearly evident that the Gold code constructed 

from two "preferred pairs" [6.7] of m-sequences has a resultant SIR of 2-3dB better 

than that given by eqn. (4.38). Once again, 2-3dB improvement in SIR obviously 
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would increase the capacity by a factor of nearly 2. However, this was not the case 

with the Kasami code which gives comparable SIR to that of eqn. (4.8). Therefore, 

for a given code length, a CDMA system with Gold code should support a user 

capacity about twice of that with a Kasami code. It is also clear from the curves for 

the dynamic channel that the degradation in the SIR performance of each of the codes 

due to Rayleigh fading is less than 2dB compared to the static case. Furthermore, it 

is apparent from these plots that the difference in the SIR and therefore the capacity 

performance of the codes in Gaussian and Rayleigh channels, widens up at higher 

lengths of the spreading code. This approach to CDMA user capacity estimation and 

therefore the results obtained herein have been validated recently by an investigation 

of the distribution of SIR in a direct-sequence CDMA cellular radio architecture 

reported in [6.8]. 

6.3 WIDEBAND TRANSMISSIONS 

The results presented earlier were derived from transmissions in which the message 

bandwidth is assumed to be sufficiently small such that all the frequency components 

within it behave similarly and hence, the channel impairment is described by a flat 

fading phenomena [6.9]. As the bandwidth increases, however, the behaviour at one 

frequency component tends to become uncorrelated with other frequencies. Clearly, 

for a very large transmission bandwidth the receiver may be able to observe distinct 

echoes of the transmitted waveform and the ability to resolve these (multipath) echoes 

is the essence of the spread-spectrum approach [6.10]. A problem that arises in 

simulating the wideband channel, however, is to determine the actual number of paths 

to be used [6.9]. Although a large number of paths is desirable to produce a realistic 

simulation [6.9], each path requires its own modulator (Rayleigh, in this case) and 

weighting network and therefore, would be very expensive in terms of the required 

computer processing time. 

6.3.1 Performance in a 2-ray Rayleigh Fading Channel 

Multipath power delay profiles (PDPs) in dense, urban environments show significant 
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variations depending on the parameters of the signal such as carrier frequency and the 

transmission data rate. The experimental investigations of radio propagation conducted 

around Europe have shown that a delay power spectrum with two peaks can arise in 

certain multipath scenarios such as hilly terrains [6.11]. Although more than two peaks 

can be present in a typical mobile radio environment, it is highly instructive to 

investigate the robustness of the CDMA system when different relative amplitudes and 

time delays are considered for the peaks and in general to determine the sensitivity of 

the correlation receiver to such variations in the channel profile. Moreover, the 2-ray 

model provides a standard test-environment for system evaluation as established by 

the Telecommunications Industry Association (TIA) [6.12]. 

Two sets of experiments were performed for the 2-ray channel in which the first and 

the second impulse responses have delay spreads of 0.05us and 0.5us, respectively. 

The first impulse response consists of two equal amplitude rays arriving within 0.1us 

of each other. The second ray of the second impulse response is also of equal 

amplitude as the first but arrives after 1.0us. The two rays have been simulated to 

arrive at the receiver via independent Rayleigh fading channels. 

Two receiver structures, a single-path correlation receiver known as a multipath- 

rejection receiver [6.10] and a Rake multipath-combining receiver, have been 

implemented to mitigate the effect of the 2-ray frequency-selective channel. Detailed 

descriptions of the architecture of these receivers have been given in chapter 5. BER 

performance as a function of the mean SNR for the 2-ray experiment has been 

obtained for a single user with no interference at first, and then in the presence of two 

interfering signals, using a 127 chip Gold spreading code. The desired mobile is 

assumed to be travelling at a velocity of 48km/h, and therefore, encounters a 

maximum Doppler frequency of 40Hz at a carrier frequency of 900MHz. The two 

interfering signals are assumed to originate from mobiles travelling as fast as the 

desired one but arriving at the receiver via uncorrelated flat Rayleigh fading 
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channels”. The basis for this assumption has been discussed previously in chapter 5. 

Figure 6.9a shows the performance of the two receivers when the time of arrival of 

the two rays is within 0.1us. Comparing the BER curve for the single user employing 

the correlation receiver under the 2-ray scenario with that given under the flat 

Rayleigh case, there is an apparent 1dB gain in SNR at BER of 10° for the 2-ray 

channel. Since the spread of the channel (0.05ys) is far less than the time resolution 

of the system (0.8us), there is no intersymbol interference imposed. Moreover, the 

second ray arriving at 0.1ps is clearly unresolved from the first ray and therefore the 

two rays appear to the correlation receiver as a single ray of additional strength. 

However, the diversity gain is thought to have been limited to 1dB because these two 

signals may not combine constructively all the time, depending on their relative 

phases, hence the perception of the two rays by the receiver as being one did not give 

a 3dB improvement. The asymptotic error probability with 3 users under the 2-ray 

scenario shows a marginal improvement as compared to the corresponding curve for 

the flat fading channel given in Figure 6.5b. Thus the multipath rejection capability 

of the correlation receiver and the anti-multipath behaviour of spread-spectrum is well 

exhibited by this result. 

The result of deploying a 2-path Rake combining receiver is also shown in Figure 

6.9a. In this case, if the required BER is set to 10°, then for the single-user curve, 

a significant gain in SNR of about 5dB is obtained using the Rake receiver compared 

to that of the single-path correlation receiver. This result is of course expected, since 

the Rake receiver provides an inherent diversity gain by detecting independently the 

two paths and therefore takes full advantage of the energy contained in the 2nd path 

in order to make a decision. Although the use of the Rake receiver when there are up 

to 3 users showed an improvement in the system performance compared to the 

correlation receiver, the BER curve saturates at 4x10°. This is because of the 

diminishing performance of the Rake system as the cross-correlation interference from 

  

*The flat Rayleigh fading channel is dispersive only in frequency and selective only in time. 
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the presence of more users adds to the total noise of the two paths and hence the 

diversity advantage is reduced. It is worthwhile noting that these results are obtained 

based on absolute knowledge of the channel path parameters. 

The result of the second 2-ray experiment when the twin-peak impulse response has 

an excess delay of 1.0us shown in Figure 6.9b is next considered. Observe that for a 

required BER of 10°, the Rake receiver in the single-user scenario shows a diversity 

gain of about 6dB compared to the corresponding BER curve shown for the 0. 1s 

excess delay in Figure 6.9a. This dramatic improvement owes much to the behaviour 

of the Rake system in eliminating the effect of time dispersion when the two coming 

Trays are separated in time by a period greater than the time resolution of the spread 

spectrum system [6.13]. Furthermore, it is observed from the 3-user BER curves of 

Figures 6.9a and 6.9b that the asymptotic error probability has improved by nearly an 

order of magnitude due to the fact that at the excess delay of 1.0us, the two rays are 

completely resolved by the Rake system and the effect of time dispersion and 

frequency selective fading have been largely eliminated. However, the residual error 

probability still shown by this curve is conjectured to be principally due to the 

presence of the two interferers. Since we are assuming equal-power users, any increase 

in SNR invariably implies an increase in the cross-correlation interference contribution 

to the desired signal’s test statistics presented to the receiver for demodulation, hence 

the irreducible error floor. 

The performance of a 255-chip Kasami code in the 2-ray channel is shown in Figures 

6.10a and 6.10b corresponding to excess delays of 0.1p1s and 1.Ops, respectively. The 

results of the 2-ray experiment with 127-chip AO/LSE m-sequence is also given in 

Figure 6.11. Comparing the corresponding curves with those of Gold code given in 

Figures 6.9a and 6.9b, it is evident that for K equal to 3, there is an apparent 

improvement in performance with the Kasami code over those of Gold and m- 

sequences. Of course, the Kasami code is double the length of the other two codes, 

hence the greater is the multipath and multiple-access interference rejection afforded 

by the system processing gain. However, for the one-user scenario, the m-sequence 
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is superior to either of the other two codes for both the single-path correlation-type 

and 2-path Rake receivers. Again, this is due to the flat sidelobe level of the m- 

sequence thereby imposing the minimal self-interference. 

A further experiment with the twin-peak delay profile considering all possible excess 

delays in the mobile radio environment was undertaken using the 127 chip Gold 

spreading code. Similar to the previous experiments, a maximum Doppler frequency 

of 40Hz has been used for the frequency-selective channel and the receiver structure 

employed is that of the single-path correlation type. The BER performance of the 

CDMA system as a function of the excess time delay is shown in Figure 6.12. These 

results are given for different amplitudes of the second ray from -15 to OdB. The 

amplitude of the first ray was fixed at OdB. 

An examination of the BER curve of Figure 6.12 shows that when the time of arrival 

of the two rays is within 2us, the DS CDMA system shows sensitivity to the energy 

of the multipath components. This sensitivity diminishes as the amplitude of the 

second component becomes smaller. From these plots it is evident that the BER 

performance of the system within the 2us period is between 4x10* for the equal 

amplitude case, and 4x10° for the case of the second amplitude at -15dB. However, 

as the excess time delay increases beyond 2us, the BER performance remains at a 

fairly constant value. Whilst the BER performance of the equal amplitude case 

saturates around 10” with increased excess delay. it is observed that by decreasing 

the amplitude of the second ray from 0 to -15dB in steps of S5dB, the limiting error 

probability improved from 4x10° to 4x10“. These fundamental results show that when 

the excess time delay is within 2us, the second ray remains correlated with the first 

one and, depending of their resultant phases, the system takes advantage of the energy 

contained in the second ray to improve on the BER performance. Conversely, when 

the excess time delay is greater than 2us, the two rays become uncorrelated. Under 

this circumstance, there is no self-interference, and therefore, the second ray 

effectively acts as an independent (co-channel) interferer. These results were found 

to compare reasonably well with those obtained by Vojcic et al. [6.14] for a coded 
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direct-sequence spread spectrum transmission over a fading dispersive channel. 

6.3.2 Performance in a 6-ray Rayleigh Fading Channel 

For the 6-ray multipath fading scenario, three propagation environments were 

considered, these being categorised as typical urban (TU), hilly terrain (HT) and rural 

area (RA), with power delay profiles derived from those specified for the GSM 

system. The channel path parameters specified for each of the three environments 

have been given in Table 5C.1 (see Appendix 5C) . The performance of the CDMA 

system for transmissions over the three environments have been obtained for the case 

of one user with additive noise in the first instance, and then with up to 2 interfering 

signals present. A single-path correlation receiver that synchronises to the strongest 

path and an N-path Rake receiver that effectively tracks the N arriving rays and 

subsequently combines them for optimum time domain processing have been 

employed at the base station for data detection. For both receiver structures, complete 

knowledge of the multipath characteristics such as the signal strength and time delay 

associated with each arriving path is assumed. 

BER Performance with a Single-path Correlation Receiver 

Figure 6.13 shows the BER performance as a function of the mean SNR for a single- 

user transmission over the 6-ray urban, hilly and rural areas. This result has been 

obtained using a single-path correlation receiver that synchronises and locks on to the 

path with the strongest impulse response. For both the hilly terrain and rural area 

profiles it is found that the first arriving ray carries the strongest signal (see Appendix 

SC), the receiver therefore synchronises to the first arriving echo in order to extract 

the data. This is not the case, however, with the urban area where the first arriving 

echo is 3dB lower than the second, hence the correlation receiver was made to 

synchronise to the second path. 

From Figure 6.13, it is observed that at SNR equal to OdB and beyond, the BER 

performance in the RA channel is superior to that in the other two environments. In 
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fact, at BER of 10°, the system performance in the RA channel is 5dB better than in 

the HT area, while the BER curve for the TU channel using the same receiver 

saturates at 2x10°. This result could be explained by considering the channel delays 

and attenuations for the three environments given in Table 5C.1. Observe that the RA 

profiles are equally spaced with an excess delay of 0.5us and a delay spread of 0. 1s. 

Thus, with a spreading bandwidth of 1.27MHz, the time resolution of the system 

(0.8us) is higher than the excess delay of the RA channel. Hence, for this scenario, 

all the six coming echoes would appear to the correlation receiver as a single ray of 

a higher strength. Since the delay spread is far less than the bit period (0.1ms), there 

is no intersymbol interference imposed, hence these signals add up constructively at 

the receiver, thereby giving a diversity advantage, especially when compared with the 

single-user BER curve for the flat fading channel. 

In contrast to the RA channel, both the TU and HT channels have a delay spread in 

excess of the time resolution of the spread spectrum signal. Therefore, for the TU 

channel with an excess delay of 5.0us, three of the six rays are completely separated 

by the correlation receiver and therefore appear as independent interferers. The same 

reasoning holds for the HT channel, the fact that the last two echoes are completely 

resolved, lead to the scenario of 1 user and 2 interfering signals. Turin [6.10] has 

shown that under this circumstance, the BER performance would be similar to that of 

a multi-user scenario with the resolved signals remaining as independent co-channel 

interferers, and their effect on the desired signal would depend on their relative path 

strengths. This is indeed the case as seen from Figure 6.13 and Table 5C, where the 

last three echoes (effectively, the interference) of the TU channel are stronger than 

those of the HT channel, hence the poor performance in the TU channel compared to 

that of the HT. 

The performance of the CDMA system in the 6-ray frequency-selective channel in the 

presence of interference’ is now considered. Figure 6.14 shows the BER performance 

*The interfering signals are both of amplitude equal to that of the strongest ray in the multipath of the 
desired user signal. 
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as a function of SNR for 3 simultaneously active users in urban (TU), hilly (HT) and 

rural (RA) environments. Clearly, the BER curve indicates an almost equal 

performance in all the three channels using the correlation receiver. This is due to the 

presence of the 2 interfering signals which tend to dominate the self-interference of 

the multipath. Thus the correlation receiver appear to be too sensitive to the 

interference, hence the equal performance for the three channels. However, the 

wideband diversity gain achieved by the correlation receiver is clearly indicated by the 

reduction in the BER which is on the order of half a magnitude as compared to the 

flat Rayleigh case. 

The combined effects of the self-interference (due to the multipath) and the mutual 

interference (due to the 2 interfering signals) is also very evident from a comparison 

of the BER curves with one user only (Figure 6.13) and that of three users (Figure 

6.14). These results also indicate that if the BER for reliable communication is set 

to 10°, then, an uncoded CDMA system with a correlation receiver could support only 

a single user in the three environments. Thus, the use of a correlation receiver without 

some form of error protection would lead to an erroneous reception of spread 

spectrum signals in a multipath environment. 

BER Performance with N-Path Rake* Combining Receiver 

The result of deploying a 2-path Rake receiver to combine the two strongest arriving 

paths for a single user scenario is shown for the three environments in Figure 6.15. 

Comparing these curves with that of the simple correlation receiver, there is a 

diversity gain on the order of a magnitude for both the HT and the RA channels. 

However, the 2-path Rake receiver in the TU channel showed only a marginal 

improvement in the asymptotic error probability as compared to that of the correlation 

“The N-Path Rake receiver has been implemented with tap spacing corresponding to the time delay in 
the frequency-selective channel. Hence, these results are optimum since the amplitudes and time delays for 
all the arriving paths are exactly known at the receiver. In practice where the channel path parameters are 
not known, sounding signals (embedded in the transmitted signal) are used to estimate these parameters 
[6.10]. 
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receiver. This is because one of the combined paths (i.e. the first echo) is at -3dB 

relative to the other (the second echo) path, hence the contribution of that 2nd Rake 

component is largely dominated by noise. The results of additional path diversity 

given in Figures 6.16, 6.17 and 6.18 for 3, 4 and 5-path Rake receivers, respectively, 

clearly show the gradual improvement in the BER curve for the TU channel and then 

the HT channel with increase in the number of combined paths, while that of the RA 

scenario maintained a fairly constant error performance. This trend of performance 

is expected since for the HT and TU environments, the additional Rake arms have 

effectively brought the late echoes into time alignment and therefore the self- 

interference due to these late echoes is largely eliminated. The sluggish response of 

the RA channel to the additional Rake arms is due to the clustered nature of the RA 

impulse response with excess delay far less than the time resolution of the spread 

spectrum signal. It is therefore conjectured that a for CDMA system with 127-chip 

Gold code and a data rate of 10kb/s, operating with a single user in a rural 

environment, a single-path correlation receiver would provide an acceptable 

performance as compared to a Rake receiver with its added complexity. 

The results in TU, HT and RA environments obtained with 2, 3, 4, and 5-path Rake 

receivers when there are 2 more users in addition to the desired user and its associated 

multipath is shown in Figures 6.19-6.22. An examination of the BER curves reveal 

that when a 2-path Rake receiver is deployed (Figure 6.19), the constant error 

probability improved marginally from that of the correlation receiver shown in Figure 

6.14. However, the use of a 3-path Rake receiver dramatically improved the error 

probability of the system by about an order of magnitude for the TU and HT scenarios 

compared to that of the correlation receiver. A further improvement is achieved with 

a 4-path Rake receiver (Figure 6.21), while the use of a 5-path Rake receiver (Figure 

6.22) degraded the BER as compared to that of the 4-path Rake. This last result 

invariably implies that the fifth path is largely dominated by noise. It can therefore 

be inferred that it is not absolutely necessary to combine all the significant paths in 

the impulse response of the fading channel in order to obtained the best possible 

performance. It can also be intuitively concluded that the Rake receiver system has the 
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effect of averaging out the mutual multiple-access interference as well as the selective 

fading of the channel as seen from the plots in Figures 6.19-6.22. 

A general observation from all the presented results for the CDMA system employing 

the N-path Rake receiver in the 6-ray frequency-selective channel is that at low SNR 

levels, the Rake receiver with most taps performs only marginally better than that with 

less taps. In fact, at SNR in the range -20 to -25dB, the 3 and 4-path Rake receiver 

BER curves closely follow one another. At around the same SNR, a similar 

relationship is exhibited for the case of the 2-path Rake and the path-lock correlation 

receiver performance. These relationships are principally due to the fact that at this 

range of SNR, the noise floor is much higher than the signal level and therefore any 

additional Rake tap would contribute more noise rather than the desired signal thereby 

making this additional tap less significant. 

A Consideration for Reduction in Processing Requirements 

Obviously the longer the spreading code length, the greater is the spreading bandwidth 

allocation needed. This also implies that the code acquisition period is stretched unless 

fast and effective synchronisation schemes are available. These are directly related to 

the signal processing requirements at the transceiver stations. A greater computer 

processing power is also required for computer simulation. Therefore, in an attempt 

to strike a compromise between complexity and performance, a 31 chip Gold code is 

allocated for multiple-access in the 6-ray channel comprising the three propagation 

environments. BER performance of the CDMA system has been evaluated for 1 and 

3 simultaneous users. The performance curves are obtained for both single-path 

correlation-type and N-path Rake combining receivers. Given in Figures 6.23 and 6.24 

are the BER curves obtained in a typical urban channel with 1 and 3 users 

respectively. It can be seen that the correlation receiver with path-lock on the strongest 

signal gives similar result to that of the 2-path Rake receiver while an increase in the 

Rake receiver branch from 2 to 3, 4 and 5 gives an additional diversity gain. Once 

again, the 4-path Rake receiver is seen to be a perfect compromise between 
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complexity and performance. 

However, in the hilly terrain scenario with 1 and 3 users shown in Figures 6.25 and 

6.26, respectively, the best performance is achieved when a 5-path Rake receiver is 

used, especially for the single-user case (Figure 6.25). Clearly, this is due to the 

suppression of the late echo by the fifth Rake arm. Observe that the improvement in 

performance with the 5-path Rake receiver is less in the 3-user scenario (Figure 6.26) 

compared with that of the single user. This is due to the dominance of the mutual 

multiple-access interference over the self-interference from the late echo. 

Figures 6.27 and 6.28 shows the BER performance of the 31-chip CDMA system in 

the rural channel for both the single and 3-user scenarios. It is clearly evident that the 

BER curves appear on top of one another. Notice that for the chipping rate of 310kb/s 

the time resolution of the CDMA system is just about 3.2us which is far greater than 

the excess delay of the impulse response of the RA channel. Hence, all the six rays 

would appear to the receiver as a single ray with the energy of the individual rays 

superimposed on one another. Evidently, a correlation receiver will sense all the 6 rays 

and the deployment of an N-path Rake receiver with a window spanning the total 

length of the impulse response would not make a difference in performance with that 

of a single-path correlation receiver. This is indeed the case as seen from both plots 

in Figures 6.27 and 6.28. Thus the Rake receiver does not offer any diversity gain as 

compared to the single-path correlation receiver. A direct inference from this result 

is that in order to be able to resolve multipath, isolate and constructively utilise the 

contributions of the various arriving rays, the spreading bandwidth has to be made 

sufficiently large. This result which is found to provide good correlation with theory 

[6.13] has given the added impetus for investigating the effect of spreading bandwidth 

on the diversity performance of the Rake receiver system. 

Additional performance results for the CDMA system employing a set of 255 chip 

Kasami codes in the typical urban channel have been obtained. The BER performance 

plots for 1 and 3 simultaneous users employing a single-path correlation-type and N- 
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path Rake combining receivers are compared in Figures 6.29 and 6.30, respectively. 

As expected, there is a diversity gain as more paths are combined using the Rake 

system, compared to the correlation receiver performance, as seen from Figures 6.29 

and 6.30. From these plots, the occurrence of an irreducible error floor when there are 

three users (Figure 6.30), even with the Rake receiver is evident, clearly emphasising 

the dominance of the multi-user interference over that of the multipath. However, the 

comparative curve shown as a dashed line for flat fading channel reveals the 

performance improvement the CDMA system achieves under multipath, given that the 

channel parameters are absolutely known at the receiver. 

The Effect of Spreading Bandwidth Allocation on the Diversity Performance of 
the Rake Receiver System 

An investigation of the effect of the spreading bandwidth allocation on the required 

diversity performance of the Rake receiver system has been carried out for the typical 

urban (TU) multipath environment. Figures 6.31-6.35 shows the BER performance of 

the CDMA system in the urban channel using 2, 3, 4 and 5-path Rake receivers for 

spreading bandwidth allocations of 310kHz, 1.27MHz and 5.11MHz. These results 

have been obtained when there are 3 simultaneously active users. From the BER 

curve with a 2-path Rake receiver shown in Figure 6.31, it can be seen that there is 

a significant improvement in performance of more than half a magnitude passing from 

a spreading bandwidth of 310kHz to 1.27MHz while the diversity gain due to a further 

bandwidth increase from 1.27MHz to 5.11MHz gave a much less improvement as 

compared to the former. On passing from a 2-branch Rake receiver to that with 3 

branches (Figure 6.32), a dramatic improvement in the diversity gain (on the order of 

more than a magnitude at positive SNRs) is clearly shown for an increase in W,, from 

310kHz to 1.27MHz. However, a decrease in the diversity gain is obtained when the 

Rake receiver with 4 branches (Figure 6.34) is replaced by that with 5 branches 

(Figure 6.35) for all the spreading bandwidths considered. 

From the above results, it can be noted that the achievable diversity gain improvement 

for an increase in the spreading bandwidth from 1.27MHz to 5.11MHz is far less than 
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that from 310kHz to 1.27MHz. Although a greater spreading bandwidth directly 

means a higher processing gain and therefore an increased interference rejection 

capability, the reduction in the achievable diversity gain at higher levels of spreading 

bandwidth could be related to two factors. Firstly, it is observed that both the 31 and 

the 127 chip Gold codes used to realise the spreading bandwidth of 310kHz and 

1.27MHz, respectively, belong to the group of Mersenne® prime length codes, which 

has been shown [6.7] to bear excellent periodic auto-correlation and cross-correlation 

properties. Secondly, it is known that the differential encoding technique allows a 

correct phase recovery under the condition of slow phase rotation between two 

consecutive information bits. Since the phase variations depend on the channel 

bandwidth, the smaller the processing gain, the more constant the phase on the 

channel. Thus, going by the results shown in Figures 6.31-6.35, the phase stability is 

maintained on passing from W,, of 310kHz to 1.27MHz while it is not for a shift from 

1.27MHz to 5.11MHz spreading bandwidth. It is therefore conjectured that, beyond 

the spreading bandwidth of 1.27MHz, the phase stability margin is reduced. Hence, 

it can be concluded from these performance curves that not only the required 

spreading bandwidth allocation should be considered when deploying a Rake receiver 

system in the urban multipath channel but in addition, the property of the spreading 

code to be employed. 

Thus the Rake receiver performance as seen from the BER curves, can be said to be 

sensitive to the code’s correlation behaviour and therefore to the selection of the code 

sequences allocated for multiple access. Furthermore, it is generally observed that the 

4-path Rake receiver provides the best possible performance in the typical urban, 

frequency-selective channel for the three levels of spreading bandwidth considered. 

*Mersenne prime codes are defined as those codes for which the code length L=2"-1 is a prime number 
[6.7]. Indeed, both 31-chip and 127-chip Gold codes are formed from the Mersenne prime length generators 
while a 511-chip Gold code is not. 
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6.4 STATISTICAL ERROR DISTRIBUTION PATTERN 

It is now well established that owing to the imperfect orthogonality of the PN 

spreading codes, the multiple-access interference becomes the predominant cause of 

errors thereby making the capacity of a CDMA system interference limited. 

Techniques such as voice activity detection (VAD) and spatial isolation by means of 

antenna sectorisation are used to overcome the interference effects and therefore 

achieve an increase in the system capacity. These techniques have been addressed in 

[6.6, 6.15 and 6.16] and been briefly introduced in chapter 4. In addition to the above 

methods of performance improvement, a well known procedure in improving the 

performance of digital radio systems against channel impairments is the inclusion of 

forward error correction (FEC) codes. The FEC codes reduces the BER of the uncoded 

channel by adding redundancy to the coded data signal. 

There are several well known coding techniques (block, convolutional and trellis) 

[6.17-6.19] that can be implemented for various channel conditions. Since the radio 

channel introduces both random and burst errors, it is not well established as to which 

type of coding is most suitable for the CDMA radio channel*®. However, in order to 

determine the type of coding most appropriate for a given channel condition, it is 

necessary to obtain some statistics of the occurrence of errors in a format which would 

allow direct implementation of the FEC codes. In what follows, the channel error 

process and related terminology are briefly described. The distribution pattern of the 

measured error sequences for both flat Rayleigh channel (with a correlation receiver) 

and multipath fading channels (with single-path correlation-type and N-path Rake 

combining receivers) are presented and discussed. 

  

*This is not to say that there are no past studies of this type on the general mobile radio propagation 
channel, but to the author’s knowledge, no work of this type has been undertaken for the CDMA radio 
channel. The CDMA radio channel is per excellence an interference-dominated channel owing to its 
universal frequency-reuse feature and the simultaneous transmissions of the different users over the same 
radio channel. Therefore the CDMA channel error process may not be similar to those of conventional 
systems. 
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6.4.1 The Error Process and Related Terminology 

In a fading mobile radio environment, the channel characteristics tend to remain in a 

particular condition for periods of time, long compared to that of an information bit, 

and then shift to another state where it remains for some time interval before 

undergoing another transition. There is therefore a certain probability of error 

associated with each condition and a high degree of dependence between the error 

probabilities for adjacent bits. This implies that when errors occur in a fading 

environment, they tend to occur in clusters during intervals of poor channel conditions. 

The disturbance that results from the fading mobile radio channel can be represented 

by a series of error sequences computed from a comparison of the transmitted and 

received data bits. A segment of a typical error sequence (defined over a Galois field 

GF[2]) in a radio channel may be represented as 

where 0 represents a bit correctly received and 1 represents an error. The resulting bit 

errors from simulation runs are analysed in terms of cumulative distributions of the 

gap and burst length. In addition to the BER, block-error measurements are also 

obtained. Other statistical parameters obtained from this analysis are subsequently 

described. It is worth noting at this point that a maximum Doppler frequency of 40Hz 

has been used in this investigation. However, results obtained at different Doppler 

frequencies are clearly indicated. These results have been obtained with Gold 

spreading codes only, since they have been considered most optimal for the CDMA 

system. 

6.4.2 Block-Error Measurements 

In the description of the CDMA simulator given in chapter 5, it has been stated that 

the data are transmitted continuously over the radio channel in blocks of 50 bits. 

Given an arbitrarily large sequence of blocks, the block-error rate is therefore given 

by the ratio of the number of data blocks with at least one error, to the total number 

of available blocks. Figure 6.36 shows the plot of the measured block-error rate for 

K users in a flat Rayleigh fading channel at maximum Doppler frequencies of 20, 40 
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and 80Hz. It is evident from these plots that as the number of users is increased from 

1 to 3, the block-error rate approaches an irreducible floor at higher levels of SNR. 

The degradation which is about one order of magnitude, is due entirely to the cross- 

correlation noise from the interference that is not reduced by an increase in the 

transmitter power. It is also observed that an increase in the maximum Doppler 

frequency leads to the occurrence of more block errors. This result is expected, since 

as the Doppler frequency increases, the number of deep fades is also increased hence, 

more blocks of data will be affected. Figure 6.36 also shows that as the SNR tends 

to -25dB, the block-error rate tends to 1, in contrast to the BER which tends to 1/2 

(see Figures 6.5a-6.5c). This is due to the fact that at this signal level, there is at least 

one bit in error in each block. 

Figure 6.37 shows the block-error rate in the flat Rayleigh channel compared with that 

measured in the frequency-selective typical urban channel. Similar to the BER results, 

there is an apparent degradation in the block-error rate with a correlation receiver in 

the typical urban channel compared to that of flat Rayleigh. The use of a 2-path Rake 

receiver only gave a marginal improvement in the block-error rate at SNR between - 

5 and +5dB but saturates to 2x10? at SNR of 10dB. However, the diversity gain 

afforded by the deployment of the 3, 4, and 5-path significantly reduced the block- 

error rate by about an order of magnitude at SNR of OdB. It is interesting to note that 

at a SNR of about 5dB, the 3,4 and 5-path Rake receiver produced the same block- 

error rate that saturates at 2x10°. Thus the Rake receiver can be described as having 

completely eliminated the errors in some of the transmitted data blocks. 

A comparison of the block-error measurements in typical urban, hilly terrain and rural 

environments for 1 and 3 users is shown in Figure 6.38 and 6.39 respectively. The 

results are given for 2 and 4-path Rake receivers in all the three environments. As 

with the BER measurements, the single user block-error rate (Figure 6.38) using the 

2-branch Rake is worst in the urban channel and best in the hilly terrain while that of 

the rural area lies between the two extremes. With the deployment of the 4-branch 

Rake receiver, there is up to an order of magnitude reduction in the measured block- 
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error rate for the urban channel while those of the hilly and rural areas showed a less 

than proportionate change. In fact, at high SNR, the result with the 4-branch saturates 

and cuts the block-error rate curve of the 2-branch Rake receiver. It can therefore be 

inferred that the additional Rake branches are capable of breaking the burst errors into 

random ones. Once again, the result with additional users shown in Figure 6.39 clearly 

indicates the suppressive effect of the multi-user interference over that of multipath. 

6.4.3 Burst and Gap Lengths Distribution 

The arrangement of error patterns in the radio channel are well described by the 

distribution of their burst and gap lengths. A gap is defined as a consecutive string of 

0’s between two 1’s, having a length equal to the number of 0’s between the two 1’s. 

Consistent with the work in [6.20, 6.21], the minimum gap length employed for the 

purpose of this investigation is 50 bits. This implies that a gap occurs if there are 50 

or more 0’s between two 1’s. A burst is defined as a region of consecutive bit stream 

between two successive error-free regions. The run length of an error-free, or gap 

region must be longer than a specific value. The value chosen for the burst error 

measurement was also 50 bits. 

The burst cumulative distribution curve given in Figure 6.40 for a flat Rayleigh fading 

channel with 1 and 3 users clearly shows that as the SNR increases, the burst length 

is decreased. Observe that for a single user at SNR of OdB, the maximum burst 

length is no greater than 8 bits for 60% of the time. When the SNR is increased to 

5dB for the same percent CDF, the burst length is reduced to less than 3 bits. It is 

further observed that when the number of users is raised to three, the burst length is 

increased to 11bits at OdB. However, an increase in SNR did not bring about any 

change in the burst CDF, due to the increased cross-correlation noise which was not 

circumvented by the additional transmitter power. This result shows greater correlation 

with the BER results seen previously, indicating the effect of multi-user interference 

on system performance. 
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A comparative evaluation of the burst length distribution in the 6-ray urban channel 

using a path-lock correlation-type and 2 and 4-branch Rake receivers is shown for 1 

and 3 users in Figures 6.41a and 6.41b, respectively. It is clear from both plots that 

at 50% CDF, the burst length is reduced from 8 to 3 bits when the correlation-type 

is replaced with the 4-path Rake receiver. The 2-path Rake receiver shows 

performance similar to the 4-path Rake at 50% but downgrades at higher CDF values. 

It is therefore evident that the 2-path Rake is largely ineffective in mitigating the 

frequency-selectivity of the urban channel. Similar behaviour is also observed for the 

case of 3 users except for the increase in the burst error lengths due to increased 

interference. 

The burst length distribution for the hilly terrain (HT) and rural area (RA) channels 

is now considered in comparison to that of the urban (TU) channel. This result is 

shown in Figures 6.42a and 6.42b for 1 and 3 users, respectively, using the 4-path 

Rake receiver. It is interesting to note that the 4-path Rake receiver gave error-free 

detection for 50% of the time in HT and TU channels as compared to 80% for the RA 

channel. However, the burst length in the TU channel remained at 3 bits until about 

100% CDF. Beyond the 80% CDF, the burst length for the HT and RA scenarios is 

about 10 bits. This result shows the diversity advantage the 4-path Rake receiver offer 

in the urban channel compared to the other two scenarios. The result with 3 users 

shown in Figure 6.42b indicates an increase in burst length, especially for the rural 

channel as compared to the HT and TU channels. This is due to the poor multipath 

activity in the RA channel, affording little diversity gain to the Rake system. 

The effect of spreading bandwidth allocation on the burst length distribution is shown 

in Figure 6.43. It is clear that the 1.27MHz bandwidth gives shorter burst length for 

most of the time compared to that of the 5.11MHz. This result is partly related to the 

allocated sequence and therefore indicates the sensitivity of Rake system to the 

selected sequences. The importance of the Mersenne prime sequence generators in 

ensuring the minimum error during reception is clearly demonstrated by this result. 

Page 6.27



Chapter 6 Results 

The result of gap cumulative distribution in the flat fading channel is featured in 

Figure 6.44 for 1 and 3 users at SNR of 0 and 5dB. It is noticed that as the SNR is 

increased the gap length is also increased while the addition of more users leads to a 

decrease in the gap length. This is in direct converse to the burst error length as seen 

from Figure 6.40. There is therefore a strong correlation between the burst and the gap 

CDFs. The gap length CDF for the 6-ray channel is shown for 1 and 3 users in 

Figures 6.45a and 6.45b, respectively. It is observed from both plots that the 4-path 

Rake gives more pronounced gap lengths compared to the 2-path Rake-type and 

correlation receiver both of which give similar gap lengths for lower CDF values. A 

similar gap CDF behaviour is displayed by the three user scenario, except for the 

decrease in the gap length, obviously due to the presence of the interferers. Observe 

that for more than 40% of the time, the 2-path Rake-type and the correlation receiver 

show equal gap lengths, which reinforces the previous claim that the 2-path Rake 

receiver is not capable of providing the performance needed in the urban channel. 

The gap length distribution in the other multipath channels for the 4-path Rake 

receiver is featured in Figure 6.46. For the one-user scenario (Figure 6.46a), the HT 

channel produces shorter gap lengths as compared to the TU and RA channels. This 

is related to the late echo in the HT channel which offsets the diversity gain of the 4- 

path Rake receiver. For a decrease in the spreading bandwidth from 1.27MHz to 

310kHz, the gap length also decreases (Figure 6.47). Conversely, only a degradation 

was observed (lower gap length) when the spreading bandwidth was raised from 1.27 

to 5.11MHz. 

6.4.4 Additional Performance Measures 

Additional error distribution statistics, essential in evaluating the performance of FEC 

codes over bursty channels are the probability, P(m,N), of having m errors in a block 

of length N bits and the probability, P(ml,N), of having m bursts of length N. These 

probability functions together with the block-error rate can be used to assess the 

performance of a particular code and subsequently determine with what frequency the 
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error detecting or correcting capability of that code is exceeded. In this study, the 

measured error patterns in blocks of 50 bits were analysed and the probability of 

finding m errors, and m errors of length / in these blocks are then determined. 

Given in Figure 6.48 are the P(m,N) probabilities for 1 and 3 users in a flat fading 

channel. Considering these plots, it is observed that as the number of users is 

increased from 1 to 3, so does the probability P(m,N) of obtaining up to m=6 errors 

in a block of 50 bits. It is further observed that there is a higher probability of 

obtaining m errors in a block of length N, with SNR of OdB than there is with 5dB. 

Furthermore, it appears that irrespective of the number of users and the operating 

SNR, there is a higher probability of m errors between 2 and 4 and this is reduced 

considerably when m reaches 16 bits. 

The P(m,N) probabilities for 1 and 3 users in the urban channel is featured in Figure 

6.49a and 6.49b, respectively. It is noticed from both plots that the incorporation of 

the 4-path Rake receiver shows a decrease in the number of m errors in excess of 8 

bits compared to the 2-path Rake-type and the correlation receiver. A comparison of 

the P(m,N) probability in urban, hilly and rural environments is shown for 1 and 3 

users in Figures 6.50a and 6.50b. It is apparent from both plots that there is a higher 

probability of m errors less than 4 bits in the rural and then the hilly areas compared 

to that under the urban propagation channel. Of course, for a given P(m,N) probability, 

an increase in the number of users leads to an increase in the length of m errors, as 

seen from a comparison of the two plots for all the three multipath scenarios. 

The results of the P(m,N) probability in respect of a single user for various levels of 

spreading bandwidth is shown in Figure 6.51. Evidently, the transition in the spreading 

bandwidth allocation from 310kHz to 1.27MHz has reduced the P(m,N) probability 

of m between 6 and 8 errors by nearly twice an order of magnitude while a further 

increase to 5.11MHz only led to an increase in this probability, albeit marginal. 

Finally, the results of the P(ml,N) probability of obtaining m burst errors of length / 
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in a block of length N are next considered. Shown in Figure 6.52 is that probability 

obtained in a flat Rayleigh fading channel with 1 and 3 users. Similar to the P(m,N), 

there is a higher P(ml,N) probability for shorter values of m errors between 1 and 2 

while a considerable reduction in this probability is observed as ml approaches 8 bits. 

The results for the urban channel using path-lock correlation-type, 2 and 4-path Rake 

receivers are given for 1 and 3 users in Figures 6.53a and 6.53b. Clearly, the diversity 

gain of the 4-path Rake has significantly reduced the P(ml,N) probability of obtaining 

up to 4 ml errors as compared to the other two receivers as seen from both plots. 

The P(ml,N) probability in urban, hilly and rural environments using the 4-path Rake 

receiver for 1 and 3 users is featured in Figure 6.54a and 6.54b. The single-user 

scenario shows equal probability of obtaining up to 4 ml errors for all the three 

multipath channels while for the 3-user situation (Figure 6.54b), there is an increase 

in the error length for the RA channel compared to the TU and HT channels. Figure 

6.55 shows the P(ml,N) probability for various spreading bandwidths in the urban 

channel using the 4-path Rake receiver. Once again, this result shows that the ml error 

pattern is sensitive to the correlation properties of the code rather than its overall 

spreading length. 

The major observations from the error distributions shown from Figure 6.40 to 6.55 

can be summarised as follows: 

> The typical urban (TU) channel in the context of CDMA signal propagation, 

can be described as being bursty with longer gap lengths, hence the probability 

of shorter bursts is higher. This result is intuitively anticipated, especially with 

the 4-path Rake receiver, since the probability of having all the four-combined 

paths in a deep fade is much smaller than that over a single path because the 

signals fade in an uncorrelated manner, so is the joint probability of the 

occurrence of an error bursts after the Rake combining. This also explains why 

the correlation receiver performs poorly in the urban environment where the 

probability of the occurrence of a burst could be related to the probability of 
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the amplitude of the correlator-locked path being in deep fade. A similar 

observation was made by Elliot [6.22] while evaluating the performance of 

FEC codes on burst-noise channels. 

> The rural area (RA) channel comprises mostly of random errors as can be seen 

from both the block-error measurement results and the plots of the burst and 

gap length distributions. 

» . The hilly terrain (HT) channel consists of both random and burst errors and the 

use of the Rake receiver spanning the length of the last echoes randomises the 

remaining burst errors. 

Therefore, the Rake system can be said to spread the errors in time thereby making 

them random. This claim is easily substantiated by observing that the BER 

performance curve in the 6-ray frequency-selective channel using the 4-path Rake 

receiver system is very close to that of AWGN channel. 

Overall, it can be inferred from the above results that future assessment of the degree 

of error protection provided to a CDMA signal would require knowledge of the burst 

and gap length distributions, and the P(ml,N) and P(m,N) probability parameters. 

Using the above results, an appropriate burst and random error correcting code can be 

designed to provide the required performance for the CDMA mobile radio system in 

accordance with the operating environment. However, the use of a convolutional 

coding scheme with interleaving seems appropriate and therefore, has been suggested 

for the CDMA system. 
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Figure 6.1 BER performance in a Gaussian noise channel with K active users 
employing the good (lower PCCF) and bad (higher PCF) set of sequences.
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Figure 6.2a BER performance as a function of the number of active users 
in a Gaussian (static) channel for three types of spreading codes compared. 
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Figure 6.2b BER performance as a function of the number of active users 
in a Gaussian (static) channel for three types of spreading codes compared.



Av
er
ag
e 

B
E
R
 

°, 

Av
er
ag
e 

B
E
R
 

  hii Tt TT? Thine Sea ole 

    

         

   

    
L=127 chip Gold codes 

—e— K=1 —<— K=3 —#— K=5 
--@- K=1 --4- K=3 --EF- Ke5 

   
    

Max Doppler Freq. = 40Hz 
    

            

  

a.” . i bad code set 

good code set 

-25 -20 “15 -10 -5 0 5 10 15 

Mean SNR (dB) 

Figure 6.3 BER performance in a flat Rayleigh fading channel with K users 
employing the good (lower PCCF) and bad (higher PCCF) set of sequences. 

10"   

  
  

Max Doppler Freq. = 40Hz 

—e— SNR = 0dB 
—=— SNR = 5dB . 
—+— SNR = 100B L=127 chip Gold code   
  

Number of users, K 

Figure 6.4 BER performance as a function of the number of active users 
in a frequency-flat Rayleigh fading channel at various levels of SNR.



Av
er
ag
e 

BE
R 

2, 

Av
er
ag
e 

BE
R 

  10° 
L=31 chip Gold code, Wss=310kHz 

—— K=1 —4— K=3 —— K=5, 20Hz 

--%- K=1 --™- K=3 --¥-- K=5, 40Hz 
—*%- Kel —G- K=3 —%*- K=5, 80Hz   
    

-25 -20 -15 -10 -5 0 5 10 15 

Mean SNR (dB) 
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Figure 6.5b BER performance as a function of mean SNR for K active users in 
a flat Rayleigh fading channel for various levels of maximum Doppler frequency.
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a flat Rayleigh fading channel for various levels of maximum Doppler frequency. 
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Figure 6.9a BER performance for K users in a 2-ray Rayleigh fading channel 
with single path-lock correlation-type and Rake combining receivers compared. 
The 2 rays are of equal amplitude and an excess delay of 0.1 micro_seconds. 
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Figure 6.9b BER performance for K users in a 2-ray Rayleigh fading channel 
with single path-lock correlation-type and Rake combining receivers compared. 
The 2 rays are of equal amplitude and an excess delay of 1.0 micro_seconds.
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Figure 6.10a BER performance for K users in a 2-ray Rayleigh fading channel 
with single path-lock correlation-type and Rake combining receivers compared. 
The 2 rays are of equal amplitude and an excess delay of 0.1 micro_seconds. 
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Figure 6.10b BER performance for K users in a 2-ray Rayleigh fading channel 
with single path-lock correlation-type and Rake combining receivers compared. 
The 2 rays are of equal amplitude and an excess delay of 1.0 micro_seconds.
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Figure 6.11 BER performance for K users in a 2-ray Rayleigh fading channel 
with single path-lock correlation-type and Rake combining receivers compared. 
The 2 rays are of equal amplitude and an excess delay of 0.1 micro_seconds. 
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Figure 6.12 BER performance as a function of excess time delay for 
a single user with a correlation receiver in a frequency-selective fading 

(2-ray) channel for various amplitude levels of the second ray.
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Figure 6.13 BER performance for a single user ina frequency-selective fading 
channel with a path-lock correlation receiver for different scenarios compared 

with that of a single user in a frequency-flat, Rayleigh fading channel. 

Wss=1.27MHz 

—*— Urban 

—2— Hilly 

—+— Rural 

--2-- flat Rayleigh 

K=3 users 
correlation receiver 

L=127 chip Gold code 

-25 -20 -15 -10 -5 0 5 

Mean SNR (dB) 

10 15 

Figure 6.14 BER performance for three users ina frequency-selective fading 
channel with a path-lock correlation receiver for different scenarios compared 

with that of three users in a frequency-flat, Rayleigh fading channel.
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Figure 6.15 BER performance for a single user in a frequency-selective fading 
channel using a 2-path Rake combining receiver for different scenarios compared. 
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Figure 6.16 BER performance for a single user in a frequency-selective fading 
channel using a 3-path Rake combining receiver for different scenarios compared.
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Figure 6.17 BER performance for a single user in a frequency-selective fading 
channel using a 4-path Rake combining receiver for different scenarios compared. 
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Figure 6.18 BER performance for a single user in a frequency-selective fading 
channel using a 5-path Rake combining receiver for different scenarios compared.
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Figure 6.19 BER performance for three users in a frequency-selective fading 
channel using a 2-path Rake combining receiver for different scenarios compared. 
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Figure 6.20 BER performance for three users in a frequency-selective fading 
channel using a 3-path Rake combining receiver for different scenarios compared.
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Figure 6.21 BER performance for three users in a frequency-selective fading 
channel using a 4-path Rake combining receiver for different scenarios compared. 
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Figure 6.22 BER performance for three users in a frequency-selective fading 
channel using a 5-path Rake combining receiver for different scenarios compared.
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Figure 6.23 BER performance for a single user ina frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel. 
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Figure 6.24 BER performance for three users in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel.
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Figure 6.25 BER performance for a single user ina frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel. 
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Figure 6.26 BER performance for three users in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel.
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Figure 6.27 BER performance for a single user in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel. 
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Figure 6.28 BER performance for three users in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake combining receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel.
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Figure 6.29 BER performance for a single user in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake receivers compared. 
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Figure 6.30 BER performance for three users in a frequency-selective fading 
channel with a path-lock correlation-type and N-path Rake receivers compared.
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Figure 6.31 BER performance for three users in a frequency-selective fading 
channel with a correlation receiver for various levels of spreading bandwidth. 
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Figure 6.32 BER performance for three users in a frequency-selective fading 
channel with a 2-path Rake receiver for various levels of spreading bandwidth.
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Figure 6.33 BER performance for three users in a frequency-selective fading 
channel with a 3-path Rake receiver for various levels of spreading bandwidth. 
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Figure 6.34 BER performance for three users in a frequency-selective fading 
channel with a 4-path Rake receiver for various levels of spreading bandwidth.
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Figure 6.35 BER performance for three users in a frequency-selective fading 
channel with a 5-path Rake receiver for various levels of spreading bandwidth. 
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Figure 6.36 Block-error rate performance as a function of mean SNR 
for K users in a flat Rayleigh fading channel at various Doppler rates.
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Figure 6.37 Block-error measurement for a single user ina frequency-selective 
fading (urban) channel with path-lock correlation-type and N-path Rake receivers 
compared with that of a correlation receiver in a flat Rayleigh fading channel. 
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Figure 6.38 Block-error rate performance as a function of mean SNR 
for a single user in frequency-selective fading (urban, hilly and rural) 

channels using 2-path and 4-path Rake combining receivers compared.
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Figure 6.42a Typical burst length distribution in frequency-selective fading 
(urban, hilly and rural) channels employing a 4-path Rake combining receiver. 
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Figure 6.42b Typical burst length distribution in frequency-selective fading 
(urban, hilly and rural) channels employing a 4-path Rake combining receiver. 
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Figure 6.44 Typical gap length distribution for K users 
in a flat Rayleigh fading channel at various levels of SNR.
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Figure 6.45a Typical gap length distribution in a frequency-selective fading 
channel with path-lock correlation-type and N-path Rake receivers compared. 
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channel with path-lock correlation-type and N-path Rake receivers compared.
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Figure 6.46a Typical gap length distribution in frequency-selective fading 
(urban, hilly and rural) channels employing a 4-path Rake combining receiver. 
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Figure 6.46b Typical gap length distribution in frequency-selective fading 
(urban, hilly and rural) channels employing a 4-path Rake combining receiver.
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Figure 6.47 Typical gap length distribution in a frequency-selective fading 
channel using a 4-path Rake receiver for various levels of spreading bandwidth. 
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Figure 6.48 The P(m,N) of obtaining m errors in a block of length N 
for K users in a flat Rayleigh fading channel at various levels of SNR.
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Figure 6.49a The P(m,N) of obtaining m errors in a block of length N 
in a frequency-selective fading (typical urban) channel with path-lock 
correlation-type and N-path Rake combining receivers compared. 
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Figure 6.49b The P(m,N) of obtaining m errors in a block of length N 
in a frequency-selective fading (typical urban) channel with path-lock 
correlation-type and N-path Rake combining receivers compared.
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Figure 6.50b The P(m,N) of obtaining m errors in a block of length N 
in frequency-selective fading (urban, hilly and rural) channels using 

a 4-path Rake combining receiver.
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Figure 6.52 The P(ml,N) of obtaining m burst errors of length | in a block of 
length N in a flat Rayleigh fading channel for K users at various levels of SNR.
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Figure 6.53b The P(ml,N) of obtaining m burst errors of length | in 
a block of length N in a frequency-selective fading (urban) channel with 

path-lock correlation-type and N-path Rake combining receivers compared.
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Figure 6.54a The P(ml,N) of obtaining m burst errors of length | in a block 
of length N in a frequency-selective fading (urban, hilly and rural) channels 

employing a 4-path Rake combining receiver. 
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Figure 6.54b The P(ml,N) of obtaining m burst errors of length | in a block 
of length N in frequency-selective fading (urban, hilly and rural) channels 

employing a 4-path Rake combining receiver.
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CHAPTER 7 

CONCLUSIONS AND FUTURE WORK 

7.1 CONCLUSIONS 

An asynchronous direct-sequence code division multiple access (DS CDMA) simulator 

that incorporates BPSK spreading and DPSK data modulation has been developed. 

Transmissions over Gaussian, flat Rayleigh fading and frequency-selective multipath 

fading mobile radio channels were simulated in the presence of multi-user interference. 

These transmissions were detected by matched filter differential single-path or 

multipath combining (Rake) receivers. Several performance measures which include 

bit-error rate (BER), block-error rate, signal-to-interference ratio (SIR) and signal-to- 

noise ratio (SNR), and the approximate user capacity of the CDMA system have been 

obtained. Additional performance indicators such as the distribution of error patterns 

for various transmission conditions have been studied. The major conclusions drawn 

from these evaluations are summarised as follows: 

From the analytical and software evaluation of Gold, Kasami and maximal-length 

sequences, it has been shown that the merit of a CDMA code set is determined not 

only by its peak periodic cross-correlation level (PCCL), but also its occurrence 

frequency. To this end, a novel sequence selection algorithm was developed. Using 

this algorithm, the sequences with the lowest overall average cross-correlation 

magnitude’ (called the good set) were selected from a given Gold or Kasami code 

family for allocation to a CDMA system with a limited number of users. From the 

results of the BER performance of the CDMA in Gaussian and flat Rayleigh fading 

channels, about 3dB gain in SNR was obtained when the bad set of sequences was 

'The overall average cross-correlation magnitude is the major parameter of the selection algorithm 
which takes into account both the periodic cross-correlation levels and their occurrence frequency for 
sequences in the Gold or Kasami code family. 
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replaced with the good set. It can therefore be concluded that when selecting a set of 

sequences from Gold or Kasami code family for CDMA systems, it is necessary to 

choose not only those sequences with a small peak PCCL but also those for which the 

peak PCCL has low occurrence frequency. Alternatively, the proposed algorithm could 

be used as a sieve for sequence selection. 

The sequence selection algorithm was first evaluated in the Gaussian noise channel. 

It was observed that for a required BER of 10°, the gain in SNR is about 5dB when 

the bad set of Gold sequences were replaced by the good set. This order of 

improvement which typically implies a more than two-fold increase in the number of 

users, was shown not only for the case of a single user but also for the 3 and 5-user 

scenarios. In the Rayleigh fading channel, a maximum Doppler frequency of 40Hz was 

used. It was noticed that for the single-user scenario, a performance gain of 3dB was 

obtained with the good set of the Gold codes as compared to the bad set. This gain 

was seen to increase as more users are added, clearly, demonstrating the effect of 

minimised cross-correlation noise from the good set of the Gold codes as compared 

to the bad set. This fundamental result provided a suitable validation of the proposed 

Gold sequence selection algorithm. 

The effect of a change in the value of the maximum Doppler frequency on the 

performance of the CDMA system with multi-user interference have been studied. 

Maximum Doppler frequencies of 20, 40, and 80Hz have been used. It was deduced 

from the BER curves that for a given signal level, the mutual multiple-access 

interference in the CDMA network is the major factor that determines the system 

performance and that changes in the channel parameters such as the Doppler frequency 

would affect the performance conditioned on the cross-correlation level between the 

interfering signals. 

The capacity performance of Gold and Kasami codes have been evaluated in Gaussian 

noise and flat Rayleigh fading channels using the distribution of SIR between two 

users as a function of their spreading code lengths. It has been shown that through 
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suitable code selection, the capacity performance of the CDMA system is greatly 

enhanced. Although the Kasami code has lower cross-correlation bounds as compared 

to the Gold code of the same length, it was found that a CDMA system with a Gold 

code could support a user capacity about twice of that with a Kasami code. Thus, 

these results establish that sequence selection has a major impact on system 

performance. 

The performance of the CDMA system in a frequency-selective fading channel has 

been evaluated. Transmissions over the wideband radio channel have been undertaken 

for different propagation environments. A twin-peak power spectrum was first 

considered. The two rays were assumed to have equal amplitude in the first instance, 

and subsequently, the second ray was attenuated in steps of 5dB. The separation 

between the two rays was increased from 0.5 to 15s in suitable steps. It has been 

noticed that when the time of arrival of the two rays is within 2us, a DS CDMA 

system with a chip rate of approximately 0.8us shows sensitivity to the energy of the 

multipath components. This sensitivity diminishes, however, as the amplitude of the 

second component becomes smaller. Hence it would be inferred that depending on the 

maximum dispersion, the performance of the CDMA system for different multipath 

profiles would differ considerably. It has also been observed that as the excess delay 

between the arriving rays increases beyond the 2us period, the second ray becomes 

uncorrelated from the first and appeared only as a weak additional interference, thus 

the problem of multipath was reduced to that of co-channel interference. 

Multipath power delay profiles that are representative of typical urban, hilly terrain 

and rural areas have been used to assess the robustness of the CDMA system against 

time dispersion and intersymbol interference. Typical results obtained under the 

wideband conditions were compared with those obtained for flat Rayleigh fading 

channels. It was shown that under certain multipath conditions, the BER performance 

of the CDMA system is superior to that obtained under flat Rayleigh especially when 

several replicas of the transmitted signal arrive at the receiver via uncorrelated fading 

paths. Simulation results have shown that by exploiting the inherent diversity of a 
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frequency-selective channel using the Rake combining approach, the receiver BER is 

reduced by several orders of magnitude. 

It has been shown that as the number of path increases, the multiple-access capability 

of the DS CDMA system employing a Rake multipath combining receiver improves 

and compares with that of a system consisting of a simple correlation receiver and an 

additive Gaussian channel. Conversely, if a simple correlation receiver is used in the 

CDMA system under multipath and even with absolute knowledge of the channel 

parameters, the multiple-access capability is severely degraded. However, for the rural 

channel where there is no sufficient multipath activity, the correlation receiver has 

been shown to give satisfactory performance as long as the tracked path provides 

adequate SNR. 

Next, the effect of increasing the spreading bandwidth allocation on the diversity 

performance of the Rake receiver system was considered. It was observed that for an 

increase in the spreading bandwidth, W.., from 310kHz to 1.27MHz, a significant 

improvement in the diversity performance of the Rake system was achieved. However, 

a further increase of W,, from 1.27 to 5.11MHz gave only a marginal improvement as 

compared to the former. This suggests that not only the spreading bandwidth 

allocation should be considered while deploying a Rake receiver system in the urban 

multipath channel but in addition, the correlation properties of the spreading code to 

be employed. Furthermore, the 4-path Rake receiver was seen to be a perfect 

compromise between complexity and performance especially in the urban propagation 

channel. 

In order to gain further insight into the error process of the CDMA system in flat 

Rayleigh and multipath fading channels, measurements of the average block-error rate 

and the gap and burst distributions were undertaken. It was found that in the rural 

channel, the error pattern is random while in the hilly terrain, a combination of both 

random and bursty error patterns exists. However, with a single-path correlation 

receiver, the urban channel comprises shorter burst errors with longer gap lengths. 
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With the deployment of a 4-path Rake receiver, the distribution of the error pattern 

was largely randomised. 

Additional performance measures such as the probability P(m,N), of having m errors 

in a block of length N bits and the probability, P(mi,N), of having m bursts of length 

/ in a block of length N have been obtained for the CDMA system. From the study 

of the statistical error pattern, it was found that the dominant cause of errors in the 

CDMA network is the multiple-access (co-channel) interference due entirely to the 

cross-correlation between users’ codes and their relative received signal levels. Hence, 

it can be concluded that the enhanced network performance of the CDMA system 

would require adequate control of the cross-interference between the various users. 

Furthermore, it can be concluded that future assessment of the degree of error 

protection provided to a CDMA system would require knowledge of the burst and gap 

lengths distributions, and the P(m,N) and P(ml,N) probability parameters. 

7.3. RECOMMENDATIONS FOR FUTURE WORK 

Performance evaluation of a DS CDMA system for mobile radio networks has been 

the subject of this study. The results obtained herein and the conclusions drawn from 

them have raised several issues which need further consideration. The following are 

considered of sufficient interest to warrant further investigation. 

(1) The evaluation of the DS CDMA system performance was undertaken for the 

uplink channel and perfect synchronisation of the transmitter and receiver PN 

codes have been assumed. Since the uplink operates in the asynchronous mode, 

it is worthwhile investigating the effect of code selection on the 

synchronisation performance of the CDMA system. 

(2) The statistical error distribution pattern for the CDMA system in both flat 

Rayleigh and multipath fading channels has been investigated. The 

Page 7.5



Chapter 7 Conclusions and Future Work 

(3) 

performance of the single-path correlation receiver in the frequency-selective 

channel has been shown to be severely degraded. It would be of great interest 

to incorporate channel coding in the system, based on the results obtained from 

the study of error patterns for the various propagation environments. The 

correlation receiver can therefore be used in the frequency-selective channel 

and the performance improvement due to protected transmission can be 

determined. 

The Rake receiver performance has been shown to vary with the number of 

arriving rays and the combined paths. However, it has been observed that there 

is a diminishing return in certain cases as the number of Rake taps is increased 

to five, largely due to the dominance of noise over the fifth path. It is 

envisaged that an optimum implementation of the Rake system would be 

achieved if some kind of adaptivity over the required number of paths is used. 

This would then ensure that only the significant paths are used for Rake 

combining. 

Page 7.6



APPENDIX 7 

PUBLICATIONS AND SUBMITTED PAPERS 

The following is a list of published and submitted papers 

U.S. Goni and A.M.D. Turkmani, "Software Estimation of CDMA User 

Capacity", JEE Colloquium on Spread-Spectrum Techniques for Radio 

Communication Systems, Savoy Place, London, United Kingdom, Digest No. 

1992/161, pp. 11/1-11/6, June 1992. 

U.S. Goni and A.M.D. Turkmani, "Performance of a DS CDMA System in 

Multipath Fading Mobile Radio Environment with Multiple-Access 

Interference", IEE Colloquium on Spread-Spectrum Techniques for Radio 

Communication Systems, Savoy Place, London, United Kingdom, Digest No. 

1993/095, pp. 13/1-13/6, April 1993. 

A.M.D. Turkmani and U.S. Goni, "Performance Evaluation of Maximal- 

Length, Gold and Kasami Codes as Spreading Sequences in CDMA systems", 

IEEE 2nd International Conference on Universal Personal Communications, 

Ottawa, Canada, pp. 970-974, October 1993. 

A.M.D. Turkmani and U.S. Goni, "A Study of Error Distribution in a Direct- 

Sequence CDMA System", JEE 7th International Conference on Mobile and 

Personal Communications, Brighton, United Kingdom, pp. 161-166, December 

1993. 

U.S. Goni and A.M.D. Turkmani, "BER Performance of a Direct-Sequence 

CDMA System in Multipath Fading Mobile Radio Channels with Rake 

Reception", JEEE 44th Vehicular Technology Conference, Stockholm, Sweden, 

June 1994. 

K.S. Ju, U.S. Goni and A.M.D Turkmani, "Comparative Evaluation of Anti- 

multipath Modulation Techniques for Digital Mobile Radio Systems", JEEE 
44th Vehicular Technology Conference, Stockholm, Sweden, June 1994, 

U.S. Goni and A.M.D. Turkmani, "Performance of a Direct-Sequence CDMA 

Mobile Radio System-Part 1: Code Sequence Allocation and Capacity 

Estimation", IEE Proceedings (submitted). 

A.M.D. Turkmani and U.S. Goni, "Performance of a Direct-Sequence COMA 

Mobile Radio System-Part 2: Spreading Bandwidth Allocation and Rake 
Receiver Evaluations" IEE Proceedings (submitted).



SOFTWARE ESTIMATION OF CDMA USER CAPACITY 

U.S. Goni and A.M.D. Turkmani! 

1. Introduction 

In recent years, there has been considerable interest in code division multiple access (CDMA) techniques 
for mobile radio communications and other commercial applications. The impetus towards CDMA is 
nowhere more evident than in the USA where Qualcomm Inc. has pioneered the development of 
‘narrowband’ CDMA technology for digital cellular and PCN-type systems. It has been reported recently 
[1] that a CDMA system can offer a user capacity improvement of the order of 4 to 6 over digital FDMA 
and TDMA systems. However, in this analysis only the effect of the length of the spreading code was 
considered. No attempt was made to include the effect of the type of spreading code on user capacity. 
This seemed surprising, since it is well known that the successful use of spread spectrum CDMA 
techniques requires the construction of spreading codes capable of minimal interlink interference. 
Several types of codes (Gold, Kasami, etc) have been devised over the years to achieve the CDMA 
objectives. 

The aim of this paper is, therefore, to determine the potential number of users a direct-sequence (DS) 
CDMA system could support for a given spreading code, and to show the performance improvement that 
can be obtained with suitable codes selection. 

2. Theoretical Background 

Recent consideration of CDMA capacity in a non-cellular environment, with no additional system 
features, has shown that the CDMA system capacity [2] is given by 

N,-1 = (WJR,) | (EJN,) (1) 

Where W, is the system transmission bandwidth, R, is the data bit rate and E,/N, is the energy per bit 
to noise power spectral density. The ratio W,/R, is often referred to as the processing gain of the system. 
For a CDMA system the signal-to-interference ratio (S/I) received at RF is related to the E,/N, at 
baseband by 

SII = (EJN,) | (WJR,) (2) 

If there are N, users in a CDMA system with their individual transmitting power being adjusted so that 
they all be received at a base station receiver with the same mean power, then the desired user is 
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interfered with by N, - 1 users. Hence the received S/I, after despreading, is equivalently related by 

  

E.JN 
SII = rea te (EJN.) (3) 

N,-1  (WJR,) 

The E,/N, at the input of a receiver, after despreading, is related to the S/I by 

EN, = (S/DByT (4) 

where B,, is the equivalent noise bandwidth and 1/T is the data bit rate. For a 3dB cutoff frequency 

equal to the data rate, the equivalent noise bandwidth of a 3 order lowpass filter (used in this study) 

is equal to 1.047/T. Hence eqn. (4) becomes 

EN, = 1.047(S/) (5) 

By substituting for E,/N, in eqn. (5) by that given in eqn. (3), yields the following relationship, 

  

1 _ 1.047(S/D) re 
N.-1  (WJR,) 

Hence for a 2-user CDMA system, the S/I is equal to 

WJR sy = Oe m   

1.047 

Therefore, according to references [1,2] and the above formulations, it is clear that the signal-to- 

interference ratio for a 2-user CDMA system is linearly related to the processing gain. As Stated before 

this relationship is surprising, since it does not account for the type of the spreading code. 

3._ Spreading Codes Selection 

The selection of a suitable spreading code is an important requirement for the design of an efficient 

spread spectrum system. The code sets suitable for use in CDMA systems are required to be 

characterised by very sharp auto-correlation functions in order to minimise multipath effects, ensure 

proper acquisition and high processing gains. They are also required to bear very low cross-correlation 

values in order to minimise the multiple access interference between different users. Since not all.codes 

can fulfil these requirements, they have to be selected in order to realise the CDMA objectives. It is well 

known that generation of proper Gold codes requires that the two ‘source’ Maximal codes need be 

properly chosen. Arbitrary selection of code pairs can result in a very poor correlation performance. 

The Gold-derived algorithm for selection of preferred pairs requires the use of code tables that list the 

polynomial roots. Further details about the selection algorithm can be found in reference [3]. Large sets



of Gold sequences exist, with low cross-correlation values suitable for CDMA applications. There also 

exists a small set of Kasami sequences with low cross-correlation values and a large set with rather 
degraded cross-correlation properties. A software evaluation of the auto-correlation and cross- 

correlation functions of Gold and small set Kasami sequences has been undertaken to investigate if they 
satisfy the CDMA requirements. 

The capacity relationship described by eqn. (6) has been derived taking into consideration the length of 
the spreading code only. It is known that owing to imperfect orthogonality of spreading codes, cross- 
correlation between users codes introduce performance degradation, which limits the number of 

simultaneous users in a CDMA system. Subsequent simulation results have shown that improvement in 
the system capacity can be obtained when the spreading codes orthogonality is improved. A software 
simulation of this process has been carried out with two users. The data for each user is spread by its 
own PN code and transmitted independently through the channel. Despreading the wanted signal is 

achieved by multiplying it with the local PN code at the receiver assuming perfect synchronisation. The 
signal power is then determined. The second user (interference) signal is cross-correlated with the PN 

code at the receiver over all phase shifts of the code, subsequently the interference power and hence, 
the S/I ratio is determined. The resultant S/I ratio is then obtained by averaging all S/I values 
determined over full period of the cross-correlation. This is due to the fact that a DS 
spreading/despreading operation is basically an averaging process. 

Figs. 1 and 2 show the autocorrelation and cross-correlation functions of 255-bit Gold and Kasami 
codes. Comparing the cross-correlation plots for the two codes, it is clear that Kasami code has lower 
bounds (15,-1 and -17) than that of Gold code, which bears 4-level bounds of 31, 15, -1 and -17. 

However, a closer examination of the two cross-correlation plots reveals that the probability of having 
a cross-correlation of -1 is more pronounced for Gold codes than it is for Kasami codes. Of course the 
higher the probability of a ’-1’ cross-correlation the better is the code. Therefore the selected Gold 
codes are in one hand better than Kasami codes ( higher probability of ’-1’ cross-correlation) and in 

the other hand they are worse than Kasami codes because they have a higher cross-correlation bound. 
It is therefore very difficult to establish which of the codes Sets is better suited for CDMA application 
using only the two cross-correlation plots (Figs. 1 and 2). This is due to the fact that the performance 
is dependent on the whole spectrum of the cross-correlation functions and not just their peak values [4]. 

4. Simulation 

The estimation of the potential number of users supportable by CDMA system was undertaken entirely 

by software. Various lengths of Gold and Kasami codes were employed for direct-sequence modulation 
technique. Maximal-length sequence of 1023 bits were generated to provide random data as binary 
information for the users. Differential phase shift keying (DPSK) was used for data modulation, thus 
avoiding the necessity of providing a synchronous locally generated carrier at the receiver for 
demodulation.The CDMA transmitter is modelled as a basic DS spread spectrum system that employs 
binary phase shift keying (BPSK) as the spreading modulation. 

The mobile radio CDMA channel modelled in this investigation comprises interferences present from 

others users in addition to Gaussian noise, which are both additive processes and the multiplicative 
process of Rayleigh fading associated with the multipath propagation. The Rayleigh fading signal was 
obtained using a method described by Jakes [5]. One fading sample was generated for every bit of



information corresponding to one code chip period. This implies that for a carrier frequency of 900MHz, 

and a data rate of 10kb/s, there are approximately 250 bits between fades. The other interfering signals 

are assumed to be received via independent Rayleigh fading channel. These signals are then added to 

the Rayleigh fading of the desired user. The mean signal levels of the desired and interfering signals 

are assumed to be equal (i.e. perfect power control). 

The first task the receiver performs is to eliminate the effect of the spreading code (i.e. despreading). 

This was accomplished by multiplying the received signal with an identical binary code sequence 

assumed to be synchronised in time and phase with that at the transmitter. This assumption allows less 

complex software implementation of the receiver to be made. In an attempt to obtain optimum 

performance in data demodulation, matched filter detection was used. This was realised by an integrate- 

and-dump process. The 3dB bandwidth of the filter was selected to be equal to the data rate. 

5. Results 

In order to validate the system model used in the simulation process, performance evaluation of the 

CDMA system was first performed. The average bit error rate (BER) as a function of signal-to-noise 

ratio being used as a performance measure, has been determined in static and fading conditions for 

different lengths of Gold and Kasami spreading codes and for different number of users. The results 

obtained for 255-bit Gold code are featured in Fig.3. As expected, as the number of interferers 

increases, so does the BER. These results compare favourably with published work [6]. 

The S/I ratio has been used as the parameter that estimates the potential user capacity for a given 

spreading code length. The S/I results as a function of the code length are shown in Fig.4, for both Gold 

and Kasami codes for both fading and static conditions. It is clear from Fig.4 that user capacity 

increases with code length. Indeed, as expected, when the code length increases from 63 to 127 or from 

127 to 255, the S/I increases by about 3dB. 

Fig.4 also shows the S/I which was obtained using eqn. (7). It is evident that if the two ‘source’ Maximal 

sequences of the Gold code were properly selected the resultant S/I ratio is 2-3dB better than that given 

by eqn. (7). This implies a doubling in the number of users. However, this was not the case with Kasami 

code, which gives comparable results to that of eqn.(7). Therefore, for a given code length, a CDMA 

system with Gold code should support a user capacity about twice of that with Kasami code. The S/I 

performance in Rayleigh fading condition (as shown in Fig.4) for both types of codes, shows a 

degradation of less than 2dB as compared to the static case. The degradation is more apparent at higher 

code lengths. 

6. Conclusions 

A software simulation of a DS-CDMA system and an evaluation of its performance has been undertaken. 

The autocorrelation and cross-correlation properties of both Gold and Kasami codes have been 

evaluated, so that the selected codes can satisfy the multiple access requirements. Enhanced code 

selection and design was shown to improve the user capacity, enough to double the number of users in 

non-fading condition. The effect of Rayleigh fading was also shown to degrade the performance from
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the static case by less than 2dB at higher lengths of the spreading codes. 
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PERFORMANCE OF A DS CDMA SYSTEM IN MULTIPATH FADING MOBILE RADIO 
ENVIRONMENT WITH MULTIPLE ACCESS INTERFERENCE 

U.S. Goni and A.M.D. Turkmani! 

Abstract 

This paper presents results of software simulation of the performance of an asynchronous DS CDMA 
communication system in frequency-selective multipath fading environment in the presence of multiuser 
interference. In addition to the degrading effect of multipath fading, the presence of other users 
deteriorates the bit-error rate (BER) performance of CDMA systems. The combined effect of these 
interferences is shown for two cases of spreading codes. Two receiver structures; a single-path multipath 
rejection receiver that tracks the strongest signal and a Rake-type receiver that effectively resolve and 
subsequently coherently combine the multipath components were simulated to mitigate the effect of 
multipath. Average BER as a function of signal-to-noise ratio (SNR) is used as a measure of the system 
performance. 

1. Introduction 

Among the attractive features of spread spectrum is its ability to mitigate the effect of multipath fading 
and interference as well as permit simultaneous communication between multiple users over a common 
radio channel with enhanced network capacity. These unique traits of spread spectrum have revitalised 
interest in direct-sequence code division multiple access (DS CDMA) systems for applications in cellular 
radio, personal communication networks (PCNs) and indoor wireless networks. Following the successful 
implementation of broadband CDMA for PCNs by SCS Mobilecom and the relatively narrowband CDMA 
for cellular mobile radio by Qualcomm Inc., CDMA is currently being considered as a possible contender 
of third generation digital communication systems. 

Frequency-selective multipath fading is well known to be the most dominant cause of performance 
degradation in cellular mobile radio systems. Signals arrive at a receiver via a scattering mechanism and 
the existence of multiple propagation paths with different time delays, attenuations and phases gives rise 
to a highly complex, time varying, transmission channel, that translates into rapid variations in the 
instantaneous received signal envelope [1]. The multipath phenomena also manifests itself as time 
dispersion in the received signal that causes significant intersymbol interference (ISI).. The ISI places 
fundamental limitations on the performance of radio communication systems due to the irreducible bit- 
error rate (IBER) and imposes a limit on the achievable data rate. A direct-sequence spread spectrum 
system can tolerate a higher degree of ISI due to the multipath rejection capability of the despreading 
process [2]. 

Analytical investigations of the performance of DS CDMA communication systems over multipath fading 
channels have appeared recently in the literature [3,4], with receiver structures that exploit the inherent 
diversity in frequency-selective fading channels to improve on the system bit-error probability. The Rake 
receiver is one such receiver that is widely used in CDMA systems for combating multipath fading 
effects. Conventional narrowband receivers such as those of AMPS and TDMA systems makes use of 
the diversity contained in the faded signal by employing adaptive equalisers [5]. These equalisers 
increases the receiver complexity and its power requirements. A DS CDMA receiver on the other hand, 
takes advantage of the multipath by utilising the inherent diversity of the frequency-selective channel 
which provides uncorrelated fading signals for processing that obviates the need for separate antennas as 
used in space diversity. 
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In addition to the self-interference due to multipath, the presence of multiple-access interference further 
degrades the performance of CDMA systems. In the analysis of multipath combining receivers, Turin [2] 
used Gaussian approximations to account for the effect of multiple-access interference. The aim of this 
paper is to show on a simulation basis, the BER performance of a DS CDMA system operating in 
multipath fading mobile radio environment with up to 2 interfering signals. A 2-ray model of equal 
amplitude and 1.Ous excess delay, and a 6-ray model with multipath profiles for typical urban, rural area 
and hilly terrain as specified for the GSM system [6] have been employed for this work. 

2. System and Channel Models 

The DS CDMA system has been implemented entirely by software. Gold sequences of period 127 and 
Kasami sequences of period 255 were employed as spreading codes. The sequences were selected on the 
criterion that they bear sharp autocorrelation function to permit effective synchronisation of the desired 
signal and to mitigate the effects of multipath, as well as posses low cross-correlation values to minimise 
mutual interference and therefore enhance their multiple access capabilities. The need for spreading code 
selection and their optimisation against multipath is now well established [7-8]. 

For an asynchronous DS CDMA system, the spread spectrum signal transmitted by the k* user is given 
as: 

5,()=/2P,2,()b,Q)cos(w t+8,) (1) 

where ©, represents the phase of the k" carrier and w, its common centre frequency; P, and b,(£) are 
respectively the transmitter power and data signal of the k* user. The spreading code signal of the k* user 
represented by a,(f), takes on the values (+1,-1). Each code pulse is of duration 7, and there are exactly 
N full code pulses in each data pulse. Hence the duration of a data pulse is T=NT.. Pseudo-random 
binary sequences were generated as the binary data information. Binary phase shift keying (BPSK) has 
been used for data and spreading modulation. A data rate of 10kbits/s was used for each user. The mean 
signal of the desired user and the interfering signals are assumed to reach the base station at the same 
power level (i.e perfect power control). 

The modulated and direct-sequence spread signal of the k" user, represented in terms of discrete samples, 
is transmitted over a channel having multiple propagation paths, each with real gains, propagation delays 
and random phases. The channel model used in this study is basically a tapped delay-line model based 
on the fact that the complex low-pass impulse response of the multipath channel is described as: [9] 

h(t)=)> A(OS{c-t,Oexpli,(t)} (2) 
i=l 

where 4, is the amplitude of the i* resolvable path, t, is its propagation time delay, 6, is its phase and 5{} 

is the Dirac delta function. As a result of the motion of the transmitter/receiver terminals, A,,t, and®, 
are randomly varying functions of time. In the simulation process however, the time delays were assumed 
to be fixed. Although conflicting with the physical channel, the assumption of fixed time-delays is valid 
for most practical channels. 

In addition to the multipath effect, the CDMA channel also comprises interferences from other multiple 
access signals. Two interfering signals have been simulated in this investigation and they are assumed to 
undergo independent flat Rayleigh fading. In practice, the interfering signals would also undergo 
multipath and this would add to the total cross-correlation noise. 

3. Receiver Models 

The signal at the input of the direct-sequence receiver comprises multipath and multiple-access 
interferences. The received signal is a convolution of the transmitted signal with the channel lowpass 
impulse response, plus additive Gaussian noise, n(t) of two-sided power spectral density; given by 

r(t)=s(t)xh(t,t) +n(t) (3)



Hence, after the despreading process by a matched filter, the receiver output matched to the k* signal is 
given by 

aa 

Z,= if 7,(0a,(t)cose (dt (4) 
0 

Two receiver structures have been implemented in the simulation. In the first, a coherent, single-path lock 
multipath rejection receiver has been employed for the typical urban, rural area and hilly terrain 
scenarios. In the second, a Rake multipath combining receiver has been used for the 2-ray model. In the 
simulation of both receivers, perfect knowledge of the relative path strengths and time delays have been 
assumed. In practice, these parameters are obtained by channel estimation process. 

For the single-path locking receiver, a correlator which has been realised as a matched filter was 
implemented. The matched filter was set to track one of the resolvable paths. A coherent BPSK 
demodulator is then used to detect the signal. The receiver coherently recovers the desired signal by 
synchronously locking on to the path with the strongest (shortest delay) signal. Multipath profiles for the 
three environments as specified for the GSM system were employed to simulate the frequency-selective 
channel and the receiver performance was determined for each case. 

In all but the typical urban environment, the receiver local PN code was synchronised to the path with 
the shortest delay (strongest signal), however, in the case of the typical urban, the reduced 6-tap setting 
specifies the first echo at -3.0dB and the second echo of 0.0dB relative path strength occurs at 0.2yus time 
delay. Hence the receiver was synchronised to detect the second echo (i.e the strongest). 

For the 2-ray model, a 2-path Rake receiver was implemented to combat the multipath fading effect and 
to process the time diversity by multipath combining. The block diagram of the Rake receiver structure 
is shown in Fig. 1, where two parallel correlators and coherent detectors were used. Each path is 
demodulated independently. The output of the two detectors are appropriately combined to form the 
decision variables. 

4. Results and Discussion 

The BER performance of the simulated DS CDMA system comprising three users in urban, rural and 
hilly terrain scenarios is shown in Fig. 2. The mean SNR quoted is that of the shortest (first echo) path. 
Also shown in Fig. 2 is the BER curve for flat Rayleigh fading channel. It is evident that the BER 

performance of the CDMA system for 6-ray multipath for the three environments is about 8dB better than 
the flat (one-path Rayleigh) fading case for the same number of users. This result is expected, as the 
direct-sequence system takes advantage of the diversity presented to the system by multipath propagation. 
This result compares favourably with that obtained from simulation of a dense-high-rise topography given 
in [2]. 

In comparing the results given in Fig. 2 for the three environments, the typical urban case shows better 
BER performance than hilly terrain while that of the rural area is between the two. However, the order 
of this result may not hold when the single-path correlation receiver is substituted with a multipath 
combining receiver since the energies in the individual path for each environment vary considerably. 

The results for the Rake receiver using the 2-ray model is shown in Figs. 2 and 3. For each of these 
plots, the combined effect of multipath and multiple-access interference have degraded the BER 
performance of the system by about 3dB compared to the flat fading case. However, these plots also show 
the improvement in BER performance of the system when a multipath combining Rake receiver is 
employed. Due to the path-combining characteristics of the Rake receiver, the energies contained in the 
uncorrelated multipath will add constructively and therefore the Rake receiver operates at a greater 
advantage over the single-path locking correlation receiver. 

The plots in Figs. 3 and 4 also show the multiple-access capabilities of Gold and Kasami codes in the 
presence of both multipath and interference. It can be seen that the CDMA system with Gold spreading



codes provide almost equal BER performance with that provided by the Kasami code, although the 
Kasami code is twice in length compared to the Gold code. This result is attributable to the fact that the 
127 bit Gold code is one of the primes number sequences that posses good autocorrelation and cross 
correlation spectrum and therefore provides robust performance in combined multipath and interference 
environment, [7,8]. 

5. Conclusions 

In this paper, computer simulation has been used to implement a DS CDMA communication system 
operating in multipath fading environment in the presence of two other users. Average BER as a function 
of the channel SNR has been used as a measure of system performance. From the results obtained with 
the 2-ray model, it is evident that the multipath combining Rake receiver provides better performance than 
the single-path correlation receiver but at the expense of complexity. The performance of both the Rake 
and the correlation receiver will deteriorate when the effect of second-user multipath is added to the total 
received signal. However, these effects would be minimised by the system processing gain during the 
decorrelation process. 

From the result for the 6-ray model, it is clear that the CDMA system performance with a single-path 
correlation receiver is better in typical urban than in hilly terrain while that of the rural area is in between 
the two. It is envisaged that the order of this result may change when a Rake multipath combining 
receiver is used owing to the differences in path strength of the three environments. This remains to be 
investigated. Thus the success of the spread spectrum receiver depends on the spreading codes, the 
number of users and their relative power levels and more significantly on the type of processing 
employed. 
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Abstract:- This paper presents results of computer 
simulation that evaluates the performance of a direct- 
sequence code division multiple access (DS CDMA) system 
for three classes of spreading codes namely, Maximal- 
length, Gold and Kasami sequences. The need to select the 
optimum spreading code for DS CDMA applications is 
shown from the system capacity and bit-error rate (BER) 
performance for each of the three types of codes. It is 
shown that knowledge of the cross-correlation peaks alone 
is not sufficient to establish which of the codes is better 
suited for CDMA applications. Hence it is shown that 
their performances depend on the whole spectrum of their 
cross-correlation functions rather than their peak values. 
Additional results of the BER performance of the CDMA 
system for the three types of spreading codes in 
frequency-selective multipath fading channel are featured. 

I. INTRODUCTION 

Code division multiple access using direct-sequence 
spread-spectrum modulation technique for cellular 
mobile radio and personal communication networks 
(PCNs) has gained increased popularity in recent times, 
largely due to its high resistance against interference 
and its ability to combat the effect of multipath fading 
as well as allow uncoordinated access by several users 
to a common radio network. These unique 
characteristics of CDMA has successfully been brought 
to practical test by the pioneering work of Qualcomm 
Inc. and SCS Mobilecom in its development for 
application in cellular mobile radio and PCN systems 
respectively. The interest in CDMA is fast spreading 
into Europe. Through the Link Personal 
Communication research program, a consortium of 
industrial and academic institutions in the UK are 
investigating the potentials of CDMA as a possible 
contender of third generation digital communication 
system to support the European Universal Mobile 
Telecommunication Systems (UMTS). 

An essential feature of every CDMA system is the 
spreading sequence which is allocated to each user to 
provide the signal with a coded format and hence serve 
as the channel separation mechanism. Thus unlike in 
time division multiple access (TDMA) where the 
individual users are disjoint in time but share a 
common frequency band, or in frequency division 
multiple access (FDMA) where users transmits 
simultaneously on separate frequencies, in CDMA all 
users transmits on the same frequency and at the same 
time. Inherent to this scheme is therefore mutual 
interference between the active users and is closed 

linked to the periodic and non-periodic cross- 
correlation properties of their codes. The ability of a 
receiver to detect the desixed signal in the presence of 
other user interference relies to a great extent on the 
correlation properties of these codes. Hence, in 
addition to the propagation channel condition, the 
performance of the CDMA system is limited by the 
number of active users and their relative power levels. 

But for a particular channel condition and a given 
number of users, the performance of the CDMA 
system depends on the nature of the spreading 
sequences. It is well known that the successful 
implementation of the CDMA scheme requires the 
construction of spreading sequences capable of minimal 
interlink interference. The need for code optimisation 
for application in CDMA systems have been addressed 
in several papers [1-3]. However, in the analysis of 
CDMA network capacity that appeared in [4], the 
effect of a code type has not been accounted for. The 
purpose of this paper is to evaluate the performance of 
Maximal-length, Gold and Kasami codes as spreading 
sequences in CDMA system. Based on the relationship 
between number of users, the system processing gain 
and the signal-to-interference (S/I) ratio, a software 
estimation of the capacity performance of each code in 
Gaussian and Rayleigh fading channels have been 
undertaken. Additional results obtained from the 
simulation of the DS CDMA system in typical urban 
mobile radio scenario enabled us to assess the multiple- 
access capability of these codes under wideband 
situations. 

In the following sections of this paper, code parameters 
that are of interest for CDMA followed by a theoretical 
background that forms the basis of this work are 
presented. The system and simulation models employed 
for this work are subsequently described. The capacity 
and BER results obtained are then featured. 

II. CODE CORRELATION PARAMETERS 

An essential requirement in the design of CDMA 
systems is the minimisation of the absolute value of the 
periodic correlation between signals. The codes suitable 
for use in CDMA systems should bear very low cross- 
correlation values to provide adequate discrimination 
between the various users. This together with the 
relative power level of the received signals controls the 
allowable multiple-access interference levels. In order 
to minimise multipath effects, ensure proper 
synchronisation and provide higher processing gains,



the code sequences need to bear unambiguously sharp 
autocorrelation functions. 

Two properties, periodic and aperiodic correlation 
functions are used to address the merit of a code set for 
CDMA applications. The optimisation of code 
sequences based on their aperiodic correlation 
properties has been analyzed explicitly in [1-3]. The 
peak periodic cross-correlation function of a preferred 
pair of maximally-connected set of m-sequence [1] of 
period N=2"-] take on three preferred values which are 
-1, -t(n), and t(n)-2, where 

t(n)=1 +2421 (1) 

The periodic autocorrelation functions of the m- 
sequence are ideal due to its flat autocorrelation 
sidelobe level being equal to -1. From these two 
properties, the maximally-connected sets of m- 
sequences seems ideal for CDMA applications. 
However, there are a few maximally-connected sets of 
m-sequences (just about 6 for the 127-bit m-sequence) 
which are not sufficient for multiple-access 
applications. Gold and Kasami codes have been devised 
to provide the needed number of code sets to support 
a CDMA system. There are 2*+1 Gold sequences of 
length 2"-J constructed from 2 preferred m-sequences 
whose autocorrelation functions take values from the 
set { 2"! -1, t(n)-2, -t(n) }, and cross-correlation values 
from the set {-J, t(n)-2, -t(n)}, where 

(m+l) 4 

t(n) = 2 m odd (2) 
Paaliclde m even 

A set of 2” Kasami sequences constructed from a 
composite of a preferred m-sequence with its properly 
decimated version [1], have autocorrelation and cross- 

correlation values taken from the set { 2", -1, - 
(2+1), 2”? -1\. Therefore the maximum cross- 
correlation value for any pair of Kasami sequences is 
vas 4, 

A direct comparison of the correlation bounds for three 
types of codes clearly indicate that the Kasami 
sequences are optimal, since they posses lower periodic 
cross-correlation peaks. However, a software 
simulation of the autocorrelation and cross-correlation 
functions of the three codes given in [12] shows that 
although the m-sequences have poor cross-correlation 
behaviour, the occurrence frequencies of -1 cross- 
correlation is more for Gold than the Kasami 
sequences. Of course the higher the probability of a ’- 
1’ cross-correlation the better is the code. Hence the 
selected Gold code are on one hand better than the 
Kasami codes (due to higher occurrence frequency of 
’-1’ cross-correlation) and on the other hand they are 
worse than Kasami codes because of their higher peak 
cross-correlation values. Hence it is inconclusive as to 
which of the two codes is better suited for CDMA 
applications. 

Ill. CDMA CAPACITY ESTIMATION 

The continued interest in CDMA for application to 
cellular mobile radio and PCN systems is essentially to 
enhance their network capacity. The CDMA universal 
frequency-reuse feature obviates the need for elaborate 
frequency planning and a capacity improvement of 4 to 
6 over digital FDMA and TDMA systems has recently 
been reported [4]. In a recent paper [6], computer 
simulation was used to investigate the distribution of 
signal-to-interference ratio and to calculate the channel 
capacity of a direct-sequence spread-spectrum cellular 
radio architecture. 

For a non-cellular mobile radio environment, the 
CDMA system with no additional system features has 
a capacity relationship given by [5] 

N,-1=(W,JRI(EJN,) (3) 

where W,, is the total spread-spectrum signal 
bandwidth, R, is the uncoded data bit rate and E,/N, is 
the energy per bit to noise power spectral density. The 
ratio W,,/R, is often termed the system processing gain. 
In digital systems such as CDMA, the signal-to- 
interference (S/) ratio received at RF is related to the 
E,/N, at baseband as follows: 

SHT=(EJN(W,JR,) (4) 

Assuming all users in a CDMA system have equal 
average powers such that they reach a base station with 
the same mean level, then for N, simultaneous users, 

the S/I at the desired receiver after despreading, is 
equivalently given by 

EJN. st-—1_- E/N) (5) 
N,-1 (W,JR,) 

At the output of a direct-sequence receiver 
crosscorrelator, the E,/N, as a function of the S// is 
expressed as 

  

E,JN,=(S/DB,T (6) 
In eqn.(6), By represents the equivalent noise 
bandwidth. For a 3dB cutoff frequency equal to the 
data rate, 1/T, the equivalent noise bandwidth of a 3 
order lowpass filter (employed in this investigation) is 
calculated to be 1.047/T. This value is used in eqn.(6) 
and subsequently substituted for the E,/N, in eqn.(5) to 
give the general expression for the capacity of uncoded 
CDMA as: 

1 _1.047(S/) 

N,-1  WJR, 
  (7) 

The above expression is derived on the assumption that 
the spreading codes of the simultaneous users of the 
channel are perfectly orthogonal and that the 
interference from the transmission of other users affects 
the desired user on the basis of their mean signal level 
only. Hence for a 2-user CDMA system, the S/I is 
therefore given by 

- Wal R) (8) S/I 
1.047



Clearly, the above formulations show that the signal-to- 
interference ratio for a 2-user CDMA system is linearly 
related to the processing gain. However, this 
relationship may no longer be generalised to all types 

of codes since the extent of orthogonality between 
families of codes vary widely and so do their capacity 
performance. This fundamental result forms the basis 
of this present work and was carried out by means of 
software simulation for two users. The data for each 
user is spread by its own pseudorandom noise (PN) 
code and transmitted independently through a flat 

Rayleigh fading channel. At the receiver, the wanted 

signal is synchronously correlated (despreading) with 
the local PN code. The signal power is then 
determined. The second user (interference) signal is 
then cross-correlated with the same PN code at the 
receiver over all phase shifts of the code, subsequently 
the interference power and hence the S// ratio is 
determined. The resultant S// ratio is then obtained by 
averaging all S/I values determined over full period of 
the cross-correlation. 

IV. SIMULATION MODEL 

The system model employed for this investigation is 
based on that proposed in [7] and has been used in a 
recent analysis [8] of asynchronous CDMA systems. It 
essentially comprises a direct-sequence transmitter 
utilizing binary phase shift keying (BPSK) spreading 
modulation. Each user generates a spread-spectrum 

signal s,(t) by modulating its data signal b,(t) by an 

allocated code sequence a,(t) and a carrier waveform to 
give 

s(t) = /2P,a,()b,()cos(o,t+8,) (9) 

where P, is the signal power, w, is the carrier 
frequency, and @, is the carrier phase of the k" user, 
uniformly distributed on the interval [0,27]. There are 

a total of K users transmitting over a common channel. 
In the simulation, it has been assumed that the mean 
signal of all users reach the base station at the same 

power level. 

The multipath channel modelled in this work is 
essentially a tap-delay line represented by a complex 
lowpass equivalent impulse response given by [9] 

A(&t) = Alc) d{c-t,Mhexpho{s)} (10) 
i=l 

where A; and ¢; are the magnitude and phase of the i* 
resolvable path, 7; is its propagation time delay and 
6{.} is the Dirac delta function specifying a unit 
impulse. Due to the motion of the transmitter/receiver 
terminals, the variables in h(t;7) are randomly time 

variant. However, in the channel simulation, the time 

delays were assumed to be fixed. The assumption of 
fixed time delays although conflicting with the physical 
channel is valid for most practical channels of interest. 

The signal received by the base station receiver is the 
convolution of the transmitted signal with the channel 
lowpass impulse response, plus additive white Gaussian 

noise, n(t) of two-sided power spectral density; given 

by 
r(t) = s()*h(t) +n (11) 

The receiver synchronously recovers the transmitted 

data bit by correlating r(t) with the local PN code of 
the desired user to form a decision statistic Z given by 

T 

Z, = [1a,(cosw (Oat (12) 
0 

The decision statistic is used to form an estimate of the 

transmitted data bit based on a threshold. 

V. RESULTS AND DISCUSSIONS 

Software simulation has been used to evaluate the 
capacity performance of Maximal-length, Gold and 
Kasami codes in Gaussian and flat Rayleigh fading 
channels. Signal-to-Interference ratio has been used to 
estimate the potential user capacity for a given 
spreading code length. The S/I results as a function of 
the code length are shown in Fig.1, for both Gold and 
Kasami codes for both static and dynamic channel 
conditions. Clearly, the user capacity increases with 
the code length. Indeed, as the code length is increased 
say from 127 to 255 or from 255 to 511, the S/I 
increases by about 3dB. This result is expected since an 
increase in S/I by 3dB implies a doubling in the 
number of users. The result obtained with m-sequences 
was comparable to that obtained with the Gold code. It 
is to be noted however, that the m-sequences have been 
selected from the maximally connected sets of 
sequences with auto-optimal least-sidelobe energy 
(AO/LSE) phases. 

The S/I obtained using eqn.(8) is also shown in Fig. 1. 
It is clearly evident that the Gold code constructed 
from two preferred pairs of m-sequences has a resultant 
S/I ratio 2-3dB better than that given by eqn.(8). 
However, this was not the case with the Kasami code 
which gives comparable S/I to that of eqn(8). 
Therefore, for a given spreading code, a CDMA 
system with Gold code should support a user capacity 
about twice of that with a Kasami code. The results of 
flat Rayleigh fading however, degraded the S/I 
performance of each of the codes by less than 2dB 
compared to the static case. The difference in the S/I 
performance widens up at higher lengths of the 
spreading code. 

The results of the BER performance of each of the 
three codes in typical urban multipath channel is shown 
in Figs.(2-4). The multipath profiles used are those 
specified for the GSM system [10]. Comparing the case 
of a single user, at BER of 10°, the corresponding 
SNR for the AO/LSE m-sequence is at -12.5dB, for the 
Gold code is at -10.0dB while for the Kasami code is 
at -8.0dB. However, at the same error rate, the BER 

of the AO/LSE m-sequence with 3 users degraded from 
the one-user case by about 5dB. The degradation for 
Gold and Kasami codes is just about 1dB. This



demonstrates the effect of higher cross-correlation 
between two m-sequences as compared to those of 
Kasami and Gold codes. The m-sequence however has 
ideal autocorrelation properties such that for a single 
user, the BER performance is superior to either of the 
two other codes. 

The plots in Figs.(2-4) also compare the BER under 
flat fading and wideband conditions. Owing to the 
nature of the profiles, about 2 to 3 paths arrive within 
a chip period, hence the receiver effectively use the 
energies of these paths to detect the desired signal. The 
simulated correlation receiver always locks on to the 
path with the strongest signal. Hence the improvement 
in performance compared to the flat fading case. A 
similar relationship in the BER curve for a dense high- 
rise topography was shown in [11]. 

Finally, Fig.(5) compares the BER performance for an 
AO/LSE m-sequence with the same m-sequence but 
with no phase optimisation. It is clear that about 3dB 
improvement in the BER performance is obtained for 
the optimal phase sequence for both flat fading and 
wideband conditions, thus heightening the need for 
code phase optimisation when used for spectrum 
spreading in CDMA systems. 

VI. CONCLUSIONS 

A performance evaluation of Maximal-length, Gold and 
Kasami codes as spreading sequences in CDMA 
systems has been undertaking and presented. The BER 
and capacity performance of each of the three codes is 
shown under different scenarios. It is shown that 
although the Kasami codes has a lower cross- 
correlation bounds compared to the Gold codes of the 
same length, the capacity performance of the Gold code 
could support a user capacity about twice that of the 
Kasami code. It also shown that the BER performance 
of the Gold code compares with that of the Kasami 
code under both flat fading and typical urban, 
wideband conditions, though the Kasami code is twice 

the length of the Gold code. 

Additional BER performance simulation of a DS 
CDMA system with the optimal phase (AO/LSE) m- 
sequences as spreading codes, showed a 3dB 
improvement compared with that obtained with same 
m-sequence but with no phase optimisation, clearly 
demonstrating the need for code phase optimisation, 
especially for applications over frequency-selective 
multipath channels. 
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Abstract: In this paper, the pattern of error distributions 

in an asynchronous direct-sequence code division 

multiple-access system (DS CDMA) is examined. The 

study considers a 2-ray frequency-selective multipath 

fading channel with up to 2 interfering signals. The DS 

CDMA employs 127 chip Gold sequences as the 

spreading codes. The error distributions are characterised 

as the probability of m errors in N bits, P(m,N), the 

probability of m bursts of length / bits or less in N bits, 

P(ml,N), the bit-error rate (BER), the block-error rate, 

P,, and the bursts and gaps distributions. It is shown that 

at channel SNR of -2.0dB, the errors occur mainly as 

bursts of length 15 bits or less for about 50-60% of the 

time. Additional BER performance results obtained from 

a software simulation of the DS CDMA system for 

different excess time delays are also featured. 

INTRODUCTION 

The commercial interest in code division multiple access 

has risen dramatically in recent times. Direct-sequence 

code division multiple-access (DS CDMA), a class of 

spread spectrum multiple-access (SSMA) has been 

proposed for digital cellular radio (DCR) [1] and 

personal communication networks (PCN) [2] because of 

its flexible operation and enhanced network capacity. In 

addition to its interference suppression and multipath 

mitigation capabilities, its universal frequency reuse 

feature obviates the need for elaborate frequency 

planning and permits easy transition from macrocellular 

to microcellular structures. 

In the CDMA scheme, all traffic channels share one 

common radio channel for the uplink and another radio 

channel for the downlink, otherwise there is no 

frequency separation between the transmissions of 

simultaneous users. The allocated pseudorandom noise 

(PN) codes provide the channel separation while the 

cross-correlation between users codes and the relative 

received signal power levels determines the extent of 

multiple-access interference. Due to the imperfect 

orthogonality of the PN codes, the multiple-access (co- 

channel) interference becomes the predominant cause of 

errors. Hence, for effective transmissions of data or 

speech, a degree of error protection is necessary. In 

order to determine the type of coding most appropriate 

for a given channel condition, it is necessary to obtain 

some statistics of the occurrence of errors in a format 

which would allow direct implementation of forward 

error correction (FEC) codes. It is therefore imperative 
to study the pattern of errors that occur due to the radio 
channel impairments which would likely curtail the 
attainment of the optimum capacity. 

It is the objective of this paper to study by means of 
software simulation, the distribution of error patterns in 
a DS CDMA system operating in a frequency-selective 
multipath fading channel. Gold codes of length 127 bits 
have been employed for spectrum spreading. The effect 
of interference on the gap and burst lengths distribution 
is shown for the 2-ray multipath scenario. Additional 
results on the response of the CDMA system to different 
time delays and path strengths of the multipath channel 
has been obtained for Gold spreading codes. The rest of 
the paper is organised as follows. In section 2, the 
terminology that describes the error process are briefly 
introduced. The simulation model employed for this 
investigation is subsequently described in section 3. The 
results obtained are presented and discussed in section 4. 
Some concluding remarks are then made in section 5. 

ERROR PROCESS AND RELATED TERMINOLOGY 

In a fading mobile radio environment, the channel 
characteristics tend to remain in a particular condition 
for periods of time, long compared to an information bit 
length, and then shifts to another state where it remains 
for some interval before undergoing another transition 
again. There is therefore a certain probability of error 
associated with each condition and a high degree of 
dependence between the error probabilities of adjacent 
bits. This is unlike the case of Gaussian channel where 
the error probabilities for adjacent bits show some 
degree of independence [3]. This implies that when 
errors occur in fading environment, they tend to occur in 
clusters during intervals of poor channel conditions. 

The disturbance that results from the fading mobile radio 
channel can be represented by a series of error 
sequences computed from a comparison of the 
transmitted and the received data bits. A segment of a 
typical error sequence (defined over a Galois Field 
GF(2)) in a radio channel may be represented as 

...00011010010000001 1 100000001... 
where O represents a bit correctly received and 1 
represents an error. The resulting bit errors from the 
simulation tests are analysed in terms of cumulative 
distributions of the gap and burst lengths. A gap is



defined as a string of consecutive 0’s between two 1’s, 
having a length equal to the number of 0’s between the 
two 1’s. Consistent with the work in [4,5], the minimum 

gap length employed for the purpose of this study is 50 
bits. This implies that a gap occurs if there are 50 or 
more 0’s between two 1’s. A burst is defined as a region 

of consecutive bit stream between two successive error- 
free regions [5]. The run length of an error-free, or gap 
region must be longer than a specific value. The value 
chosen for the burst error measurement was 50 bits. 

A well established procedure in improving the 
performance of digital radio systems in a frequency- 

selective channel is the inclusion of error control codes 
that detects and corrects some data bits received in error. 

Given an arbitrarily large sequence of blocks, the block 
error rate is given by the ratio of the number of blocks 
with at least one error, to the total number of available 
blocks. The probability, P(m,N), of having m errors in a 
block of length N bits together with the block-error rate 

can be used to assess the performance of a particular 

code and subsequently determine with what frequency 

the error detecting or correcting capability of that code 

is exceeded. In this study, the measured error patterns in 

blocks of 50 bits were analysed and the probability of 

finding m errors in these blocks is then determined. 

Additional error distribution statistics that are useful for 

evaluating the performance of FEC codes over bursty 

channels are the probability, P(ml,N), of having m bursts 

of length / or less in a block of length N, and the 

probability, P(/,N), of having a burst of length / in a 

block of length N. These statistics have been obtained in 

[6] to evaluate the performance of error detecting codes 

on switched telephone networks. For the simulated 
_ CDMA system, these statistics have been obtained for 

data blocks of length N=50 bits, and burst length /=5 

bits. 

EXPERIMENTAL SYSTEM DESCRIPTION 

An asynchronous CDMA system model based on that 

proposed in [7] and used in [8] for performance analysis, 

has been employed for this investigation. A block 

diagram of the model is shown in Figure 1. Details of 

the simulation model for each stage is described as 

follows. 

Transmitter system 

The direct-sequence transmitter employs binary phase 

shift keying (BPSK) modulation. Each user generates a 

spread-spectrum signal s,(t) by modulating its data signal 

b,(t) by an allocated code sequence a,(t) and a carrier 

waveform to give: 

SO = \2PaObOeos(w,t+0,) 

where P, is the signal power, @, is the carrier frequency, 
and 0, is the carrier phase of the k" user, assumed to be 
uniformly distributed on the interval [0,2]. Each 
spreading code pulse is of duration T, and there are 
exactly N code pulses in each data bit. Thus T=NT, 
corresponds to the duration of a data bit. A data rate of 
10kbits/s was used for each user. There are a total of K 
users transmitting over a common channel. In the 
simulation, it has been assumed that the signal of all 
users reach the base station with the same mean power 
level. 

CDMA radio channel 

The BPSK data modulated and spread signal of the k” 
user is transmitted asynchronously over the radio 
channel. In addition to the desired user signal and its 
associated multipaths, the simulated radio channel 
comprises two interfering signals (assumed to undergo 
flat Rayleigh fading at a uniform Doppler rate of 40Hz). 

A 2-ray frequency-selective channel has been simulated 
for this work. The multipath channel is modelled as a 
tap-delay line represented by a complex lowpass 
equivalent impulse response given by [9] 

h(t) = DA(z)3(c-t,Olexpfo(x)) (2) 
t=1 

where A; and @, are the magnitude and phase of the i” 
resolvable path, 7; is its propagation time delay and 8{.} 
is the Dirac delta function specifying a unit impulse. 
Due to the motion of the transmitter/receiver terminals, 
the variables in h(t;t) are randomly time-variant. 
However, in the channel simulation it has been assumed 
that the channel path parameters remains constant for a 
data bit period. This assumption, although conflicting 
with the physical channel, is valid for most practical 
channels of interest. 

Receiver system 

The received signal of the k” user, r,(t) at the base 
station, which is the convolution of the transmitted 
signal with the channel lowpass impulse response, plus 
additive white Gaussian noise, n(t), given by 

r() = sQ)*h(t;7)+nO (3) 

A single-path multipath-rejection receiver that locks on 
to the shortest (often the strongest[9]) signal path has 
been implemented to detect the desired signal. Such a 
receiver has been analysed in [10] and shown in [11] to 
give satisfactory performance as long as the tracked path



provides adequate SNR. This correlation receiver has 
been realised as an integrate-and-dump filter. The k” 
receiver synchronously recovers the transmitted data bit 
by correlating r,(t) with the local PN code of the desired 
k” user to form a decision statistic Z, given by 

Z, = [ry@ayQeosw (Qdt (4) 
0 

The decision statistic is used to form an estimate of the 
transmitted data bits. 

RESULTS AND DISCUSSIONS 

In order to validate the simulation model, the BER 
performance of the DS CDMA system was evaluated in 
the frequency-selective channel with | and 2 interferers. 
This result is presented in Figure 2 and contrasted with 
the case of a single user over flat Rayleigh fading 
channel. Clearly, the degradation in BER due to 
multipath is evident. The effect of interference on the 
performance of the system is clearly demonstrated by the 
increase in the bit error rate as more users are added. 
Figure 3 shows the block-error rate of the CDMA 
system comprising 1, 2 and 3 users. As expected, the 
block-error rate performance degrades with increase in 
the number of users. Figure 3 also shows that as the 
channel SNR approaches -25.0dB, the block-error rate 
tends to 1, in contrast to the BER performance which 
tends to 1/2. This is due to the fact that at this signal 
level, there is at least one bit in error in each block. 

The BER performance of the DS CDMA system as a 
function of the excess time delay is shown in Figure 4. 
These results are given for different amplitudes of the 
second ray from -15.0dB to 0.0dB. The amplitude of the 
first ray was fixed at 0.0dB. An examination of the BER 
curve shows that when the time of arrival of the two 
rays is within 2s, the DS CDMA system shows 
sensitivity to the energy of the multipath components. 
This sensitivity diminishes as the amplitude of the 
second component becomes smaller. The BER 
performance of the system within the 2us period is about 
4.0x10* for the equal amplitude case while it is 4x10° 
for the case of the second amplitude at -15.0dB. 
However, as the excess time delay increases beyond the 
2us, the BER performance remains at a fairly constant 
value. It is further observed that the BER performance 
of the equal amplitude case remains around 10* while 
the -15.0dB to -3.0dB cases gave a BER that varies 
between 3x10° and 5x10°. These fundamental results 
show that when the excess time delay is within a 2s, 
the second ray remains correlated with the first one and 
the system takes advantage of the energy contained in 
the second ray to improve on the BER performance. 
Conversely, when the excess time delay is greater than 
that, the two rays become uncorrelated and under this 
circumstance, the second ray effectively acts as an 

independent (co-channel) interferer, and the stronger its 
amplitude, the greater the partial-period correlation noise 
level and hence the higher is the BER. 

The burst cumulative distribution curve given in Figure 
5 clearly shows that as the SNR increases, the burst 
length decreases. At channel SNR=-8.0dB (i.e. despread 
SNR=12.0dB), 50% of the consecutive errors are about 
60 bits in length for the case of 1 user. When the 
SNR=-2.0dB (i.e. despread SNR=18.0dB), for the same 
percent CDF, the burst length reduces to less than 15 
bits. It is further observed that when the number of users 
is equal to 3, there is a marginal increase in the burst 
length compared to the | user case. 

From the curves of gap cumulative distribution shown in 
Figure 6, it is noticed that for an increase in SNR, the 
gap length also increases, in direct converse to the burst 
length. There is thus a strong correlation between the 
burst and the gap CDFs. 

Given in Figures 7 and 8 are respectively the P(m,N) 
and P(ml,N) probabilities for 1 and 3 simultaneous users 
at SNRs=-2.0dB and -8.0dB. Considering these plots, it 
is observed that as the number of users is increased from 
1 to 3, so does the probability P(m,N) of obtaining up to 
m=7 errors in a block of 50 bits, while there is no 
substantial change in the P(ml,N) probability. From both 
plots in Figures 7 and 8, it is evident that there is a 
higher P(m,N) and P(ml,N) for shorter values of m 
errors between 5 and 6, and these probabilities are 
reduced considerably when m approaches 16 bits. 

The P(l,N) probability plots given in Figure 9, clearly 
indicate that for an increased SNR, the burst length 
decreases substantially. Comparing the two curves for a 
burst of length /=20, there is an improvement in the 
P(I,N) by nearly an order of magnitude when the SNR 
is increased from -8.0dB to -2.0dB. Hence given a 
required performance level for the CDMA system, an 
appropriate burst error correcting code can be designed 
using this result. 

CONCLUSIONS 

In this paper, the results of an investigation of the error 
distribution patterns in a DS CDMA communication 
system in a 2-ray frequency-selective multipath fading 
channel has been presented and discussed. It has been 
shown that a DS CDMA system with a chip rate of 
approximately 0.8u1s is sensitive to the energy of the 
multipath components received within 2us. Hence it 
would be inferred that depending on the maximum 
dispersion, the BER curve for different multipath 
profiles would differ considerably. It has also been 
observed that the problem of multipath reduces to that of 
co-channel interference when the excess time delay is 
beyond 2us.



A direct inspection of the error statistics of the CDMA 
channel shows the presence of burst errors of varying 
lengths which is related to the SNR value and the 
relative interference levels. It is further observed that 
when the SNR is low (-8.0dB), the errors tend to occur 
in bursts of 50-60 bits for about 60% of the time and 
when the SNR is high, the burst error length is reduced 
(lower cluster density). Hence for a reliable 
communication to prevail, these errors have to be 
minimised. The statistical results of the error distribution 
pattern finds direct application in the design of error 
control codes that would subsequently improve on the 
BER performance of the DS CDMA system. 
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Fig. 1. Simulation model of the asynchronous Direct-Sequence CDMA system.
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Abstract:- The performance of an asynchronous DS 
CDMA system for communications over multipath fading 
mobile radio channels using an N-path Rake receiver is 
investigated. Multipath power delay profiles for typical 
urban, hilly terrain and rural areas which are derived 
from those specified for the GSM system have been used 
to assess the robustness of the CDMA system against 
frequency-selective fading. The effect of interference on 
the system performance is also investigated for the three 
multipath environments. Furthermore, we evaluate the 
performance of a single path-lock correlation receiver 
and compare the results obtained with that of the Rake 
multipath combining receiver for a spreading bandwidth 
of 1.27MHz. The effect of spreading bandwidth allocation 
on the diversity performance of the Rake system in the 
urban channel has also been investigated. The criterion 
of the system performance is the average bit-error rate 
(BER) as a function of the signal-to-noise ratio (SNR). 

1. INTRODUCTION 

The rapid growth in demand for cellular radio- 
communication services even with full allocation of the 
available spectrum clearly establishes the need for 
alternatives. The emergence of spread spectrum from the 
military arena into the commercial sector had led to the 
development of code division multiple-access (CDMA) 
systems. It is well known that the performance of digital 
communication systems is limited by time dispersion in the 
channel as a result of multipath. Dispersion gives rise to 
frequency-selective fading that results in a distorted 
frequency spectrum of the information signal [1]. It is 
usually assumed that the multipath spread is smaller than a 
symbol duration [2],[3] because larger values of multipath 
spread cause significant intersymbol interference (ISI) which 
limits the achievable data rate. A direct-sequence (DS) 
CDMA system can tolerate a higher degree of ISI due to the 
multipath rejection capability of the despreading process. 
Alternatively, an optimum receiver structure such as the 
Rake combiner [4] that utilises the inherent diversity of the 
frequency-selective channel can be used in the CDMA 
system to provide enhanced network performance. 

Past investigations of the performance of DS CDMA systems 
over frequency-selective fading channels have been reported 
[2-5]. In [5], a simple orthogonal representation for the 
received multipath distorted signal has been used to realise 

an optimum non-coherent receiver somewhat similar to the 
Rake system. Turin [6] has extensively analysed the 
performance of the Rake and other CDMA receiver 
configurations over multipath channels, incorporating 
Gaussian approximations to account for the effect of multi- 
user interference. 

In addition to the enhanced network capacity of CDMA, the 
possibility of its co-existence in the same frequency band 
with conventional narrowband signals has led to its 
consideration for cellular radio and personal communication 
systems (PCS) in North America. Recent developments from 
the successful CDMA field trials [7] undertaken by several 
cellular carriers in the USA have paved the way for its 
selection as a potential contender among the multiple-access 
techniques to support the European Universal Mobile 
Telecommunications Systems (UMTS). However, 
justification of the CDMA candidature for UMTS could as 
well be reinforced by an evaluation of its performance using 
channel measurement data which is a realistic representation 
of the European environment. The objective of this paper is 
therefore to evaluate the BER performance of the CDMA 
system in a realistic frequency-selective mobile radio 
channel. To this end, multipath power delay profiles (PDPs) 
derived from COST-207 [8] for the Pan-European Global 
System for Mobile communications (GSM) have been 
employed in this investigation. A differential single-path 
correlation-type and an N-path Rake combining receiver 
configurations have been used to detect the transmitted 
signal. The effect of the spreading bandwidth on the 
diversity performance of the Rake system has also been 
obtained. Typical results obtained under the wideband 
conditions are compared with those obtained under 
frequency-flat fading channels. The rest of the paper is 
organised as follows. In section 2, a description of the 
simulation system model employed for this investigation is 
presented. The results obtained from the simulation are then 
presented and discussed in section 3. Finally, conclusions 
drawn from this investigation are enumerated. 

2. MODEL DESCRIPTION 

In the reverse link of the CDMA system which is considered 
in this study, asynchronous operation is assumed, hence no 
frequency coordination between the various users of the 
network is required. A simulation model of the asynchronous 
DS CDMA system, shown in Fig. 1, is described as follows.



2.1 Transmitter Model 

A binary data stream generated in the form of a pseudo- 
random binary sequence (PRBS) is modulated by differential 
phase-shift keying (DPSK) in order to facilitate non-coherent 
detection. The direct-sequence transmitter employs binary 
PSK (BPSK) spreading modulation. Therefore, each user 
generates a spread-spectrum signal s,(t) by spreading its data 
signal b,(t) by an allocated Gold sequence c,(t) and a carrier 
waveform given as: 

5x) = /2P, by), cos(w,t + O,) (1) 

where P, is the transmitter power, @, is the carrier frequency, 
and @, is the carrier phase of the k-th user, assumed to be 
uniformly distributed in the interval [0,22]. Uncorrelated 

signals between the various users are obtained by the 
allocation of different data (PRBSs) and spreading Gold 
sequences. A total of K users transmitting over a common 
radio channel at data rates of 10kb/s are considered. In the 
simulation, perfect power control between all users is 
assumed. 

2.2 Multipath Propagation Channel 

The spread-spectrum signal at the output of the k-th mobile 
transmitter given by eqn. (1) is asynchronously transmitted 
(uplink) through the channel. This signal propagates along 
various paths (multipath) so that at the receiver a 
constructive or destructive superposition of the attenuated 
and time-delayed replicas of s,(t) (depending on their relative 
phases) is produced. The multipath channel modelled in this 
investigation is based on the tapped delay line structure [1] 
derived from the fact that the complex lowpass impulse 
response of the multipath channel can be expressed as: 

hx) = YA, 4{+ - 2,0 }explio,0} (2) 
I 

where A; and 9, are respectively the magnitude and phase of 
the i-th resolvable path, t; is its propagation time delay and 
6{.} is the Dirac delta function specifying a unit impulse. 
Owing to the relative motion between the transceiver 
terminals, the channel path parameters in eqn. (2) are 
physically time variant. However, a reasonable assumption 
that the parameters of the impulse response remain constant 
over at least a data bit duration is now universally accepted. 
In simulating the multipath channel, PDPs for the GSM 
reduced 6-tap setting, given in Table 1, for typical urban 
(TU), hilly terrain (HT) and rural area (RA) have been used. 
These profiles are derived from actual measurements and 
hence are representative of the European environment [8]. 

2.3 Receiver Structures 

The signal received by the base station receiver due to the 
desired k-th user is the convolution of the transmitted signal 
s,(t) with the channel lowpass impulse response A(t;t), plus 
additive white Gaussian noise (AWGN), n(t), given by 

r,(t) = S,Q+*h(;t) + no (3) 

where n(t) is the complex lowpass equivalent of the AWGN 
with double-sided power spectral density, N,/2. Two receiver 
structures, a path-lock correlation-type and a Rake multipath 
combining that uses multiple correlators have been 
implemented. 

Differential Single-Path Correlation Receiver: 
This receiver attempts to maximise the peak pulse signal of 
the desired k-th user by locking on to the path with the 
strongest signal. An integrate-and-dump matched-filter with 
3dB bandwidth equal to the data rate has been used. The 
integrator averages the product of the reference PN signal 
with the incoming signal over the duration of one message 
bit to form a decision statistic Z, given by 

T 

Z, = i rc, ()cosw, tdi) (4) 
0 

Since the integration, upon which each bit decision is based, 
is required to be performed over the corresponding bit 
interval length 7, the matched-filter is dumped after each bit 
decision. The decision statistic is used to form an estimate of 
the transmitted data bit through differential detection. Thus 
the phase of the received signal in each signalling interval is 
compared with that of the previous signalling interval. 

Differential N-path Rake Combining Receiver: 
The determination of the maximum number of resolvable 
paths between the transmitter and the receiver depends on 
the time resolution of the direct-sequence signal which is 
given by the chip time 7,. This implies that two versions of 
a spread spectrum signal must be separated in time by T. 
seconds if their correlation peaks are to be unambiguously 
distinguished [6]. Therefore, if the transmission chip rate 
1/T, exceeds the reciprocal of the delay spread T,, of the 
channel, the multipath components can be resolved into a 
number of discrete fading paths L,, given by 

Pras os [ate l=[Maltt ©     

where Ixl refers to the integer part of x and W,, is the 
bandwidth of the spread spectrum signal. Eqn. (5) shows that 
a maximum of L, statistically independent paths can be 
resolved directly from the channel and combined so as to 
maximise the total wanted signal upon which to make a 
decision. A delayed-reference-type Rake receiver [8] has 
been simulated to realise the multipath combining of the 
received signals. This has been implemented using a digital 
delay line at the output of the local PN code generator to 
provide delayed samples of the despreading code. Since we 
are considering a realistic multipath channel, the amplitudes 
and time delays of each path are exactly known at the 
receiver. Therefore, the signal arriving at each of the Rake



arms is despread by an appropriately delayed version of the 
receiver PN code. Thus, there are N parallel matched 
filter/differential detector branches and the N-th branch locks 
on exactly to the N-th path. Each path is demodulated 
independently. The detector outputs for all the paths are non- 
coherently combined to form the decision variable. 

3. SIMULATION RESULTS AND DISCUSSIONS 

The simulated CDMA mobile radio system undertakes signal 
transmissions at a carrier frequency of 900MHz for various 
levels of spreading bandwidth employing Gold spreading 
codes. Thus, with a data rata of 10kb/s and a vehicular speed 
of 48km/h, the transmissions of different mobile users to the 
base station encounter a maximum Doppler frequency of 
40Hz. BER measurements have been obtained using a single 
path-lock correlation receiver in the first instance and then 
with an N-path (N=2,4) Rake combining receivers. 

Fig. 2 shows the BER performance as a function of the mean 
SNR for a single user transmission over the 6-ray TU, HT 
and RA multipath channels. This result has been obtained 
using a correlation receiver that locks on to the path with the 
strongest signal power. It is clear from Fig. 2 that at SNR of 
OdB and beyond, the BER performance in the RA channel is 
superior to those of the other two environments. Observe that 
the RA profiles (Table 1) are equally spaced with an excess 
delay of O.5us and a delay spread of 0.1ps. Thus with a 
spreading bandwidth of 1.27MHz, all the six arriving echoes 
would appear to the correlation receiver as a single ray of a 
higher strength. Since the delay spread is far less than the bit 
period, there is no intersymbol interference imposed, hence 
these signals add up at the receiver thereby giving a diversity 
advantage, especially when compared with the single-user 
BER curve for a flat fading channel. 

In contrast to the RA channel, both the TU and HT channels 
have a delay spread in excess of the time resolution of the 
spread spectrum signal. Thus the resolved signals remain as 
independent interference. It has been shown in [6] that in 
such circumstances, the system performance is similar to that 
of a multi-user scenario with the resolved signals acting as 
independent co-channel interferers, and their effect on the 
system performance would depend on their relative path 
strengths. This is indeed the case as seen from the BER 
curves for TU and HT with reference to Table 1. 

The results of deploying an N-path Rake receiver in the three 
propagation environments is now considered. Given in Fig. 
3 is the BER performance with a 2-path Rake receiver that 
combines the first two arriving signals. Comparing these 
curves with that of the single-path correlation receiver, there 
is an apparent diversity gain by nearly an order of a 
magnitude for both the HT and RA channels. However, the 

2-path Rake in the TU channel showed only a marginal 
improvement in the asymptotic error probability as compared 
to that of the correlation receiver in Fig. 2. This is because 
one of the two combined paths (the first) in the TU channel 

is at -3dB relative to the other (the second), hence its 
contribution is not very significant. 

The result of additional path diversity given in Fig. 4 is 
obtained with a 4-path Rake receiver. It is clear that there is 
a substantial improvement in the BER curve for the TU and 
HT channels while the RA channel maintained a fairly 
constant error performance. This trend of performance is 
expected since for the HT and TU environments, the 
additional Rake arms have effectively brought the late echoes 
into time alignment and therefore their self interference 
effects are largely eliminated. On the other hand, the 
sluggish response of the RA channel to the additional Rake 
branches is due to the clustered nature of the RA impulse 
response with excess delay far less than the time resolution 
of the spread spectrum signal. It can therefore be inferred 
that fora CDMA system with 127-chip Gold code and a data 
rate of 10kb/s, operating in the rural environment, a single- 
path correlation receiver would provide an acceptable 
performance as compared to the Rake receiver with its added 
complexity. 

The effect of multi-user interference on the system 
performance is shown in Figs. 5 and 6 using the 2-path and 
4-path Rake receivers, respectively. The 2 interfering signals 
are simulated to emanate from mobiles assumed to be 
travelling as fast as the desired user but arriving at the base 
station via independent frequency-flat fading paths. From 
these plots, the occurrence of an irreducible error floor is 
evident, despite the 2-path and even the 4-path Rake 
combining. These results clearly emphasises the dominance 
of the multi-user interference over that of multipath. 
However, the comparative curve shown as a dashed line for 
the flat fading channel reveals the performance improvement 
the CDMA system achieves under multipath. 

The effect of the spreading bandwidth allocation on the 
diversity performance of the Rake receiver system for the 
TU channel is shown in Fig. 7. These results have been 
obtained with three simultaneously active users for a 
spreading bandwidth allocation of 310kHz, 1.27MHz and 
5.11MHz, using a 4-path Rake receiver. From the above 
results, it is clear that the achievable diversity gain 
improvement for an increase in the spreading bandwidth 
from 1.27MHz to 5.11MHz is far less than that from 310kHz 
to 1.27MHz. Although a greater spreading bandwidth directly 
implies a higher processing gain and therefore an increased 
interference rejection capability, the reduction in the 
achievable diversity gain at higher levels of spreading 
bandwidth is conjectured to be related to the property of the 
selected codes. It is observed that both the 31 and 127 chip 
Gold codes which have been used to realise the spreading 
bandwidth of 310kHz and 1.27MHz, respectively, belong to 
the group of Mersenne prime length codes [9] while a 511 
chip Gold code does not. The Mersenne prime codes have 
been shown [10] to bear excellent periodic auto-correlation 
and cross-correlation properties. Hence it is inferred from 
this result that sequence selection has a major impact on the 
diversity performance of the Rake receiver system.



4. CONCLUSIONS 

The performance evaluation of an synchronous DS CDMA 
system for transmissions over frequency-selective fading 
channel has been presented and discussed. It has been shown 
that under certain multipath conditions, the BER performance 
of the CDMA system is superior to that obtained under 
frequency-flat fading especially when several replicas of the 
transmitted signal arrive at the receiver via uncorrelated 
fading paths. Performance results have shown that by 
exploiting the inherent diversity of the frequency-selective 
channel using the Rake combining approach, the receiver 
BER is reduced by several orders of magnitude. 

The effect of increasing the spreading bandwidth allocation 
on the diversity performance of the Rake receiver system has 
also been investigated. It is generally observed that there is 
a significant improvement in the diversity performance of the 
Rake system as the spreading bandwidth is increased. 
However, the extent of improvement is reduced at higher 
levels of the spreading bandwidth. Furthermore, it has been 
found that the 4-path Rake receiver is a perfect compromise 
between complexity and performance especially in the urban 
multipath channel. 
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Fig. 6 BER performance with 3 users in a frequency-selective fading channel 
for different environments compared with that of a flat Rayleigh fading channel, 
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Abstract:-A comparative evaluation of the performance of 
MC-PSK, PSK-RZ and PSK-VP §anti-multipath 
modulation techniques is presented in this paper. A two- 
ray propagation channel model using various delay 
spread values has been employed. The effect of spectral 
shaping of the transmitted signal on the BER 
performance of each of these modulation schemes, using 
Butterworth lowpass and square-root raised cosine 
premodulation filters, has been investigated. The BER 
performance results obtained using these modulation 
techniques are compared with that of differential phase- 
shift keying (DPSK) modulation. It is shown that for a 
frequency-non-selective fading channel, the performance 
of the anti-multipath modulation schemes is comparable 
to that of simple DPSK. However as the channel becomes 
frequency selective, the performance of the anti- 
multipath modulation systems improves beyond that 
provided by the DPSK system. 

1. INTRODUCTION 

The performance of high-speed digital mobile radio 
communication systems in the UHF band is severely 
impaired by frequency-selective fading as a result of 
multipath with varying time delays. The spread of time 
delays leads to unbearable intersymbol interference (ISI) 
thereby limiting the achievable data rate of digital 
transmission [1]. Using conventional modulation schemes, 
channel coding and equalisation schemes would have to be 
employed to overcome the severe effect of ISI. However, the 
improvement achieved with these techniques is at the 
expense of increased system complexity. 

In recent published works [1-4], it has been shown that 
properly planned phase modulation followed by a differential 
detection process can provide a robust feature against the 
impairments of time dispersion in the multipath channel. 
This is achieved by exploiting the less severely faded 
components that are present in the received signal using 
techniques called Manchester-Coded Phase Shift Keying 
(MC-PSK), Phase Shift Keying-Return-to-Zero (PSK-RZ) 
and Phase Shift keying-Varied Phase (PSK-VP). These anti- 
multipath modulation techniques which are characterised by 
hardware simplicity are, in a broad sense, modifications of 

the Differentially-encoded Phase shift Keying (DPSK). Thus, 
because of the differential encoding/decoding process 
employed, the problem of phase ambiguity that occurs during 
carrier recovery is largely eliminated. 

It is the objective of this paper to provide a comparative 
evaluation of the performance of the MC-PSK, PSK-RZ, 
PSK-VP and DSK anti-multipath modulation schemes with 
that of the DPSK system, using a 2-ray propagation model 
with various delay spread values. The effect of spectral 
shaping of the transmitted signal on the BER performance of 
each of the anti-multipath modulation schemes using 
Butterworth and square-root raised cosine premodulation 
filters is also investigated. In following sections of this 
paper, the basic concepts of the anti-multipath modulation 
techniques are briefly introduced. Next, the simulation 
procedure employed for this investigation is described. 
Subsequently, the results obtained are presented and 
discussed. 

2. THEORETICAL BACKGROUND 

Basically, anti-multipath modulation techniques are similar 
to differentially encoded phase-shift keying. However, they 
differ from ordinary DPSK in that the data and/or the phase 
of the differentially encoded signal slot should be shaped 
during a bit interval. Consider a DPSK transmitted signal 
Over a 2-ray propagation channel with a differential time 
delay t. The output of the differential detector in one time 
slot can be shown to be given by [2] 

l+p?+2psind 1-1 
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fort<t<T 

(x: any previous symbol). 

where p is the instantaneous amplitude ratio and @ is the 
instantaneous phase difference of the first arriving and the 
delayed waves, hereafter called the U-wave and the D-wave, 
respectively. Both eqns. (1) and (2) are called the ineffective 
or intersymbol interference (ISI) part of a time slot because 
its value depends on the previous symbol as well as the 
current one. Eqn. (3) is therefore the effective part of the 
received signal. The signal envelope can be expressed as 

yl+p7+2d, pcosp, O<t<t 
|2z()| = (4) 

y1+p?+2 pcosh, t<t<T 

(d,, = + 1: information data) 

For the differential detector, the eye pattern is closed when 
eqns. (1) and (3) are equal to zero simultaneously, and the 
ISI signal envelope gives a non-zero value even in the worst 
case where p=1 and d=. This eye closure can be avoided 
if the modulation is performed in such a way that the 
previous and current symbols have the same phase even for 
a short time period [2]. This implies that if the detector 
output e(t) can take values given in eqns. (2) and (3) for 
{O<t<t} and {t<t<T}, respectively, a complete eye closure 
will not occur because both eqns. (1) and (3) have the same 
polarity as the transmitted symbol. 

Anti-multipath modulation techniques are approaches to 
provide an extra component in the effective region which 
will increase the eye opening. Furthermore, at the receiver 
the eye pattern of the differential detector fluctuates because 
of uncertainty in the polarity of the detector output in the ISI 
part [5]. It has been shown from numerical computations [2] 
that the differential detector output using a 2-ray channel 
model with excess delay t can have different polarity 
depending on the values of previous and present data bits 
and their relative amplitudes. This change in polarity occurs 
when 

p + cos <0, for p<1 (5) 

and 

(6) 1 + pcos < 0, for p > 1. 

Anti-multipath modulation techniques are approaches to 
satisfy the above conditions either by linear coding of the 
source data or by controlling the phase of the carrier 
modulated by differentially encoded data. Depending on the 

manner by which the phase is shifted, these novel anti- 
multipath techniques are known as MC-PSK, PSK-RZ, PSK- 
VP and DSK. In the MC-PSK scheme, the differentially 
encoded data is passed through a Manchester coder prior to 
transmission. PSK-RZ is implemented by substituting the 
Manchester coder with a return-to-zero coder. In the DSK 
scheme, the symbols | and 0 are phase modulated by shifting 
the signal phase twice in a time slot, each time by 1/2 and - 
n/2, respectively. PSK-VP is a generalisation of the above 
three techniques where an arbitrary phase redundancy with 
a convex waveform is assumed to be imposed on the DPSK 
time slot. 

A theoretical analysis of the detected signal for the individual 
anti-multipath modulation schemes using a 2-ray frequency- 
selective channel model [2-5] shows that the delay upper 
limits within which these modulation schemes are effective 
are either a half-bit duration for DSK and MC-PSK, or a 
one-bit interval for PSK-RZ and PSK-VP. 

3. SIMULATION PROCEDURE 

A computer software simulation has been implemented to 
evaluate the performance of the four anti-multipath 
modulation techniques and that of a conventional DPSK 
system. The baseband simulation model of the 
communications system is given in Figure 1. Initially, a 
source of binary information is required as data input to the 
system. Thus, the pseudo-random binary sequence (PRBS) 
block generates an m-sequence of length 1023 bits, which is 
stored and used continuously. The encoder block groups the 
data according to the modulation scheme employed and 
differentially encodes it. Subsequently, linear coding such as 
return-to-zero or Manchester coding is incorporated. Finally, 
the modulator splits the code output into inphase and 
quadrature components and allocates the corresponding 
amplitudes before transmission. 

A discrete, frequency-selective multipath fading channel with 
a twin-peak power spectrum and a Rayleigh distributed 
envelope has been simulated for this study. The complex, 
lowpass impulse response of the multipath channel can be 
expressed as [6] 

hGr) = YA\Oa{r - t,O}expfio,(=)} 
i 

where A; 7, and 4; are respectively, the amplitude, 
propagation time delay and phase of the i-th resolvable path. 
Thus, A(t;t) represents the channel response at a time t due 
to an impulse applied at t-t. The multipath channel has been 
realised in the form of a densely tapped delay line. The 
simulation of the channel requires the specification of Ay TG 
while 9; is assumed to be uniformly distributed over the 
range [0,27]. 

The multiplicative, Rayleigh fading has been simulated 
according to the method proposed in [7] using a carrier



frequency of 900MHz, a data rate of 10kb/s and a vehicular 
speed of 48km/h. Hence the transmitted signals encounter a 
maximum Doppler frequency of 40Hz. The two rays are 
assumed to travel over two independent, uncorrelated 
Rayleigh fading paths to arrive at the receiver with a 
differential time delay t. The composite faded signal is also 
subjected to additive white Gaussian noise (AWGN). 

At the receiver, a Butterworth lowpass filter with a 
bandwidth equal to 1.3 times the data rate has been used to 
limit the noise. However, when a square-root raised cosine 
filter had been used at the transmitter, the lowpass 
Butterworth filter is replaced by the raised cosine filter with 
the same characteristics as the one at the transmitter. Details 
on the implementation of these filters can be found in [2-5] 
and elsewhere. A differential detection process is performed 
at the receiver using an integrate-and-dump matched filter to 
recover the information signal. 

4. RESULTS AND DISCUSSIONS 

Simulations have been carried out for the four anti-multipath 
modulation schemes when the major echo of the transmitted 
signal arrives within a bit period with signal-to-noise ratio 
(SNR) values ranging from 0 to 30 dB in steps of 2.5 dB. 
For the various delay spread values used, average bit-error 
rate (BER) as a function of the mean SNR has been used as 
the measure of the system performance. In order to 
investigate the effect of spectral efficiency on the system 
BER performance, both Butterworth lowpass and square-root 
raised cosine filters have been employed to shape the input 
pulse waveform. 

The results of the BER measurements in a frequency-flat 
fading channel condition with Butterworth and square-root 
raised cosine filters are shown in Figs. 2 and 3, respectively. 
These results are given for quadrature modulation schemes 
employing MC-PSK, PSK-RZ and PSK-VP, and compared 
with that of a DPSK system. It is noticeable from Fig. 2 that 
the performance of DPSK system is comparable to that of 
the anti-multipath modulation techniques when a Butterworth 
post-detection filter is used. Whilst the use of a raised cosine 
filter improved the performance of PSK-VP and PSK-RZ 
from that obtained in Fig. 2, there is an apparent degradation 
in the MC-PSK performance. It is also clear that there is no 
substantial change in the error probability of the DPSK 
scheme under the two filter conditions. The degradation in 
performance of the MC-PSK system as compared to the 
other three anti-multipath techniques in the frequency non- 
selective channel is due to its broad spectral bandwidth, 
which could be improved upon with multi-level modulation. 

The BER results for the 2-ray scenario is now considered. 
Given in Figs. 4 (a) and (b) are the comparative BER curves 
for the four quadrature modulation schemes employing a 
Butterworth filter when the normalised excess delay is 0.1 
and 0.2, respectively. It is clear from these plots that as 
excess delay is introduced in the selective channel, the 

performance of the anti-multipath modulation schemes turns 
out to be much better than that of DPSK, particularly at large 
SNR values. Observe that for the normalised excess delay of 
0.1 (Fig. 4a), the best performance is achieved with PSK-VP 
while DPSK and PSK-RZ showed an asymptotic error 
probability at SNR of about 35 dB. It is also clear from the 
two plots that as the normalised excess delay increases from 
0.1 to 0.2, the irreducible error floor of the PSK-RZ 
improves by more than an order of a magnitude. 

Whilst in the previous experiments, where the MC-PSK 
modulation showed superior error performance compared to 
the conventional DPSK and even PSK-RZ systems, the use 
of the square-root raised cosine filter for spectral shaping has 
degraded its performance. This is easily seen from the plot 
of BER for a normalised excess delay of 0.1 and 0.2 given 
in Figs. 5 (a) and (b), respectively. Considering the 
normalised excess delay of 0.1, it is immediately apparent 
that the MC-PSK scheme saturates at BER of 10° while that 
of the DPSK system has an irreducible error floor at around 
10°. Thus, in contrast to the BER results of the binary anti- 
multipath modulation techniques reported previously [8], the 
quadrature level with MC-PSK is not impressive in terms of 
the error performance. This also typically exhibits the trade- 
off that has to be made between error performance and 
spectral efficiency. It has also been found that the anti- 
multipath modulation techniques in general, exhibit inferior 
power spectral density distribution compared to their DPSK 
counterpart. 

5. CONCLUSIONS 

A comparative evaluation of the performance of anti- 
multipath modulation techniques in 2-ray frequency-selective 
fading channel has been presented. Both Butterworth lowpass 
and square-root raised cosine premodulation filters have been 
employed to assess the effect of spectral shaping on the 
system bit-error probability. It has been observed that, 
although more compact spectra are achieved with the square- 
root raised cosine filters, the BER performance of the anti- 
multipath modulation schemes degrades severely as the data 
bit-normalised delays exceeds 0.1. However, the system BER 
performance with the Butterworth filter deteriorates with bit- 
normalised delay in the range 0.2-0.4, albeit at the expense 
of spectral efficiency. 

It has also been observed that for a frequency-flat fading 
channel, the performance of the anti-multipath modulation 
techniques compares well with that of the DPSK system. 
However, as the channel becomes frequency-selective, the 
performance of the anti-multipath modulation schemes 
improves beyond that provided by the DPSK system. 
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Fig. 2 Comparison of error probability among four quadrature 

modulation schemes, DPSK, MC-PSK, PSK-RZ, PSK-VP with Butterworth 

filter in a nonselective channel. 

Fig. 3 Comparison of error probability among four quadrature 

modulation schemes, DPSK, MC-PSK, PSK-RZ, PSK-VP with raised 
cosine filter in a nonselective channel.



BE
R,

 
P(

e)
 

BE
R,

 
P(

e)
 

  

  
     

          

10 * ax 

S 
a —— 

10’ a TP as 

_i—. DPSK x 

—__2__ MC-PSK \ 

1 __a_ PSK-RZ \    —4_ PSK-VP 

20 25 30 35 40 

SNR (dB) 

Fig.4a Comparison of error probability among four quadrature 

modulation schemes, DPSK, MC-PSK, PSK-RZ, PSK-VP with Butterworth 

filter when normalised excess delay is 0.1. 
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Fig. 4b Comparison of error probability among four quadrature 

modulation schemes, DPSK, MC-PSK, PSK-RZ, PSK-VP with Butterworth 

filter when normalised excess delay is 0.2. 

BE
R,

 
P(

e)
 

BE
R,
 

P(
e)
 

  

  

5 10 15 20 25 30 35 40 

SNR (dB) 

Fig. 5a Comparison of error probability among five binary 

modulation schemes, DPSK, DSK, MC-PSK, PSK-RZ, PSK-VP with 

raised cosine filter when normalised excess delay is 0.1. 
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Fig. 5b Comparison of error probability among five binary 

modulation schemes, DPSK, DSK, MC-PSK, PSK-RZ, PSK-VP with 
raised cosisne filter when normalised excess delay is 0.2.


