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ABSTRACT
We present the first comprehensive release of photometric redshifts (photo-𝑧’s) from the Cosmic Assembly
Near-Infrared Deep Extragalactic Legacy Survey (CANDELS) team. We use statistics based upon the Quantile-
Quantile (Q–Q) plot to identify biases and signatures of underestimated or overestimated errors in photo-𝑧
probability density functions (PDFs) produced by six groups in the collaboration; correcting for these effects
makes the resulting PDFs better match the statistical definition of a PDF. After correcting each group’s PDF,
we explore three methods of combining the different groups’ PDFs for a given object into a consensus curve.
Two of these methods are based on identifying the minimum 𝑓 -divergence curve, i.e., the PDF that is closest in
aggregate to the other PDFs in a set (analogous to the median of an array of numbers). We demonstrate that these
techniques yield improved results using sets of spectroscopic redshifts independent of those used to optimize PDF
modifications. The best photo-𝑧 PDFs and point estimates are achieved with the minimum 𝑓 -divergence using
the best 4 PDFs for each object (mFDa4) and the Hierarchical Bayesian (HB4) methods, respectively. The HB4
photo-𝑧 point estimates produced𝜎NMAD = 0.0227/0.0189 and |Δ𝑧/(1+𝑧) | > 0.15 outlier fraction = 0.067/0.019
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for spectroscopic and 3D-HST redshifts, respectively. Finally, we describe the structure and provide guidance
for the use of the CANDELS photo-𝑧 catalogs, which are available at https://archive.stsci.edu/hlsp/candels.

Keywords: Redshift Surveys (1378) — Bayesian statistics: Hierarchical models (1925) — Galaxy physics:
Galaxy distances (590)

1. INTRODUCTION
Cosmic Noon (𝑧 ∼ 2) saw themost intense star formation in
the history of the Universe; the rapid buildup of galactic disks
and bulges; and the end of star formation in the most massive
galaxies. Deep galaxy surveys investigate this critical epoch
of galaxy formation by tracking the evolving galaxy demo-
graphics via the galaxy luminosity function (e.g., Cole et al.
2001; Reddy & Steidel 2009; Finkelstein et al. 2015), stel-
lar mass function (e.g., Marchesini et al. 2009; Muzzin et al.
2013;Duncan et al. 2014; Tomczak et al. 2014;Davidzon et al.
2017), and the stellar mass–star formation rate relation (e.g.,
Noeske et al. 2007; Whitaker et al. 2012; Speagle et al. 2014;
Salmon et al. 2015). The Cosmic Assembly Near-infrared
Deep Extragalactic Legacy Survey (CANDELS; Grogin et al.
2011; Koekemoer et al. 2011) combines high spatial resolu-
tion Hubble Space Telescope (HST) Wide Field Camera 3
(WFC3)/IR and Advanced Camera for Surveys (ACS) imag-
ing with existing intermediate resolution optical and IR imag-
ing down to faint limits (5𝜎 point source limit of 𝐻 ∼ 27 for
wide and𝐻 ∼ 27.7 for deep) to extend our knowledge of these
important galaxy evolution probes. However, the measure-
ments required for these probes rely on accurate redshifts.
Consequently, there have been multiple concerted efforts
on 8–10 m class telescopes to obtain spectroscopic redshifts
(spec-𝑧’s) for CANDELS galaxies (e.g., VVDSLe Fèvre et al.
2005; zCOSMOS Lilly et al. 2007a; VUDS Le Fèvre et al.
2015; and VANDELS McLure et al. 2018). Spec-𝑧’s are the
gold standard for accurate redshifts, but the galaxies with suc-
cessfully measured spec-𝑧’s tend to be brighter, at lower red-
shifts, and preferentially biased towards star-forming galaxies
with strong emission lines. Given the resource-intensive na-
ture of measuring spec-𝑧’s, spectroscopic followup of a large
and representative sample, especially of the faintest CAN-
DELS objects, is impossible with current and near-future fa-
cilities (Newman et al. 2015). Grism-based redshifts (grism-
𝑧’s) from HST (e.g., 3D-HST Momcheva et al. 2016a) can
help alleviate some of the issues with ground-based spec-𝑧’s
because they can cover many more galaxies and probe a more
representative population of galaxies (Bezanson et al. 2016).
Nevertheless, grism spectroscopy is technically challenging,
does not cover the full depth of the CANDELS imaging, and
is not available for the whole CANDELS footprint. Thus, we
must rely on photometric redshifts (photo-𝑧’s) for distance
information (Baum 1957) across the full range of galaxies,

albeit at lower accuracy and precision than spec-𝑧’s or grism-
𝑧’s.
Photo-𝑧 estimation approaches mostly fall into two
main groups—machine learning (ML) based methods and
template-basedmethods—with the optimal approach depend-
ing on the amount and quality of training data and science
goals (see Salvato et al. 2019 and references therein). ML
methods estimate redshift from galaxy photometry by training
an MLmodel on galaxies with spec-𝑧’s. ML methods outper-
form template-based methods in the regime of complete and
representative coverage of color–𝑧 space, such as Sloan Digi-
tal Sky Survey photo-𝑧 efforts (e.g., Beck et al. 2016; Pasquet
et al. 2019; Hayat et al. 2021; Dey et al. 2022a), where data-
driven interpolation is very accurate. Template-based meth-
ods involve redshifting spectral energy distribution (SED)
templates (or combinations thereof) to find the best fit to a
galaxy’s SED. Template-based methods are superior to ML
methods when spectroscopic coverage is incomplete and/or
biased (e.g., in deep fields) because they leverage our knowl-
edge of galaxy physics. Hence, only template-based methods
have been employed for CANDELS due to the biased and in-
complete spec-𝑧 training sets. However, shortcomings in our
knowledge of galaxy physics can limit the success of template-
based methods; issues include template mismatch (i.e., when
the SED templates differ from the observed SEDs), incor-
rect treatment of dust attenuation, and inappropriate priors
(Salvato et al. 2019; Newman & Gruen 2022).
Template libraries fall intro two broad classes, empirical
and theoretical, each with its own relative advanatages and
disadvantages. Empirical templates (e.g., Coleman et al. 1980
and Kinney et al. 1996) are principally derived from spectro-
scopic observations of nearby galaxies (and supplemented
with model spectra to increase wavelength coverage), so they
can accurately capture spectral features in real galaxies. How-
ever, they are based on a relatively small set of observations at
very low redshift, and do not span the full range of potential
ages, metallicities, or galaxy types in CANDELS. Empirical
templates can be optimized for high redshift galaxies through
calibration (e.g., Ilbert et al. 2006), but this process requires
a large spectroscopic redshift sample that is usually not avail-
able and not representative of the photometric galaxy sample.
Theoretical template sets are constructed from stellar pop-
ulation synthesis models (e.g., Fioc & Rocca-Volmerange
1997a, Bruzual & Charlot 2003, and Maraston 2005a), so
they cover more of color–redshift space and perform better at

https://archive.stsci.edu/hlsp/candels
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high redshift (Brammer et al. 2008a). All of the groups in this
work used theoretical template libraries. However, theoreti-
cal template libraries cannot fully cover color–redshift space,
and the mismatch between template and observed SEDs re-
mains one of the biggests sources of systematic uncertainty in
photo-𝑧 estimation using template-based methods (Newman
& Gruen 2022). Furthermore, theoretical template libraries
must assume star formation histories for their template SEDs,
include (or not) emission lines, and adopt a dust attenua-
tion law. These choices represent a simplified version of the
properites of real galaxies, especially given the wide range
in redshift, luminosity, color, and galaxy type of CANDELS
galaxies. Priors can help break degeneracies between multi-
ple redshift solutions by incorporating knowledge about the
galaxy population as a whole (e.g., the abundance of galaxies
as a function of luminosity and redshift), but they can intro-
duce biases. For instance, in Figure we show that the stacked
redshift PDFs from different codes produce different redshift
peaks because of differences in template sets and assumed
priors even though they all perform well according to the
point estimate metrics used.
Photo-𝑧 methods can be evaluated using spectroscopic
training sets (e.g., Hogg et al. 1998; Hildebrandt et al. 2008,
2010), clustering measurements (Newman 2008), and mock
catalogs generated from simulations (Schmidt et al. 2020),
but for CANDELS only the first is a viable option. Most rel-
evant to this work is the comparison by Dahlen et al. (2013)
that studied 11 photo-𝑧 analyses of the same CANDELS pho-
tometry and spec-𝑧 data set. These analyses utilized a diver-
sity of codes, template sets, and priors—all of which impact
the resulting photo-𝑧 PDFs. Dahlen et al. (2013) found that
none of the photo-𝑧 codes significantly outperformed the oth-
ers. However, the analyses that used spec-𝑧’s to calibrate the
photo-𝑧 PDFs (e.g., by implementing zero point offsets to the
photometry or modifying the templates) achieved better re-
sults. They found that photo-𝑧 PDFs from individual analyses
were generally too narrow to be consistent with the statisti-
cal definition of a PDF (as did Bezanson et al. 2016), for
which they implemented a correction. Finally, they were able
to improve the photo-𝑧 PDFs by combining the PDFs from
individual analyses via several methods: taking the median,
summing PDFs, and a Hierarchical Bayesian approach.
This paper builds off of Dahlen et al. (2013) by comparing
a more recent effort by 6 groups running 5 different photo-
𝑧 codes with a larger spec-𝑧 data set and grism-𝑧’s to bet-
ter study performance at fainter magnitudes where the low
signal-to-noise ratio of the photometry can drive discrepant
results between analyses. We calibrate the PDFs from in-
dividual codes and introduce a better method for combining
PDFs, the minimum 𝑓 -divergence(Rényi 1961). We also test
the performance of each group’s PDFs using point estimates

(specifically, the weighted mean redshift 𝑧weight). Our results
are presented as the final CANDELS photo-𝑧 catalog.
This paper is organized as follows. Section 2 describes the
data sets employed in this paper. Section 3 explains the meth-
ods used to improve PDFs from individual photo-𝑧 codes and
assesses the results with a variety of summary statistics. In
Section 4 we test several methods of combining PDF results
frommultiple photo-𝑧 codes. Section 5 presents final photo-𝑧
catalog for the CANDELS fields. Finally, Section 6 summa-
rizes the major findings of this study and provides guidance
on the use of these catalogs.
Throughout the paper we assume AB magnitudes unless
differently stated. In order to allow direct comparison with
existing works from the literature of X-ray surveys, we adopt
a flat ΛCDM cosmology with ℎ = 𝐻0/[100 km s−1Mpc−1] =
0.7; Ω𝑀=0.3; ΩΛ=0.7.

2. DATA
2.1. Photometry

Throughout this studywe use data from the CANDELS col-
laboration. CANDELS obtained observations in HST/WFC3
F105W, F125W, and F160W as the primary exposures and
HST/ACS F606W and F814W as parallel exposures. These
observations covered five fields spanning a total area of
∼ 800 arcmin2 on the sky with ∼ 125 arcmin2 in the deep
portion and ∼ 675 arcmin2 in the wide portion. The deep
portion has a depth of ∼ 13 orbits per pointing (spread across
three filters) and includes data in two of the CANDELS fields,
GOODS-North and GOODS-South. The wide portion con-
sists of ∼ 2 orbits per pointing and includes buffer regions
around the deep fields as well as three additional fields, COS-
MOS, the Extended Groth Strip (EGS), and the UKIDSS
Ultra-Deep Survey field (UDS). Detailed descriptions of the
sky coverage and observing strategy of CANDELS can be
found in Grogin et al. (2011) and Koekemoer et al. (2011).
One of themost powerful aspects of the CANDELS data set
is the wealth of complementary photometry for these heav-
ily studied extragalactic fields. We utilized matched-model
TFIT (Laidler et al. 2007) photometry (from the v1 photomet-
ric catalogs) from ground- and space-based UV to IR imaging
as the input for the photometric redshift codes. The sources
and bands vary somewhat between fields but are typically
𝑢-band through Spitzer/IRAC 8 `m with F160W serving as
the selection band for the photometric catalogs. Full descrip-
tions of the catalogs for each CANDELS field are given in
Nayyeri et al. (2017, COSMOS), Stefanon et al. (2017, EGS),
Guo et al. (2013, GOODS-S), Galametz et al. (2013, UDS),
and Barro et al. (2019, GOODS-N). In the interest of uni-
formity across fields, we only used broad-band photometry.
For instance, we did not utilize the medium-band photometry
from the SHARDS survey (Pérez-González et al. 2013) for
the GOODS-N field, so for certain use cases (e.g., environ-
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ment) the higher precision photo-𝑧’s from Barro et al. (2019)
that use those bands will be preferable.

2.2. Individual Photometric Redshifts

Six groups within the CANDELS collaboration have used
the TFIT photometric catalogs to estimate photo-𝑧 PDFs for
each galaxy observed by CANDELS. For each galaxy, the
codes fit a set of SED templates in redshift space and min-
imized 𝜒2 between the observed and template SEDs. To
calculate a redshift posterior PDF, most codes use a magni-
tude dependent redshift prior for each object combined with
a likelihood proportional to exp(−𝜒2/2). To measure photo-
𝑧’s, the groups used different codes for calculation, different
template SEDs, and/or different criteria when using a code
(e.g., different priors). In the following, we briefly explain
each of the codes used to estimate photo-𝑧 PDFs in this paper.

EAZY (Brammer et al. 2008b)1 fits a linear combination of
stellar population templates to the observed𝑈-to-8 `m SEDs
(in flux space) by minimizing the 𝜒2 statistics. Corrections
for absorption by intervening HI clouds are applied follow-
ing Madau (1995). EAZY allows down-weighting data at
rest-frame wavelengths ≥ 2 `m via a template error function.
It incorporates a “luminosity-function × volume” prior that
reduces the probability of low redshifts (due to the small vol-
ume) and of high redshifts for objects with bright apparent
magnitudes. In addition, an iterative application of photo-
metric zero point offsets improves the match to the available
spectroscopic redshifts.
EAZY was run by two separate groups, led by S. Finkel-
stein and S. Wuyts, respectively. The two groups differed in
their choices of parameters and priors. TheWuyts group used
the “EAZY_v1.0_lines” templates, which are identical to the
original “EAZY_v1.0” templates (based on the PÉGASE stel-
lar population synthesis models; Fioc & Rocca-Volmerange
1997b) but with additional emission lines added following the
prescription by Ilbert et al. (2008); the 6 templates contain
a subset of 5 “principal component” templates constructed
as described by Brammer et al. (2008b), complemented by
an additional template to account for dusty galaxies that do
not appear in the semi-analytical models that the principal
component set was based on. The Finkelstein group used the
“EAZY_v1.1_lines” templates, whose first six templates are
the same as the templates from the “EAZY_v1.0_lines” set
except that all of the PÉGASE emission lines were replaced
using the Ilbert et al. (2008) prescription. It also has an
additional template to account for massive old red galaxies.

zphot (Giallongo et al. 1998; Fontana et al. 2000) is a code
that minimizes 𝜒2 statistics when fitting template SEDs. It

1 http://www.astro.yale.edu/eazy/

returns the best fitting values and estimated photo-𝑧 uncer-
tainties as well as other parameters of the galaxy template
(e.g., age, metallicity, and dust extinction). zphot accepts
both fluxes and magnitudes as input with a rigorous treat-
ment of non-detections in the latter case. The code allows
for a minimum photometric error to be set in each photomet-
ric band and optionally applies a cut to avoid unrealistically
large negative fluxes. For the templates, we used the PÉ-
GASE 2.0 models (Fioc & Rocca-Volmerange 1997b), which
assumed the stellar initial mass function from Rana & Basu
(1992) because they yielded the most accurate photo-𝑧’s with
the set of parameters explored. Emission lines were not in-
cluded in the templates. Our adopted template library was
constructed with a combination of star formation histories
(SFHs). Specifically, we used constant and truncated SFHs
as well as a SFH with the star formation rate proportional to
the amount of gas. Metallicity evolution is measured self-
consistently during the galaxy evolution. We implemented
dust extinction with a Calzetti et al. (2000) extinction law
with E(B-V) ranging from 0 to 1. Finally, to avoid con-
tamination from non-stellar emission it excludes IRAC bands
that probe rest frame > 5.5 `m (ch3 at 𝑧 ≤ 0.15 and ch4 at
𝑧 ≤ 0.6). This code was run by the group led by A. Fontana.

HyperZ (Bolzonella et al. 2000)2 performs fits byminimizing
the 𝜒2 statistics in flux space while excluding negative fluxes.
The user can specify shifts tomagnitudes. To avoid unrealistic
solutions, a prior for the F160W band absolute magnitude in
the range −30 < 𝑀 < −9 (Vega mag) was used. Reddening
was included in the form of theCalzetti et al. (2000) reddening
law varying 𝐴𝑉 from 0 to 3 in steps of 0.2. SED templates
are based on theMaraston (2005b) models with exponentially
declining SFHs (with e-folding times 𝜏 = 0.1, 0.3, 1, and 2
Gyr) at four metallicity values (1/5, 1/2, 1, and 2 × solar
metallicity). The allowed age range of the templates was
restricted between 0.1 Gyr and the age of the Universe at the
given redshift of the galaxy in question. Finally, the option
for a minimum photometric error was set to 0.05 magnitudes.
This recipe was introduced in Pforr et al. (2013). This code
was run by the group led by J. Pforr.

LePhare (Arnouts & Ilbert 2011)3 minimizes 𝜒2 statistics
when fitting template SEDs, both in magnitude and in flux
space. It has the capability to include luminosity priors; to add
extra photometry errors; to use a training sample to optimize
the template SEDs and to derive zero-point offsets; and to
account for contributions from emission lines (Ilbert et al.
2006, 2009). The median values from the photo-𝑧 PDFs are
also provided. Here, a prior on the optical absolutemagnitude

2 http://webast.ast.obs-mip.fr/hyperz/
3 http://www.cfht.hawaii.edu/~arnouts/LEPHARE/lephare.html
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in the range −24 < 𝑀 < −8 is used, while IRAC ch3 and ch4
are excluded. The SED template set was a combination of the
BC03 and Polletta et al. (2007) templates. This code was run
by the group led by M. Salvato.

WikZ (Wiklind et al. 2008) fits SED templates to observed
photometry in flux space by minimizing 𝜒2 statistics. The
code can be run with two different parameterized SFHs, an
exponentially-declining star formation rate or a delayed-𝜏
SFH. In the current application, the code was run using a
delayed-𝜏 SFH with the BC03 SED templates. Negative
fluxes are not completely excluded, but they add to the 𝜒2

when the template flux is brighter than the 1𝜎 upper limit,
while they are excluded when the flux is lower than the 1𝜎
upper limit. Additionally, it excludes IRAC ch3 and ch4 for
𝑧 < 0.5 and 𝑧 < 0.7, respectively. Finally, it has the capability
to add extra smoothing errors to the photometry. This code
was run by the group led by T. Wiklind.

2.3. Spectroscopic and 3D-HST Grism Redshifts

Spectroscopic redshift are used to train photometric redshift
codes (e.g., by identifying zero point offsets in observed-
frame photometry that, if removed, will improve fits) and to
test the accuracy of the photo-𝑧 estimates. The six photo-𝑧
participant groups used a training set of 5807 high quality
spectroscopic redshifts spanning all five CANDELS fields.
The same set of redshifts are used to recalibrate the PDFs in
Section 3.
Our primary testing set consists of 4089 high quality spec-
troscopic redshifts drawn froma variety of sources completely
independent of those included in the training set with any
overlapping objects removed. We use this set to assess the
performance of point statistics (e.g., the redshift of maximum
probability) and to test the quality of photo-𝑧 PDFs from
each code, both before and after the optimization procedure
described below.
We also use 3D−HST grism redshifts (grism-𝑧’s; Mom-
cheva et al. 2016a) to test the photo-𝑧 point estimate and PDF
quality. This set consists of 3367 of the highest-quality red-
shifts spanning all of the CANDELS fields. The grism-𝑧’s
were determined spectrophotometrically with EAZY, but run
by other investigators with different priors and using different
photometry. To mitigate the impact of incorporating photo-𝑧
information in the grism redshift fits, we restricted to objects
where the spectrum, not the photo-𝑧, drove the fit. We also
include only objects with redshifts larger than zgrism > 0.6.
Figure 1 and Figure 2 show the 𝐻-band magnitude as a
function redshift for the spectroscopic sample, as well as the
marginal histograms for each of the five CANDELS fields
separately. Table 6 gives details regarding the construction of
these three sets, including references to the original catalogs
and the specific cuts applied to select only the highest-quality,
most secure redshifts.

Due to the order in which spec-𝑧’s were obtained, the ob-
jects in the training sets used to tune the photometric redshift
methods differ in both galaxy properties (such as brightness)
and redshift coverage from the testing and 3D-HST sets, as
illustrated in Figure 1 and Figure 2. This difference is greatest
in the COSMOS and EGS fields. As a result, the performance
metrics derived using these independent data sets would be
expected to be worse than would be measured using a random
training/testing assignment from a common population. In
fact, the objects for which we estimate photo-𝑧’s extend to
fainter magnitudes and at higher redshifts than the training
sets, so this more pessimistic assessment is likely more real-
istic for assessing the performance for the broader population,
though we cannot exclude the possibility that photo-𝑧 errors
are worse in regimes for which we have no spectroscopy.

3. OPTIMIZATION METHODS
The photo-𝑧 PDFs produced by the different groups are not
analogous to the true probability distributions that meet the
statistical definition of a PDF (see e.g., Dey et al. 2021, Dey
et al. 2022b). Given the high likelihood that the spectroscopic
redshifts used here are correct (>95%), we can treat them
to first order as representing the true redshifts of the objects
observed. If the statistical definition of a PDF is being obeyed,
then we would expect 68% and 95% of them to fall in the 68%
and 95% credible intervals of the photo-𝑧 PDFs, respectively.
In an earlier test with CANDELS data, Dahlen et al. (2013)
found that while some codes had better results than others,
none of them performed well when the coverage of credible
intervals was assessed in this way. This indicates that the
photo-𝑧 PDFs must have substantial, qualitative problems.
Simple examples of issues would be the presence of bias
due to template mismatch, such that the PDFs are shifted
to higher or lower redshifts than expected, or inaccuracies in
photometric error models that caused the PDFs to be too wide
or too narrow.
In this section, wewill describe howwe optimize the photo-

𝑧 PDFs produced by each group for each CANDELS field.
We correct for (1) systematic shifts in the PDFs and (2) sys-
tematically inaccurate PDF widths.

3.1. Q–Q Plot and Metrics

In this work, we make use of a set of statistics related to the
Quantile-Quantile (Q–Q) plot to optimize the recalibration
of the photo-𝑧 PDFs produced by each group. While these
statistics will prioritize adjustments that improve agreement
with the statistical definition of a PDF, they should also deliver
more accurate redshift point values and error estimates by
reducing biases. Figure 3 depicts the Q–Q plot for a set of
objects from the spec-𝑧 training set with Finkelstein photo-
𝑧’s as an illustrative example. This plot shows 𝑄Data—the
fraction of the time that the spectroscopic redshift is below
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Figure 1. 𝐻-band magnitude as a function of redshift for objects with spectroscopic redshifts (divided into training and testing sets) and 3D-HST
grism redshifts for the COSMOS, EGS, and GOODS-N fields. The redshift and magnitude ranges of the testing and 3D-HST data sets strongly
differ from the training set; as a result, they provide highly independent assessments of the quality of photo-𝑧 PDFs which are optimized based
upon the training set.
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the redshift corresponding to a given quantile in the photo-𝑧
cumulative distribution function (CDF)—as a function of the
chosen value for the quantile, 𝑄Theory. By construction, the
value of 𝑄Theory must range from 0 to 1, just as the CDF does
(e.g., 𝑄Theory = 0.345 corresponds directly to the CDF value
of 0.345). In our example, 𝑄Data (0.345) will be the fraction
of the time that the spectroscopic redshift of an object is below
the redshift where the CDF value for that object is 𝑄Theory =
0.345. If the PDFs satisfy the statistical definition, 𝑄Theory
will be the same as 𝑄Data (apart from small variations due
to sampling error), so the Q–Q plot will hew closely to the
unit line between (0, 0) and (1, 1). To help in interpreting the
Q–Q plots shown in this paper, Figure 4 demonstrates how
systematic shifts or incorrect widths of PDFs will manifest in
them.
We use the normalized ℓ2-norm to quantify the deviation of
the Q–Q plot from the identity line to assess how close a set of
PDFs is to the ideal case. The quantity Δ𝑄 = 𝑄Data−𝑄Theory,
evaluated at a particular value of 𝑄Data, will correspond to
the gap between the Q–Q curve for a given sample and the
unity line (doing this as a function of𝑄Data has computational
advantages). The ℓ2-norm will then correspond to the square
root of the sum of this distance squared, (

∫
(Δ𝑄)2𝑑𝑄Data)1/2.

This distance will be zero in the ideal case.
For this analysis, we only include galaxies whose spectro-
scopic redshift lies between the 0.0001 and 0.9999 quantiles
of their CDF in the construction of the Q–Q plot and in the
calculation of the ℓ2-norm. Objects outside that range cor-
respond to catastrophic outliers (as commonly occur in pho-
tometric redshift analyses) whose true redshift lies beyond
the range that would be expected based on their estimated
PDF. We do not want their distribution to affect the recalibra-
tion of PDFs for the much more common non-outlier objects.
Excluding them also makes our analysis considerably more
robust to the possibility of erroneous spectroscopic redshifts.
Hence, in the end, we calculate a normalized version of the
ℓ2-norm by summing up the value of (Δ𝑄)2 at the 𝑄Data
values corresponding to each object in the sample excluding
those which were outside these CDF bounds, dividing by the
total number of (Δ𝑄)2 values which were summed, and then
taking the square root.
The second basic statistic we use to characterize the quality
of PDFs from a given algorithm is the fraction of objects for
which their spectroscopic redshift has a CDF value less than
0.0001 or greater than 0.9999. We label this quantity as 𝑓op
(for “fraction outside of PDF”). This statistic roughly corre-
sponds in its nature to the catastrophic outlier rate used to
characterize the performance of point estimates from photo-
metric redshift algorithms but is based on PDF outputs rather
than scalar quantities.
To understand possible redshift and magnitude-dependent
biases among the PDFs generated by different participant
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` 2−norm =0.114
          fop =0.088
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Figure 3. An example Quantile-Quantile (Q–Q) plot constructed
using a training set of spec-𝑧’s and the corresponding set of photo-𝑧
PDFs from Finkelstein. For a given photo-𝑧 CDF quantile (𝑄Theory),
𝑄Data is the fraction of objects for which the spectroscopic redshift
is below the redshift corresponding to that photo-𝑧 quantile in the
CDF for that particular object. For instance, if the spectroscopic
redshift is below the 50th percentile point in the photo-𝑧 CDF for
64.7% of objects, then (0.5, 0.647) is a point (red circle) along the
Q–Q curve (blue line). If photo-𝑧 PDFs obey the statistical definition
of a probability density function, Q–Q curves will lie along the solid
gray reference line from (0, 0) to (1, 1). Their deviation is quantified
by the square root of the sum of the vertical distance (pink line)
at each point squared (ℓ2-norm). The ℓ2-norm is normalized by
dividing by the square root of the number of objects. Additionally,
the 𝑓op gives the fraction of objects with spec-𝑧’s that fall outside of
the main region of the corresponding PDFs.

codes, we analyze the normalized P(z) in a fixed magnitude
bin. In Figure 5, we show the set of the summed PDF curves
for EGS objects in the magnitude bin centered at 𝐻 = 25 pre-
dicted by each group, both before and after the optimization
procedures (described below) have been applied. Even after
optimization, the predicted number of objects at low redshifts
varies greatly from group to group. Results in this regime
may have limited reliability. In Figure 6, we show a set of im-
ages constructed from curves such as those shown in Figure 5.
These images show redshift as a function of magnitude (using
the center of the magntiude bin used to construct the summed
PDF curves). The intensity of the color scale indicates the
value of the summed PDF at a given magnitude and redshift
(corresponding to the 𝑦 values in Figure 5). Although all of
the codes used to produce the photo-𝑧 PDFs yield good results
when evaluated with standard point statistics for objects with
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Figure 4. Example Q–Q plots showing the effects of photo-𝑧 PDFs that are systematically (a) shifted to lower redshift, (b) shifted to higher
redshift, (c) too narrow, and (d) too wide. Ideally, PDFs would lie along the gray diagonal reference line.

spectroscopic redshifts (as described below), and all are using
the same photometry as inputs, the redshift distributions as a
function of magnitude from each group differ in many details,
even after optimizing the individual photo-𝑧 PDFs such that
they better obey the statistical definition. We find that photo-𝑧
PDFs by different groups show divergent behavior at 𝑧 < 0.3.
Therefore, we exclude these objects for our further analysis.

3.2. Correcting for Global Shifts

Using the Q–Q statistics defined above, we can identify
any aggregate bias in the photo-𝑧 PDFs of a given group by
applying negative or positive shifts in the redshift direction
(𝑑𝑧) to the PDFs. Our sign convention is such that negative
𝑑𝑧 values correspond to shifts to the left on a plot of PDF(𝑧),
such that the PDFs will peak at lower values of redshifts,
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Figure 5. Sum of the photo-𝑧 PDFs for all objects in a magnitude bin of width 0.5 centered at 𝐻 = 25 mag in the EGS field. The curves
correspond to the expectation value for the redshift distribution in this bin. We exclude objects with missing PDFs for any of the groups from
the sums to ensure that all curves are equivalent. The disagreement between groups is greatest at low redshifts (below 𝑧 = 0.3, indicated by the
gray dashed line). Because of this divergence, we exclude objects with 𝑧 ≤ 0.3 from the calculation of Q–Q statistics. Although all codes deliver
good performance when PDF peak redshifts are compared to spec-𝑧’s, the aggregate predictions for broad galaxy samples differ significantly
from code to code.

and vice versa. We apply shifts corresponding to an array
of 151 equally-spaced values over the interval [−0.5, 1.], and
construct the Q–Q curve in each case after removing objects
with spec-𝑧’s outside their PDFs. We then identify the shift
value that minimizes the normalized ℓ2-norm; that is, the
value which yields a Q–Q curve as close as possible to the
ideal unit line. To do this, we interpolate the normalized
ℓ2 − norm values using a quadratic univariate spline (using
the scipy.interpolate.UnivariateSpline routine with
parameters k = 2 and s = 1.) The goal of this interpolation is
for greater accuracy and smoother results.
In Figure 7, we present the dependence of the normalized

ℓ2-norm on 𝑑𝑧 for each group and CANDELS field. Photo-
𝑧’s from some groups exhibit larger biases than others, with
the bias varying from field to field; this may be due to the
differences in the imaging bands included in each field and
the target selection function of spectroscopic surveys carried
out in those fields. While the required shift for the COSMOS
field is the smallest for four of the groups, we did not include
all of the available medium and narrow band photometry for
this field (that would lead to improved photo-𝑧 estimates)
in the interest of uniformity across fields, so we expect that
this feature may be due to the spectroscopy available in the
COSMOSfield. With only one exception (Pforr results for the
GOODS-South field) the shifts are all positive. That indicates
that for almost all fields and groups, the photo-𝑧 PDFs peak at
lower values than they should, biasing point estimates (such
as the redshift of the PDF peak) low. Table 1 gives the optimal
shift values that should be applied to the photo-𝑧 PDFs from
each group and each field to yield better performance in the
Q–Q plot. We will assess the level of improvement achieved

in bothQ–Q statistics and point estimates in sections to follow,
using the independent testing set of spectroscopic redshifts as
well as 3D-HST.

3.3. Correcting PDF Width

To correct for either overestimation or underestimation of
photo-𝑧 errors, we stretch/sharpen the PDF widths. We do
this by raising a PDF to a power of 𝛼 = 1/𝛾 and then renor-
malizing the PDF to integrate to one. For a Gaussian PDF,
this is equivalent to multiplying the 𝜎 parameter by 𝛾1/2, and
so provides a way to correct for either overestimates or un-
derestimates of errors; however, the procedure we use can be
applied to any PDF whether it is Gaussian or not. Optimal
values of the parameter 𝛾 that are close to unity imply that
little change is needed in the width of the PDFs. Conversely,
when the optimal values differ significantly from unity, then
large differences in the widths of the PDFs are implied (cor-
responding to significantly overconfident or underconfident
error models).
We determine optimal values of 𝛾 after we apply the opti-
mized shifts 𝑑𝑧 that were determined by the preceding anal-
ysis. We consider values in the range 0 < 𝛾 < 1 as well as
in the range 𝛾 ≥ 1, corresponding to 𝛼 > 1 and 0 < 𝛼 ≤ 1,
respectively. The former range corresponds to making photo-
𝑧 PDFs sharper, since high peaks of the PDF become higher
while low PDF values in the tails or valleys between peaks be-
come smaller. Conversely, 𝛾 ≥ 1 stretches the photo-𝑧 PDFs
into broader shapes, since the contrast between the highest
peaks and low values of the PDF is reduced.
For each group’s PDFs in a particular field, we search a
coarse array of 𝛾 values spanning [0.05, 7]; construct the Q–
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Table 1. The optimal values of shifts 𝑑𝑧 for the PDFs from each group for each field, determined by identifying the minima in the curves shown
in Figure 7. Most of the shifts are positive, indicating that PDF(𝑧) curves need to be shifted to the right. Results from some groups exhibit
larger biases than others, with Salvato and Wuyts needing the smallest shifts and Wiklind the largest, especially in the EGS field.

Field Finkelstein Fontana Pforr Salvato Wiklind Wuyts

COSMOS 0.005 0.030 0.012 0.001 0.020 0.000
EGS 0.015 0.016 0.036 0.002 0.071 0.008
GOODS-N 0.020 0.003 0.001 0.007 0.036 0.015
GOODS-S 0.021 0.011 −0.015 0.013 0.036 0.011
UDS 0.022 0.014 0.031 0.013 0.046 0.008

19 290

1

2

3

4

5

re
d
sh

if
t
z

F
in

k
el

st
ei

n

19 29

F
on

ta
n
a

19 29

P
fo

rr

19 29

S
a
lv

a
to

19 29

W
ik

li
n
d

19 29

W
u
y
ts

0.0

0.2

0.4

0.6

0.8

1.0

mag(H)

EGS, original

19 290

1

2

3

4

5

re
d
sh

if
t
z

F
in

k
el

st
ei

n

19 29

F
on

ta
n
a

19 29

P
fo

rr

19 29

S
al

v
at

o

19 29

W
ik

li
n
d

19 29

W
u
y
ts

0.0

0.2

0.4

0.6

0.8

1.0

mag(H)

EGS, optimized

Figure 6. Summed PDFs as a function of magnitude and redshift,
before and after the photo-𝑧 optimization procedures, for the EGS
field. The color scale of the image indicates the summed and renor-
malized probability that an object in a particular magnitude bin is
at the selected redshift, equivalent to the 𝑦 axis in Figure 5. Ob-
jects with missing PDFs for any of the groups are excluded from the
sums. The shape and locations of the bright regions (which should
correspond to redshifts where there is an excess of objects due to
sample/cosmic variance), as well as other detailed features, differ
significantly from group to group, even though all groups used iden-
tical photometry for the same set of objects to calculate the PDFs
used here.

Q plot in each case; and evaluate the normalized ℓ2-norm for
each value of 𝛾. We then use a finer grid of 𝛾 values focused
around the coarse-grid value that minimizes the ℓ2-norm to
obtain improved precision in the optimal value.
Figure 8 shows the dependence of the ℓ2-norm on 𝛾 for
each group and CANDELS field. The Wuyts PDFs are the
best calibrated with all fields having best fit 𝛾 values near
unity. The Salvato PDFs show moderate scatter around 𝛾 = 1
with some fields having PDFs that are too narrow and some
too wide. The Finkelstein and Pforr PDFs are consistently
too wide and too narrow, respectively. The Fontana and
Wiklind PDFs demonstrate larger field-to-field scatter with
some fields having PDFs that are too narrow and some too
wide. In Table 2, we list the 𝛾 values required to optimize
the raw photo-𝑧 PDFs such that they most closely match the
statistical definition.

3.4. Evaluation Using Q–Q Statistics

After identifying the optimal values of the 𝑑𝑧 and 𝛾 param-
eters using the training set of spectroscopic redshifts and their
corresponding photo-𝑧 PDFs, we can apply the correspond-
ing transformations to all the PDFs from a particular group
and field. We can then construct Q–Q plots and evaluate the
overall normalized ℓ2-norm and 𝑓op values for each group
evaluated with the training data (which should have results
that are biased low) as well as with the independent testing
set of spectroscopic redshifts and the 3D-HST grism red-
shifts. Since some fields have relatively few testing redshifts
available, we combine the objects from all five CANDELS
fields to make the Q–Q plots. We present the Q–Q plots for
each group in Figure 9. In each panel, dashed curves corre-
spond to the Q–Q plots for each spectroscopic data set before
applying shift and power transformations, and solid curves
show the Q–Q plots after transformations. It is clear that all
curves more closely follow the diagonal reference line after
optimization.
In Figure 10, we show the normalized ℓ2-norm and 𝑓op
values before and after optimization of the PDFs. Although
in a few cases the 𝑓op value becomes slightly larger after
optimization, gains in the normalized ℓ2-norm are substan-
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Table 2. The optimal values of the PDF rescaling parameter 𝛾 (used to improve the widths of the PDFs) for each participant group and each
CANDELS field. While some groups’ results yield 𝛾 values that are close to unity, others have significantly lower or significantly larger values,
implying substantial changes to the widths of their photo-𝑧 PDFs.

Field Finkelstein Fontana Pforr Salvato Wiklind Wuyts

COSMOS 0.611 0.582 3.959 0.922 0.916 0.859
EGS 0.686 0.470 1.784 0.628 0.220 0.996
GOODS-N 1.003 0.777 3.118 1.145 0.315 1.090
GOODS-S 0.848 2.115 2.750 1.106 1.683 1.060
UDS 0.905 4.418 3.114 1.203 2.174 0.973

tial and ubiquitous. This is to be expected as the optimized
ℓ2-norm values are lowest for the training set, as by construc-
tion our optimization chooses the transformation parameter
values which make that quantity as small as feasible. How-
ever, it is very encouraging that substantial improvements are
also found for the testing and 3D-HST data sets, which have
very different coverage in magnitude–redshift space from the
training set. We note that the Wiklind analysis produced sig-
nificantly more objects with missing PDFs, which were not
treated as out-of-PDF here. Thus, the low values of 𝑓op for
that analysis should be considered lower limits on what the
performance would be for the full set of objects.

3.5. Evaluation Using Point Statistics

Although our primary focus is on producing accurate pho-
tometric redshift probability distributions, we also can eval-
uate the performance of point (or summary) statistics for the
photometric redshifts of CANDELS objects before and af-
ter optimization. We focus on two different point statistics
which are constructed from the photo-𝑧 PDFs: the most prob-
able redshift (which we label 𝑧peak, as it corresponds to the
redshift where the highest peak of the photo-𝑧 PDF occurs),
and the probability-weighted expectation value of the redshift
(𝑧weight). Following Dahlen et al. (2013), we compute this
quantity using only the region surrounding the highest peak
of the PDF (specifically, the redshift range within that peak
where the PDF value remains above 0.05 × PDF(𝑧peak)). To
determine this range, we first linearly interpolate the PDF onto
a grid of 64001 redshifts in place of the original 1001, then use
cubic spline interpolation on this finer grid to find the redshifts
around 𝑧peak where the PDF is equal to 0.05 × PDF(𝑧peak).
If the PDF values are never lower than 0.05 × PDF(𝑧peak),
then the bounds used to calculate 𝑧weight are the same as the
bounds of the grid on which the PDFs are defined. In gen-
eral, the Dahlen et al. (2013) definition of 𝑧weight yields better
results than the overall expectation value of the redshift evalu-
ated over the full PDF, as in cases where PDFs have multiple
peaks the overall expectation value will often lie between
peaks in regions of negligible probability.

We use two quantities to evaluate the accuracy of these
point statistics before and after optimization. The first is the
normalized median absolute deviation (𝜎NMAD) of the dif-
ferences between photo-𝑧 point estimates and spectroscopic
redshifts for the corresponding objects, defined by:

𝜎NMAD = 1.48 × median
(

|Δz|
1 + zspec

)
, (1)

where Δ𝑧 = 𝑧phot − 𝑧spec is the difference between a point
estimate of the photometric redshift for an object and its
spectroscopic redshift. The normalizing factor of 1.48 in
the definition of 𝜎NMAD causes the expectation value of the
NMAD to equal the standard deviation for data that is drawn
from a normal distribution.
In addition to the NMAD, we track the fraction of catas-
trophic outliers in a particular group’s results, 𝑓co, as another
useful statistic for characterizing photo-𝑧 quality from each
group. We define catastrophic outliers as those objects that
fulfill the condition:

|Δ𝑧 |
1 + zspec

> 0.15. (2)

Here the limit 0.15 is somewhat arbitrarily chosen; we will
show below that typical photometric redshift errors for CAN-
DELS objects with spectroscopic redshifts are ∼ 0.03(1 + 𝑧),
so the threshold of 0.15 approximately corresponds to 5𝜎
outliers.
We find that the NMAD is smaller when computed using

𝑧weight rather than 𝑧peak; that is, 𝑧weight provides a superior
estimate of the redshift of an object. Therefore, we only show
results for statistics computed using 𝑧weight in the remainder of
this paper, although we still include 𝑧peak in our final photo-𝑧
catalogs.
Figure 11 shows the scatter plots of 𝑧weight vs. 𝑧spec for all
six groups, using only objects belonging to the training set
of spec-𝑧’s. The 𝑧weight values are calculated using the op-
timized version of the photo-𝑧 PDFs. In the same plots we
present the 𝜎NMAD, the percentages (and number of objects
in parentheses) of catastrophic outliers, as well as the per-
centage (and number of objects in parentheses) of the objects
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Figure 9. Quantile–Quantile (Q–Q) plots for photo-𝑧 PDFs both before (“original”, dashed curves) and after (“optimized”, solid curves)
optimized transformations have been applied. The Q–Q plot shows the CDF value evaluated at the spectroscopic redshift of an object, with
𝑄data corresponding to a given quantile of the set of CDF values, 𝑄theory. For instance, if the 30th percentile in the set of CDF(𝑧spec) values is
0.21, (0.3, 0.21) would be a point along the Q–Q curve. If photo-𝑧 PDFs obey the statistical definition of a probability density function, Q–Q
curves will lie along the unit line from (0,0) to (1,1). We evaluate the results from each group separately using the independent training and
testing sets of spectroscopic redshifts as well as the 3D-HST grism redshifts; results from all five CANDELS fields are combined together here.
It is clear that our optimization methods improve the results for each group and for every set of redshifts. The normalized ℓ2-norm used to
evaluate PDF accuracy corresponds to the RMS deviation between a Q–Q curve and the diagonal in the 𝑦 direction in these plots.



16 Kodra et al.

0.01

0.06

0.3

`
2
−

n
or

m

Training

0.01

0.06

0.3

`
2
−

n
or

m

Testing

0 0.1 0.2
fop

0.01

0.06

0.3

`
2
−

n
or

m

3D−HST

Finkelstein Orig.

Fontana Orig.

Pforr Orig.

Salvato Orig.

Wiklind Orig.

Wuyts Orig.

Finkelstein Opt.

Fontana Opt.

Pforr Opt.

Salvato Opt.

Wiklind Opt.

Wuyts Opt.

Figure 10. The normalized ℓ2-norm as a function of the out-of-PDF
fraction 𝑓op for the PDFs from each group both before (open circles
at arrow bases) and after (filled circles at arrow heads) optimization.
The three panels show these statistics evaluated using the training
set of spectroscopic redshifts (top); the testing set (middle); and
3D-HST grism redshifts (bottom). The ℓ2-norms are reduced in
all cases; the 𝑓op values are lower in most cases and only increase
slightly otherwise. No single group produced superior results in all
cases.

that have missing photo-𝑧 PDFs and therefore missing 𝑧weight
values. Below each scatter plot, we show the dependence
of Δ𝑧/(1 + 𝑧spec) on 𝑧spec, where Δ𝑧 = 𝑧weight − 𝑧spec. In
the same plots we also present the redshift dependence of
𝜎NMAD = 1.48 × Δ𝑧/(1 + 𝑧spec) (dashed gray line), and the
Hodges-Lehmann mean of Δ𝑧/(1 + 𝑧spec) (solid gray line),
where bins of 0.5 have been used along 𝑧spec for their con-
struction. They generally do not seem to vary significantly
with redshift, apart from the spikes observed at 𝑧spec ∼ 5.5,
where the number of objects becomes very low.
Figure 12 plots the 𝜎NMAD values and catastrophic out-
lier fractions for the photometric redshifts from each group,
calculated using the PDFs both before and after optimiza-
tion has been applied; results for each spectroscopic sample
are shown in separate panels. In general, recalibrating the
PDFs significantly improves the scatter between photo-𝑧’s
and spectroscopic redshifts, while improving or only negli-
gibly degrading the outlier fraction. The Wiklind analysis
produced significantly more objects without any point es-
timates, which were treated as catastrophic outliers in this
case. Consequently, the high values of 𝑓co for that analysis
should be considered upper limits on what the performance
would be for the full set.
For the objects belonging to the training or testing sets,
the outlier fraction is similar from all the different groups
(roughly 8%), while it ranges from 2 to 5% for objects with
3D-HST grism redshifts. There are two possible explanations
for this discrepancy. One is that a significant (∼ 5%) frac-
tion of the objects in the training and testing samples have
incorrect redshifts assigned to them (potentially due to incor-
rect matches between the spectroscopic target and CANDELS
galaxy). The other possibility is that the smaller outlier frac-
tion for 3D-HST is artificially low due to the grism redshift
fits incorporating photo-𝑧 information, though we limited to
objects whose spectrum drove the grism-𝑧 fit to mitigate this
possibility.
Finally, we compute the fraction of objects that are both
out-of-PDF and catastrophic outliers ( 𝑓op& co). These objects
are the most problematic because they have both a poorly esti-
mated photo-𝑧 and poorly characterized photo-𝑧 uncertainty.
Generally, around 3% of objects fit into this category across
codes (excluding the Wiklind results that should be viewed as
lower limits due to their high missing PDF rate driving a low
out-of-pdf fraction).

4. METHODS FOR COMBINING PROBABILITY
DENSITY FUNCTIONS FROMMULTIPLE CODES
Previous works have found that combining results from
multiple photometric redshift codes can yield superior per-
formance over individual codes when testing with spec-𝑧’s.
Dahlen et al. (2013), Castellano et al. (2016), and Merlin
et al. (2021) found that the median of the photo-𝑧’s from all
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Figure 11. Scatter plot of 𝑧weight vs. 𝑧spec (upper panels), using the optimized version of photo-𝑧 PDFs for the calculation of 𝑧weight from the
six participating groups. The 𝜎NMAD, the outlier percentage, and the percentage of objects with missing photo-𝑧 PDFs (and therefore missing
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Figure 12. The normalized median absolute deviation between pho-
tometric and spectroscopic redshifts, 𝜎NMAD, as a function of the
catastrophic outlier fraction, 𝑓co from each group both before (open
circles at arrow bases) and after (filled circles at arrow heads) opti-
mization. The three panels show these statistics evaluated using the
training set of spectroscopic redshift (top); the testing set (middle);
and 3D-HST grism redshifts (bottom). Results shown were calcu-
lated using the weighted mean photo-𝑧 peak redshifts (𝑧weight) from
each group. Results from Wuyts outperform the other groups in all
cases, especially when evaluated using the 3D-HST data set. We
caution that the 3D-HST redshift determination incorporates results
from the EAZY code used by Finkelstein and Wuyts as part of the
grism redshift determination process, so the level of agreement for
them may be artificial.

the groups contributing measurements yielded a lower scatter
than any single code. Since we are not only interested in
point values (such as 𝑧weight or 𝑧peak) but also desire accurate
photo-𝑧 PDFs (or, equivalently, accurate error estimates), we
requiremethods that can combinemultiple probability density
functions. In this paper, we utilize two different methods for
combining PDFs: the Hierarchical Bayesian approach (HB)
first presented in Dahlen et al. (2013), which produces an en-
tirely new PDF constructed based on the input PDFs (see also
Duncan et al. 2018b, Duncan et al. 2018a, and Hatfield et al.
2022), and the minimum 𝑓 -divergence method (mFD), which
selects one of the input PDFs as being the most representative
for a given object (much as the median of a set of numbers is
the element of that set which approximates its central value).

4.1. Hierarchical Bayesian Combination of Photometric
Redshift PDFs

The Hierarchical Bayesian approach introduced by Dahlen
et al. (2013) combines PDF results frommultiple codes based
upon the assumptions that estimated PDFs for a given object
are not entirely statistically independent (since they are based
upon the same photometry) and that some may be inaccurate.
This basic framework has a number of antecedents in the
literature (Press 1997; Newman et al. 1999; Lang & Hogg
2012).
If we assume that the PDF from a given group is either
informative about the true redshift of an object (“good”) or
uninformative (“bad”), the posterior probability for the red-
shift of an object from the 𝑖’th code, 𝑃𝑖 (𝑧), can be described
as:

𝑃𝑖 (𝑧) = 𝑃𝑖 (𝑧 |bad)𝑃(bad) + 𝑃𝑖 (𝑧 |good) [1 − 𝑃(bad)], (3)

where 𝑃𝑖 (𝑧 |bad) is the PDF resulting from an uninformative
measurement (which we take here to be a uniform probability
distribution from 𝑧 = 0 to 𝑧 = 10); 𝑃(bad) is the probability a
randomly selected object has an uninformative measurement;
and 𝑃𝑖 (𝑧 |good) is the redshift PDF for a given object predicted
by the 𝑖’th photo-𝑧 code. We assume that 𝑃(bad) is the same
for all objects, and hence it will be equal to the fraction of all
PDF measurements that are uninformative, which we label as
𝑓bad. Therefore, for a given value of 𝑓bad, the posterior PDF
is given by:

𝑃𝑖 (𝑧, 𝑓bad) = 𝑃𝑖 (𝑧 |bad) 𝑓bad + 𝑃𝑖 (𝑧 |good) (1 − 𝑓bad). (4)

For a given object, the Bayesian posterior combining the
information of each (participant) PDF is given by:

𝑃(𝑧, 𝑓bad) =
∏
𝑖

𝑃𝑖 (𝑧, 𝑓bad)1/𝛼, (5)

where we introduce a parameter 𝛼 that provides a correction
for the covariance between the different PDFs. If the PDFs
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are all statistically independent, the probabilities from each
one would multiply, so 𝛼 = 1. In contrast, if they were
completely covariant, we would need 𝛼 to match the number
of PDFs being combined, 𝑛𝑝 , so that after multiplication and
exponentiation 𝑃(𝑧, 𝑓bad)wouldmatch the result from a single
PDF.
Based on tests with the CANDELS data, we find that the
optimal value of 𝛼 is best described by the equation:

𝛼 = 1 + (𝑛𝑝 − 1) × 1.1/4, (6)

which yields 𝛼 = 1 for 𝑛𝑝 = 1 and 𝛼 = 2.1 for 𝑛𝑝 = 5
(matching the results from Dahlen et al. 2013 when 𝑛𝑝 = 5).
This implies that the covariance between results fromdifferent
participating groups is non-negligible (since 𝛼 > 1 is optimal
in general) but also far from complete (since 𝛼 < 𝑛𝑝).
We then marginalize over the fraction of bad measurements
to obtain a PDF for redshift alone:

𝑃(𝑧) =
∫ 1

0
𝑃(𝑧, 𝑓bad) 𝑑𝑓bad, (7)

assuming a flat prior distribution for 𝑓bad over [0, 1].
The result of this procedure is a PDF that matches the PDFs
from each code when they agree but will include extra proba-
bility at the redshifts predicted by each individual PDF when
they disagree. Hence, HB photo-𝑧 constraints are appropri-
ately degraded when the PDFs disagree, in a manner that is
agnostic about which PDFs are most accurate.

4.2. Minimum 𝑓 -divergence Approach

In addition to the Hierarchical Bayesian method of com-
bining PDFs, we also test a new approach of choosing the
single PDF that minimizes a measure of the total distance to
the other PDFs; for the distance calculations, we consider two
measures that fall in the general class of 𝑓 -divergence mea-
sures. In this paper, we consider 𝑓 -divergences calculated
either by summing the absolute values of the differences be-
tween two PDFs (an ℓ1 distance) or by taking the square root
of the sum of the squares of the differences (an ℓ2 distance)
as measured at many equally-spaced 𝑧 values:

𝐹𝐷abs =
∑︁
𝑖

|𝑃1 (𝑧𝑖) − 𝑃2 (𝑧𝑖) | and (8a)

𝐹𝐷sqr =

{∑︁
𝑖

[𝑃1 (𝑧𝑖) − 𝑃2 (𝑧𝑖)]2
}1/2

, (8b)

where 𝑧𝑖 indicates the 𝑖’th redshift point at which the distances
are evaluated and we use 𝐹𝐷abs and 𝐹𝐷sqr to label the ℓ1 and
ℓ2 versions of the 𝑓 -divergence, respectively. For two given
curves 𝑃1 (𝑧) and 𝑃2 (𝑧) that are defined at the same set of
discrete points, the 𝑓 -divergence is found by combining the
difference between the values of the curves at each ordinate
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Fŕechet Distance
P1

P2

∆P

Figure 13. An example illustration of the calculation of the 𝑓 -
divergence distance measures between two photo-𝑧 PDFs, 𝑃1 (𝑧)
and 𝑃2 (𝑧), represented by the red and blue curves. The vertical
purple hatching indicates the vertical difference between them at
each point where they are defined, Δ𝑃(𝑧𝑖) = 𝑃1 (𝑧𝑖) − 𝑃2 (𝑧𝑖). We
compute the 𝑓 -divergence between the two curves in two ways: with
an ℓ1 distance (i.e., the sum of the absolute values of the differences)
and an ℓ2 distance (i.e., the square root of the sum of the squared
differences).

point, as illustrated in Figure 13. In these calculations, we
perform a discrete sum over redshift points, which should
closely approximate the integral calculated using a continuous
PDF.
In our case, six groups have provided photo-𝑧 PDFs for
each object in the CANDELS photometric catalogs. We then
calculate the sum of the 𝑓 -divergence between each PDF and
each of the other five results, yielding the total distance of
that curve from the rest (in the case where the ℓ2 distance is
used we sum in quadrature). We repeat this procedure for
each PDF for a given object, and identify the one for which
the total distance to the other PDFs is lowest; that is, the
one with the minimum 𝑓 -divergence (mFD) from the other
PDFs. This curve will be the most similar to all the rest,
and therefore provides a reasonable way to summarize the
ensemble of PDFs. This construction is analogous to the
use of the median value of an array as a summary statistic;
the median minimizes the sum of the absolute values of the
deviations from all points in an array.
The ℓ1 distance (𝐹𝐷abs) will be less affected by the largest
excursions between two curves than the ℓ2 distance (𝐹𝐷sqr)
because the latter metric squares the differences before sum-
mation, providing more weight to larger deviations. As a
result, the minimum 𝑓 -divergence curve selected using an ℓ1
distance metric, which we label as “mFDa” as it is based upon
the sum of absolute values, is less sensitive to outlier curves
than when we use an ℓ2 metric, which we label as “mFDs” as
it is based upon the sum of squared differences. The situation
is analogous to the reason why the median statistic is more
robust to outliers in a data array than the mean.



20 Kodra et al.

0.8 0.971 1.2
redshift z

0

7

14

P
(z

)
GOODSN, ID =1184

zspec

Finkelstein

Fontana

Pforr

Salvato

Wiklind

Wuyts

HB

mFDa

mFDs

Figure 14. Optimized PDFs from all six participant photo-𝑧 groups,
as well as the results from three PDF combination methods, for a
CANDELS galaxy in the GOODS−North field (ID = 1184). The
Hierarchical Bayesian (HB, dark brown dashed curve) method pro-
duces a new PDF by combining information from each input prob-
ability distribution and accounting for the possibility that some are
inaccurate. The minimum 𝑓 -divergence method identifies the PDF
that has the smallest total 𝑓 -divergence from the other curves. When
the sum of absolute values of differences is used as a distance metric,
the minimum 𝑓 -divergence curve corresponds to the Salvato PDF
for this object (mFDa, red dashed curve), whereas when the square
root of the sum of the squares of separations is used to compute
distances the Fontana curve is selected (mFDs, blue dashed curve).
The vertical gray dashed line indicates the galaxy’s spectroscopic
redshift, 𝑧spec = 0.971, which is consistent with all PDFs shown.

4.3. Comparing Combination Methods

Figure 14 illustrates the results of the Hierarchical Bayesian
and minimum 𝑓 -divergence approaches for a galaxy in the
GOODS−North field. In this figure, we present the PDFs
from the six different groups, as well as the results of each
combination method. Whereas the Hierarchical Bayesian
method produces a completely new photo-𝑧 PDF that is dis-
tinct from all the input curves, the minimum 𝑓 -divergence
method selects one of the original PDFs as being the best
representative for a given object. For this object, the mFDa
and mFDs algorithms select different PDFs, but it is more
common that they agree with each other than not.
For each of the three methods of combining photometric
redshift PDFs applied here, we also explore how the quality
of results changes when only a subset of the groups’ PDFs are
used as inputs. We note that some groups’ PDFs performed
significantly better than others when evaluated using the ℓ2-
norm, 𝑓op, 𝜎NMAD, or 𝑓co for both the testing set of spectro-
scopic redshifts and the 3D-HST grism redshifts. Given the
possibility that some groups’ PDFs are more useful for com-
puting combined distributions than others, we have computed
PDFs using the HB and mFD methods using only subsets of
groups that yielded the lowest 𝜎NMAD and 𝑓co values (using

the same set of groups’ photo-𝑧’s for all objects). We use the
label 6 for when all six groups are used, the label 5 for when
the five best groups are used, the label 4 for when the four
best groups are used, and finally the label 3 for when only
the three best groups are used; hence, results labeled HB4
correspond to a Hierarchical Bayesian combination of PDFs
from the four best-performing codes.
In Figure 15, we plot results for the ℓ2-norm and 𝑓op for
the HB, mFDa, and mFDs methods with the 3, 4, 5, and 6
best-performing codes both before and after PDF optimiza-
tion, averaging the results for these statistics from the testing
set of spectroscopic redshifts and the 3D-HST set of grism
redshifts. For the HB combination, HB3 produces the lowest
ℓ2-norm. Note that 𝑓op is zero for the HB combined PDFs
by construction, as the uniform probability distribution used
to model uninformative measurements yields a small amount
of probability at all redshifts in the final HB combination.
For the minimum 𝑓 -divergence combinations, mFDa4 and
mFDs4 have the lowest ℓ2-norm values and are our preferred
combinations even though mFDa6 and mFDs6 have lower 𝑓op
values. For all three combination methods, combinations that
did not use all six codes produced the lowest ℓ2-norm values.
Figure 16 takes the best-performing subset for each combi-
nation method (i.e., HB3, mFDa4, andmFDs4) and compares
them for the training set, spectroscopic testing set, and 3D-
HST testing set. It also shows the results from the individual
groups for comparison. The mFDa4 and mFDs4 combina-
tions perform similarly well and are clearly better than HB3
(and the individual groups) on the spectroscopic testing set.
We prefer the mFDa4 combination because it has the low-
est ℓ2-norm averaged across all three data sets. The mFDa4
combination has slightly higher 𝑓op values than the mFDs4
combination for all three data sets. We conclude that the min-
imum 𝑓 -divergence (with the absolute value as the distance
metric) PDF selected from the four highest-quality results
comes closest to meeting the statistical definition of a proba-
bility density function for the actual redshift of a galaxy, and
therefore is the preferred combination technique for CAN-
DELS when a consensus PDF is desired.
Although mFDa4 is our preferred combination method for
PDFs, there are cases when the accuracy of point measures
of the redshift is more desirable than the accuracy of the
PDF. We therefore evaluate the accuracy of 𝑧weight estimates
from the same set of combination methods and subsets of
the input PDFs considered above, using the 𝜎NMAD and 𝑓co
statistics to evaluate them. We present the averaged results
from the testing set of spectroscopic redshifts and the 3D-
HST grism redshifts in Figure 17, combining objects from all
CANDELS fields. Among the Hierarchical Bayesian combi-
nations considered, HB4 has the lowest𝜎NMAD value; mFDa4
and mFDs3 yield the lowest scatters among the minimum 𝑓 -
divergence combinations. We compare the results for these
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Figure 15. Average values of the normalized ℓ2-norm and out-of-
PDF fraction 𝑓op for each PDF combinationmethod considered here,
combining results from the testing and 3D-HST redshifts across all
CANDELS fields. We show values both without (open symbols at
arrow bases) andwith (filled symbols at arrow heads) optimization of
the PDFs from each group in advance of combination. The panels
differ in the method of combination considered; here “HB” indi-
cates Hierarchical Bayesian combination (top), “mFDa” indicates
the minimum 𝑓 -divergence curve selected using an ℓ1 (sum of ab-
solute values) metric (middle); and “mFDs” indicates the minimum
𝑓 -divergence curve selected using an ℓ2 (sum of squares) metric
(bottom). The number following the combination type indicates the
number of PDFs combined; e.g., in the HB3 case we combine the
PDFs from the best 3 groups (ranked according to their performance
at point value metrics). Within each type of combination, the lowest
values for the ℓ2-norm are obtained using the optimized PDFs for
HB3, mFDa4, and mFDs4, respectively.
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Figure 16. Normalized ℓ2-norm and 𝑓op for the lowest-norm PDF
combinations of each type—HB3, mFDa4, and mFDs4—with re-
sults from individual groups shown for comparison (same as Figure
10). We show results for the training and testing sets of spectro-
scopic redshifts and the 3D-HST grism redshifts separately in each
panel but combine objects from all CANDELS fields. mFDa4 and
mFDs4 produce similarly excellent results for all three data sets, give
lower ℓ2-norm values than HB3 in every case, and outperform the
individual groups on the testing set. We prefer the mFDa4 com-
bination because it gives the lowest ℓ2-norm value averaged across
all three data sets, indicating that the minimum 𝑓 -divergence curve
constructed from the four highest-quality PDFs comes closest to
meeting the statistical definition of a probability density function for
the actual redshift of a galaxy.
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three best cases against each other and the individual groups
using each set of redshifts separately in Figure 18. In ev-
ery case, the Hierarchical Bayesian combination of the best
four PDFs, HB4, yields the lowest 𝜎NMAD; it is therefore the
combination method which provides the most accurate point
values of photo-𝑧’s, with 𝜎𝑧 ∼ 0.02(1 + 𝑧) or better for all
three spectroscopic samples. In every case it outperforms the
best individual group results, though the improvement over
the best individual group (Wuyts) is small.
Table 3 summarizes the performance of the optimized
photo-𝑧 PDFs from each group and the PDFs produced by
the best combination methods of each type (Hierarchical
Bayesian [HB], minimum 𝑓 -divergence computed with an ℓ1
metric [mFDa], and minimum 𝑓 -divergence computed with
an ℓ2 metric [mFDs]) for each of the three spectroscopic
data sets (training, testing, or 3D-HST) across the five CAN-
DELS fields. The method yielding the best performance for
a given statistic is highlighted in blue, and the combination
method with the best performance on average is indicated in
red. The quantities used to evaluate the quality of photo-𝑧
PDFs are the normalized ℓ2-norm between the Q–Q curve
for a given set of PDFs and the unity line (ℓ2-norm) and the
fraction of spectroscopic redshifts that lie outside the photo-
𝑧 PDF for their corresponding object ( 𝑓op; which are zero
by construction for the Hierarchical Bayesian combination
method). To test the performance of each group and combi-
nation method for the weighted-mean peak redshift, 𝑧weight,
we use the normalized Median Absolute Deviation (𝜎NMAD)
and the Δ𝑧/(1+ 𝑧) > 0.15 outlier fraction 𝑓co. Finally, we list
the fraction of objects for which a PDF file was not provided
by a given group as 𝑓missing (fraction of missing files). Combi-
nations of different numbers of PDFs (either the best three or
the best four) yielded the best results for PDF statistics (where
HB3, mFDa4, and mFDs4 proved superior), which differed
from the best ones for point statistics (where HB4, mFDa4,
and mFDs3 were preferred).

The Finkelstein group’s PDFs yielded the smallest average
normalized ℓ2-norm, while theWiklind PDFs had the smallest
out-of-PDF fraction 𝑓op (caused by objectswithmissing PDFs
not being considered as out-of-PDF). If objects with missing
PDFs are considered out-of-PDF, then Salvato’s PDFs would
have had the smallest 𝑓op of the individual codes. How-
ever, themFDa4 combinationmethod yielded onlymarginally
larger ℓ2-norm than Finkelstein while having a smaller 𝑓op;
we therefore recommend the use of this combination if the
most accurate PDFs are desired.
Whereas individual groups’ results yielded the best perfor-
mance for some PDF quality statistics, the best point statistics
were obtained using combinations of multiple photo-𝑧 PDFs.
The HB4 (Hierarchical Bayesian combination of the four best
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Figure 17. Comparison of photo-𝑧 point statistics (𝑧weight) from dif-
ferent combination methods using the NMAD (𝜎NMAD) and outlier
fraction ( 𝑓co) statistics both before (open symbols at arrow bases)
and after (filled symbols at arrow heads) optimization. The results
shown are for the testing and 3D-HST redshifts across all five CAN-
DELS fields. The HB4, mFDa4, and mFDs3 combination methods
yielded the lowest NMAD values, and hence the most accurate point
estimates when evaluated with these samples.

PDFs) combination yielded both the smallest average NMAD
(0.022) and the lowest average outlier rate (5.1%). However,
it is worth noting that the results from the Wuyts group taken
on their own were almost as accurate.
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Table 3. Table of quantities used to assess the quality of the optimized photometric redshift PDFs and their point
statistics. All values multiplied by 100. The lowest average result among the combination methods is shown in red, and
the lowest value in a given row is shown in blue (unless that entry is also the lowest average result for the combination
methods). We note that the Wiklind analysis has significantly higher fractions of objects with missing photo-𝑧 PDFs
and point estimates than the other codes, so its summary statistics are sensitive to the treatment of these objects. If
objects with missing PDFs are counted as out-of-pdf, thenWiklind would no longer produce the lowest 𝑓op and 𝑓op& co
for all three data sets. In fact, it would have the highest 𝑓op for the training and testing sets (and an unremarkable
𝑓op for the 3D-HST set). On the other hand, if objects with a missing point estimate are not counted as catastrophic
outliers, then Wiklind would produce nearly the best 𝑓co for the training and testing sets (and an unremarkable 𝑓co for
the 3D-HST set).

Quantity Set Finkelstein Fontana Pforr Salvato Wiklind Wuyts HB3 mFDa4 mFDs4

ℓ2 − norm

Training 0.97 2.38 3.27 1.16 3.29 1.28 3.95 2.52 2.80
Testing 3.00 2.97 4.96 2.06 4.52 3.00 5.81 1.61 1.46
3D−HST 4.85 5.17 14.4 12.2 5.01 4.75 6.08 5.01 5.27

Average 2.94 3.51 7.55 5.13 4.28 3.01 5.28 3.05 3.18

𝑓op

Training 9.25 11.3 8.97 6.54 3.30 9.95 0 7.43 7.06
Testing 11.4 12.7 10.1 7.25 2.33 10.7 0 7.95 7.22
3D−HST 4.41 9.31 5.75 1.94 0.18 2.29 0 2.40 2.26

Average 8.36 11.1 8.26 5.24 1.94 7.64 0 5.92 5.51

𝜎NMAD

Training 2.84 3.26 4.58 3.35 4.01 2.41 2.32 2.53 2.58
Testing 2.63 3.21 4.46 3.11 4.59 2.46 2.33 2.38 2.41
3D−HST 2.20 3.05 4.44 2.68 3.58 1.94 1.85 2.07 2.05

Average 2.56 3.17 4.49 3.04 4.06 2.27 2.17 2.33 2.35

𝑓co

Training 6.43 6.46 9.49 6.65 14.7 6.31 6.08 6.05 6.17
Testing 8.80 8.26 10.4 8.64 19.2 7.62 7.44 7.39 7.53
3D−HST 3.42 2.20 4.14 3.12 6.81 2.03 1.90 2.14 2.54

Average 6.22 5.64 7.99 6.13 13.6 5.32 5.14 5.19 5.41

𝑓op& co

Training 5.14 4.81 2.59 3.57 2.37 5.28 − 4.83 −
Testing 6.12 4.28 5.13 3.74 1.76 5.81 − 5.15 −
3D−HST 1.79 1.63 2.22 0.89 0.27 1.01 − 0.93 −

Average 3.95 2.96 3.67 2.32 1.02 3.41 − 3.04 −

𝑓missing

Training 0 0.11 0.057 0.057 7.51 0 − − −
Testing 0 0.18 0.33 0.076 9.59 0 − − −
3D−HST 0 0.030 0.12 0.030 4.51 0 − − −

The most dramatic failures of the photo-𝑧 codes are ob-
jects that are both out-of-PDF and catastrophic outlier point
estimates. Generally, there is some overlap between the out-
of-PDF objects and catastrophic outlier objects; but there are
also a considerable number of objects that are either one or the
other but not both. We note that calculation of 𝑓op, 𝑓co, and
𝑓op& co for theWiklind analysis in particular is sensitive to the
treatment of missing PDFs/photo-𝑧’s due to the significantly
higher 𝑓missing for Wiklind compared to the other codes.

5. CANDELS PHOTOMETRIC REDSHIFT CATALOGS

Figure 19 summarizes the procedure from the initial photo-
𝑧 PDFs obtained from the six different groups (“Original”)
to the “Shifted” and “Optimized” versions of the individual
photo-𝑧 PDFs and then to the combined photo-𝑧 PDFs used to
generate the final photometric redshift catalogs. We provide
tabulated “Original,” “Optimized,” and combined photo-𝑧
PDFs and point estimates for all objects in the five CAN-
DELS fields.
First, we provide photo-𝑧 PDFs in a sepa-
rate file for every CANDELS object (with the
object identifier specified in the filename, e.g.,
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Figure 18. Comparison of the best photo-𝑧 point statistic results
from each PDF combination method—HB4,mFDa4, andmFDa3—
using 𝜎NMAD and 𝑓co both before (open symbols at arrow bases)
and after (filled symbols at arrow heads) optimization. We also show
results from Figure 12 for the individual groups. The three panels
show these statistics evaluated using the training set of spectroscopic
redshift (top); the testing set (middle); and 3D-HST grism redshifts
(bottom). In every case, the Hierarchical Bayesian combination of
the best four PDFs, HB4, gives the lowest 𝜎NMAD values for each
set and outlier fractions comparable to or lower than other methods,
making this the combination that provides the most accurate point
estimates. That being said, the improvement over the Wuyts results
is slight.

ALL_OPTIMIZED_PDFS_GOODSN_ID00001.pzd). Each file
has columns specifying the redshift; the PDF provided by
each group after the optimization procedure from Section
3 has been applied; and the PDFs resulting from the two
best combination methods, HB4 and mFDa4 (hence the term
ALL in the filename). The PDFs cover the redshift interval
[0, 10] with a step size of Δ𝑧 = 0.01. The details of the
columns included in these files are presented in Table 4. We
also provide files with the original photo-𝑧 PDFs as provided
by the six different groups before applying the optimization
method. The format of these files is exactly the same as the
one with the optimized PDFs, while the file name in this case
is ALL_ORIGINAL_PDFS_GOODSN_ID00001.pzd.
Additionally, we provide summary catalogs of objects in
each CANDELS field. These catalogs contain photo-𝑧 point
statistics constructed from the optimized PDFs and the best
combinations, as well as spectroscopic and/or grism redshifts
where available. These catalogs include estimates of the
1𝜎 and 2𝜎 credible intervals for the photometric redshift
constructed from the PDFs. The columns of these files are
described in detail in Table 5. The catalogs are available at
https://archive.stsci.edu/hlsp/candels.

6. SUMMARY AND DISCUSSION
In this paper, we developed a technique to measure the
photo-𝑧 PDFs and point estimates for galaxies in the CAN-
DELS field using the final photometric catalogs. Using this
technique, we present photometric redshifts for over 150,000
galaxies. We began with probability density functions mea-
sured by six groups within the collaboration by applying a
variety of template-based methods to the same photomet-
ric catalogs. We determined the optimal shift and stretch-
ing/sharpening parameters for the PDFs from each group us-
ing statistics based upon the Q–Q plot, which we measured
using the same training set of spectroscopic redshifts provided
to each group to tune their photo-𝑧 algorithms.
In tests with a training set of spectroscopic redshifts and
with independent sets of spectroscopic and grism redshifts,
the optimized PDFs much more closely match the statistical
definition of a probability density function than those origi-
nally provided by each group, with the normalized ℓ2-norm
statistic (a measure of the accuracy of the photo-𝑧 cumula-
tive distribution function) improving by more than a factor
of two in some cases. Point estimates of the redshift (e.g.,
𝑧weight) derived from the optimized photo-𝑧 PDFs also exhibit
significantly smaller scatter (as measured by the normalized
median absolute deviation) and smaller or negligibly worse
catastrophic outlier rates, in the best cases yielding photo-𝑧
errors of ∼ 0.02(1 + 𝑧).
After optimizing the results from individual groups, we
have explored the gains from three different methods of com-
bining the six PDFs available for each object: theHierarchical

https://archive.stsci.edu/hlsp/candels
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Figure 19. Diagram of the optimization procedure for obtaining the final products of photo-𝑧 PDFs, starting from the initially provided PDFs.
First the PDFs are shifted, then raised to a power, resulting in optimized PDFs. Then the PDFs from different groups are combined using three
different combination methods into final PDFs that can be used for science.
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Column Description

#1 𝑧 Redshift values for the grid on which PDFs are tabulated
#2 Finkelstein Probability Density Function (PDF) from Finkelstein
#3 Fontana PDF from Fontana
#4 Pforr PDF from Pforr
#5 Salvato PDF from Salvato
#6 Wiklind PDF from Wiklind
#7 Wuyts PDF from Wuyts
#8 HB4 PDF from Hierarchical Bayesian combination, constructed using the PDFs from the best-performing four groups
#9 mFDa4 PDF from the minimum Fréchet Distance combination (computed with ℓ1 distance metric), constructed using

the PDFs from the best-performing four groups

Table 4. Detailed description of the files (e.g., ALL_OPTIMIZED_PDFS_GOODSN_ID00001.pzd) containing the PDFs from each participant as
well as the two best combination methods. The number of models used in the combination methods is reported in the header, as well as the
value of the parameter 𝛼 from the Hierarchical Bayesian method. Note that while the four best participants are included in the evaluation of
the combination methods, one or more participants might have missing PDFs for a given object, therefore the total number of PDFs used is not
always 4. Both the original and optimized versions of PDFs are provided in separate files.
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Column Description

# 1 file Name of the PDF file used to estimate photometric point values.
# 2 ID CANDELS ID of the object as used in the photometric catalogs.
# 3 RA Right Ascension of object (from photometric catalog).
# 4 DEC Declination of object (from photometric catalog).
# 5 z_best Best redshift value which can be spectroscopic, grism, or photometric.
# 6 z_best_type Type of photometric redshift: s = spec-z, g = grism-z, p = photo-z.
# 7 z_spec Spectroscopic redshift if available.
# 8 z_spec_ref Reference of catalog from which the spectroscopic redshift is obtained.
# 9 z_grism 3D-HST grism redshift of object if available
# 10 mFDa4_z_peak Peak value of mFDa4 PDF
# 11 mFDa4_z_weight Weighted average value of mFDa4 PDF
# 12 mFDa4_z683_low Lower boundary of 68.3% (1𝜎) credible interval of mFDa4 PDF
# 13 mFDa4_z683_high Higher boundary of 68.3% (1𝜎) credible interval of mFDa4 PDF
# 14 mFDa4_z954_low Lower boundary of 95.4% (2𝜎) credible interval of mFDa4 PDF
# 15 mFDa4_z954_high Higher boundary of 95.4% (2𝜎) credible interval of mFDa4 PDF
# 16 HB4_z_peak Peak value of HB4 PDF

.

.

.

# 22 Finkelstein_z_peak Peak value of Finkelstein PDF
.
.
.

# 28 Fontana_z_peak Peak value of Fontana PDF
.
.
.

# 34 Pforr_z_peak Peak value of Pforr PDF
.
.
.

# 40 Salvato_z_peak Peak value of Salvato PDF
.
.
.

# 46 Wiklind_z_peak Peak value of Wiklind PDF
.
.
.

# 52 Wuyts_z_peak Peak value of Wuyts PDF
.
.
.

Table 5. Detailed description of the columns of the CANDELS photometric redshift catalogs (e.g., zcat_EGS_v2.0.cat), which provide point
statistics constructed from the optimized photometric PDFs, as well as spectroscopic and/or grism redshifts where available, for all objects in
each CANDELS field. Each CANDELS object corresponds to one row in the catalog. Statistics based upon the optimized PDFs from all six
groups, as well as the two best combination methods, mFDa4 and HB4, are provided within the catalog. The full set of statistics tabulated
for the minimum 𝑓 -divergence (mFDa4) PDF are detailed. Corresponding statistics are provided for each groups’ results are included in the
catalog, with the column identifier only differing in its prefix (i.e., HB4, Finkelstein, Fontana, Pforr, Salvato, Wiklind, or Wuyts) from the
column identifier for mFDa4.

Bayesian (HB) method described in Dahlen et al. (2013) as
well as two techniques introduced here that identify the PDF
with the minimum 𝑓 -divergence based on the sum of absolute
values (mFDa) and squared differences (mFDs). We construct
new PDFs by applying each method to subsets of the six re-
sults for each object. Comparing them to each other with
the same statistics used to assess individual groups’ results
shows that combining the PDFs from the four best-performing
groups produced the best results. The Hierarchical Bayesian

method yielded the lowest scatter in point statistics, while the
minimum 𝑓 -divergence curve computed with an ℓ1 metric
(mFDa) had the lowest ℓ2-norm values, indicating that it pro-
vides the most accurate PDFs, and hence the most accurate
credible intervals as well.
The optimized methods were then used to estimate photo-𝑧
PDFs for galaxies in CANDELS. We constructed publicly-
available catalogs of optimized PDFs and photometric red-
shift summary statistics for all objects from the CANDELS
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photometric catalogs used to calculate the photo-𝑧’s. Instruc-
tions on how best to use these catalogs are as follows:

• In general, results from different photometric redshift
codes are sufficiently different from each other (as can
be seen most clearly in Figure 6) that we recommend
performing an analysis multiple times using photo-𝑧
point estimates or PDFs fromdifferent groups each time
to ensure that conclusions are robust to these variations.

• Different columns of the summary catalog are bet-
ter for different purposes. For instance, if one wants
the best estimate for the redshift of an individual ob-
ject (where uniformity does not matter) the z_best
value from the catalog (which is determined from the
combined data set of spectroscopic redshifts, 3D-HST
grism redshifts, and mFDa4 photometric redshifts)
would be most appropriate. If instead the smallest-
scatter estimator of redshift for a uniform sample is
needed, HB4_z_weight (the 𝑧weight value computed
from the Hierarchical Bayesian combination of the four
best PDFs for each object) would be most appropri-
ate. This photo-𝑧 point estimate yielded 𝜎NMAD =

0.0227/0.0189 and |Δ𝑧/(1 + 𝑧) | > 0.15 outlier frac-
tion = 0.067/0.019 for the testing spec-𝑧’s and 3D-HST
grism-𝑧’s respectively. We note that redshift uncertain-
ties will never be uniform across galaxy samples—even
when restricting uniformly to using only photo-𝑧’s—
because different objects have different signal-to-noise
ratios and different SED shapes with more or less pro-
nounced breaks.

• ThemFDa4 (minimum 𝑓 -divergence curve constructed
from the best four PDFs from individual groups)
yielded probability density functions that best meet the
statistical definition of a PDF. As a consequence, this is
the preferred set of PDFs to use when the accuracy of

credible intervals on redshifts is desired. Correspond-
ingly, the mFDa4_z_weight column of the summary
table will have the best-characterized error estimates
associated with it.

The photometric redshift catalogs presented here represent
the culmination of a considerable amount of effort by the
CANDELS collaboration to obtain a broad range of imaging
data, measure uniform photometry with TFIT, and calculate
photometric redshifts. They represent a public legacy of the
survey which should contribute to a wide variety of science in
the future, such as the estimation of stellar masses of galaxies.
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APPENDIX

A. SPECTROSCOPIC AND GRISM REDSHIFTS
For training and testing the photo-𝑧 codes, we compiled spectroscopic and grism redshifts for numerous sources. Table 6 lists
the original sources, the relevant CANDELS field, and any quality cuts applied.
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Software: EAZY (Brammer et al. 2008b), HyperZ (Bol-
zonella et al. 2000), LePhare (Arnouts & Ilbert 2011), WikZ

(Wiklind et al. 2008), zphot (Giallongo et al. 1998; Fontana
et al. 2000)
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