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Can We Have Cultural Robotics Without
Emotions?

Laura Candiotto™' and Masoumeh Mansouri®
*Centre for Ethics of the University of Pardubice
®School of Computer Science, University of Birmingham

Abstract. As robots begin to operate in environments hitherto only occupied by
humans, it has become common to introduce social and cultural thinking into
robotics research. Starting from the conceptualisation of culture as an emergent
property of participatory processes of sense-making, in this paper we argue that
cultural robotics cannot be achieved without emotions. To defend this thesis, we
will first justify our working concepts, then provide our argument along with
clarificatory examples. We also point to limitations of the current state-of-the-art
in realising an “emotional robot” required in cultural robotics, and finally, set out a
roadmap for robotics research into emotion and culture.

Keywords. cultural robotics; emotions; social understanding; participatory
sense-making; enaction; human-robot interactions.

1. Introduction

Ornelas et al (2022) define culture that counts for robotics as a phenomenon that
emerges from complex interactions between body, environment, and other agents.
According to this conceptualisation, what matters for cultural robotics is, at least
initially, not a predetermined ‘culture’, but social dynamics and social learning that
enable an agent to mutually participate in and co-create culture. Sabanovi¢ et al. (2014)
also advocate a concept based on the co-construction of culture and scientific practice
and technology design. Their core argument is that given the emergent nature of
culture, it is not adequate for a robot to merely possess knowledge of the rules and
norms of a certain culture to engage in culturally meaningful interactions. Instead,
robots must become participants in the ongoing process of social appropriation and
invention that re-creates our culture. Therefore, a robot must be designed with the
capability to participate in the interactions that lead to the arising of cultural behaviour.

This conceptual framework challenges a univocal account of ‘culture as
nationality’ applied in some current trends of cultural robotics (Lim et al. 2020, Wang
et al. 2010, Eresha et al. 2013, Khaliq et al. 2018, Trovato et al. 2015), by focusing on
the emergent nature of culture, especially with social interactions as focal point.
Though aware this conceptualisation does not have wide acceptance, we do not argue
for it here, but explore the implications, if it is valid, for the growing field of cultural
robotics. In particular, we argue that without emotions we cannot have emergent,
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cutural behaviour arising from human-robot interactions. The reason is that emotions
are a necessary component of social understanding.

By social understanding, we mean the agents’ ability to comprehend each other in
social interactions. Social understanding is a crucial feature of intersubjectivity, as the
process through which agents share experiences, knowledge and expectations. There
are many and various accounts of social understanding in different research fields and
traditions of thought. For example, in the cognitivist tradition, theory theory (TT) and
simulation theory (ST) are the most employed.” However, we posit that the enactive
one, i.e. participatory sense-making (De Jaegher and Di Paolo 2017), is the one that
best suits our working definition of culture because it conceptualises social
understanding as emerging from the dynamics of interaction. Social interaction is made
of embodied coordination patterns with specific dynamic signatures. These patterns are
measurable and can be operationalised, but they also have an inextricable experiential
dimension (Fuchs and De Jaegher 2009; Gallagher 2013). At the centre of the enactive
approach is the way agents make sense of and with each other, co-determined by
themselves, the other, and the interaction processes they engage in. All three of these
elements — the (at least) two participants, and their interaction — are effective factors
in intersubjective skills and lives.

Importantly, emotions play a crucial function in participatory sense-making
(Candiotto 2019). Emotions like fear, wonder, shame, gratitude, and anger, just to name
a few among the extremely rich and nuanced emotional landscape, are in-between
agents by shaping interaction and conferring specific features on them. For instance,
gratitude opens up to the interlocutor with a feeling of appreciation of their value. This
feeling enables the agents to constitute a positive relationship that, in turn, can
strengthen their affective bonds and disclose new joint action possibilities. On the
contrary, fear creates a distance between the interlocutors and the related feelings of
being in danger and mistrust can shape their relationships in terms of suspiciousness
and avoidance. This means that the quality of their relationship is scaffolded by the
interlocutors’ emotional dynamics. Dynamics that are not fixed but continuously
reshaped by the development of patterns of interaction. The interlocutors, in this way,
make sense of themselves and their being together, in and through interactions.

Given robot cultural participation is the key to cultural robotics, we posit that
cultural robotics cannot be achieved without emotions; and that the enactive account of
social understanding is a crucial tool for fine-graining the role of emotions in the
generation of culture, as an emergent property of human and robot interactions. In
section 2, after a brief introduction of the current trends in cultural robotics, we focus
on the role of emotions in cultural robotics. We criticize the reductionist stance of this
research field while spelling out our enactive alternative in section 3. Our proposal is
grounded on three core roles played by emotions in social understanding, namely
orienting attention to salient features of the environment, informing and motivating
empathing behaviours among the interlocutors, and evaluating the interactional
experience. By the analysis of these three roles in the example of a robot who hands
over a book, we claim that emotions are a necessary component of human-robot social

2 TT contends that social understanding depends on a practice of mentalizing in which agents employ
common sense about how mental states inform the behaviors of others. ST claims that agents can use their
own mind to simulate the other person’s mental states. For a discussion of the cognitive theories along with
the exposition of alternative views, see Gallagher 2008.



understanding. In particular, we focus on the co-participation of humans and robots, as
regulated by social affordances and successful interactions. Finally, in section 4, we
discuss the benefits of employing this enactive account in cultural robotics, also
stressing some crucial issues that deserve further exploration, such as embodiment and
historicity.

2.  Cultural Robotics and Emotions in Robotics Research

Lim et al. (2020) analysed 50 studies at the intersection of culture and social robotics.
In all studies, culture was understood as national culture. Only a minority of research in
cultural robotics differs from this dominant view. Sabanovi¢ (2014), Ornelas et al.
(2022) and Winfield (2018) are among this minority that interprets culture as
developing through interactions between social actors, including artificial actors. The
common denominator of these studies is that culture is dynamic and situated in the
environment; it is shaped via repeated interactions and co-developed.

The treatment of emotion in robotics is not so different from that of culture. The
field of “emotional robotics” is overwhelmed by reductionist approaches in which the
emotional experience is compartmentalised into universal and basic emotions such as
fear, anger, disgust, sadness, happiness and surprise (Ekman, 1999) or similar discrete,
often custom made, categories (Sreeja & Mahalakshmi, 2017). The discretisation of
emotion is not the sole source of simplicity. Some models are defined through a
continuous scale, with the most common being the circumplex model, mapping
emotion on the two dimensions, valence and arousal (Posner et. al. 2005). Even by
disregarding the existing critiques of the model in cognitive science, the usage of this
model in robotics does not cover a wide range of overlapping emotional states, rather,
to facilitate the algorithmic process of recognising "typical" emotions (e.g., joy, anger,
sadness, and relaxation), for instance from a sequence of images via an artificial neural
network, e.g., Tsujimoto et. al. (2016).

As mentioned, the existing limitations of realising emotion in robotics lie mostly in
the reductionist and merely functionalist conceptualisation of the emotional experience.
In a recent review article, Savery & Weinberg (2021) analysed 232 papers on the
intersection of emotion and social robotics. Based on their extensive study, they
conclude that “the majority of papers used emotion at most at a dyadic occurrence (one
human and one robot), and often as a solitary experience functioning internally within
the robot”, page 1037. Hence, the dynamics among the robot, environment and other
agents of the environment are largely ignored. Also, in these studies, emotion is
considered static, a snapshot of interaction devoid of any influence from experience.
According to this survey, only 27% of papers had some form of history, the majority of
which translate history to a single previous step. The absence of considering history in
interaction has an implication in the realisation of culture in robotics, as it assumes that
agents are interacting in a void. We will describe later, that this assumption contradicts
the very properties of the enactive account of emotion that are essential for the
implementation of cultural emergence.

3. Emotions for Cultural Robotics: An Enactive Account
The theory of cultural robotics this paper subscribes to is based on the emergence of

culture through the interactions of several individual component parts of a process
(Ornelas et al. 2022). This theory borrows foundational principles from embodied



cognition, ecological psychology, and dynamical systems research. The key ingredient
of this theory is the formation of culture via repeated interactions, co-development,
dynamic learning and coordination of all the parts involved. These include humans,
robots and salient environmental features relevant to interactions. It follows that the
emergent theory of cultural robotics based on co-participation involves (1) an
environment model in which robots do not simply perceive the world as raw sensor
data, but rather as social affordances, i.e. opportunities for interaction; (2) robots being
able to learn and discover context-based cultural behaviour through successful and
unsuccessful interactions.

Both points (1) and (2) cannot be implemented without emotion, as emotion serves
the following functionality in participatory sense-making:

(a) emotions provide information about the participants and their relationships, by
orienting attention to salient features of the environment (Brady 2018). For a robot
looking for opportunities for interaction (1), there are infinite possibilities. Emotion
affords the space of possibilities by discovering salient features of the environment for
participation (Griffith and Scarantino 2009; Schargel and Prinz 2018). So, emotional
affordances explain emotional motivation and behaviour. Importantly, this can take the
shape of a joint commitment between humans and robots as well (Salice and Michael
2017). This is crucial to the robot’s motivation to interact (1).

(b) emotions are constitutive of primary intersubjectivity and empathic behaviours
of feeling bodies (Daly 2014; Fuchs 2016); hence without them, we cannot determine
what successful and unsuccessful interactions, are as an intersubjective and embodied
encounter between humans and robots (2).

(c) emotions are expressions of the agent’s needs and contribute to sense-making
(on affective sense-making, see Colombetti 2014). This means that the felt quality of
emotion (“valence” in the technical jargon) expresses the agent’s specific evaluation of
the experience (Doring 2010), implicit reasons (Betzler 2007), attitude (Helm 2002),
concerns (Fridja 1986), and meaning (Slaby & Stephan 2008); again, evaluation of the
experience of interaction is what determines successful and unsuccessful interactions
(2).

(1) and (2) are deeply interlaced and we argue that emotions play a significant role
in both. In order to explain what we mean by successful and unsuccessful interactions
and how they are shaped by the affective perception of opportunities for interaction,
consider the example of a robot being tasked to hand over a book to a human. One
might argue that a success criterion for this interaction is when the human receives the
book robustly, i.e., the book is in the hand of the human. However, if the book is
considered holy, for instance, due to its religious connotation, our expectation of
handing over a book is clearly different. The successful interaction is the one book
treated respectfully. Success/unsuccess criteria can vary depending on the environment,
the object in question, the interlocutors’ affective states, the common practice of
handing over and many other factors. From an enactive point of view, both the
interlocutors are co-participants in the carving out of their affective niches. In doing so,
the evaluation of success is not only based on the result of the action (if the robot gives
the book) but also the affectively charged existential needs that make them afford the
situation in a certain way. Culture, or in our case religion as one of its instantiations,
replies to existential needs, such as recognition, love, and social status. At the same
time, culture is enacted in and through the affectively charged interactions that carve
out and shape shared meanings. It follows that meanings are co-created by human and
robot together in and through social understanding. So, the affective dimension of



social understanding constitutes the how of the interaction, i.e. its quality, in both its
passive (response to existential needs) and active (sense-making) dimensions. The
quality of interaction cannot be captured with a mere functionalist understanding of
success. So, we posit that a focus on emotions in participatory sense-making can help
in making less reductionist the work on cultural robotics that is so dependent upon
successful interactions between humans and robots.

4. Discussion

In section 2, we briefly explained that the majority of research in robotics employs a
reductionist approach in dealing with emotion. For instance, it is common in robotics
experiments to ask the user of the system whether an interaction is successful or
unsuccessful. This is often implemented by asking repeatedly a simple yes or no
question over a different range of behaviours. Then based on scoring criteria, a
behaviour with a higher score, for instance the one with the highest yes response,
would be the outcome of the training process. This process, although explained in a
simplified form, is the basis of the Reinforcement Learning algorithm, one of the most
popular approaches in the use of Al methods in robotics. The range of behaviours in the
‘handing over book’ example mentioned earlier, can be spanned by the different ways a
robot can grasp a book (contact points) and its distance with the interacting human.
Clearly, in this instance, a reduction of interaction to a binary yes/no as well as lack of
consideration of the context and the history of interaction falls short of exhibiting
functionality (a), (b) and (c). In general, whether current methods in robotics and Al are
computationally and epistemologically adequate for capturing emotion as participatory
sense-making processes with the (a) to (c) functionalities featured above is a subject for
future research. However, there is no reason to believe the impossibility of capturing
emotion as such through the combination of various Al methods ranging from
knowledge representation, automated reasoning and machine learning.

In particular, we posit that robots” embodiment is one of the main issues that needs
to be faced by the implementation of an enactive model of participatory sense-making
in cultural robotics. The reason is that for (b), primary intersubjectivity is always
embodied. Embodiment does not only mean to have a physical body (Kdrper) but, in
the case of embodied interactions, to experience them as a living body (Leib) with its
needs, desires, concerns, and vulnerabilities.> And this points to (c), namely on how the
felt quality of experience kindles processes of sense-making.

Regarding the realisation of emotions for robots from this perspective, Man and
Damasio’s (2019) proposal for the implementation of homeostasis (i.e., the regulation
of body states) to soft robotics is an important contribution to the research, but the
feasibility of getting from this proposal also the emotional embodiment required for
developing robotic culture out of processes of participatory sense-making is something
that needs to be carefully explored and assessed, both in its epistemological and
applicative side.

A different answer to the issue of robots’ embodiment in the emergence of robotic
culture as participatory sense-making would be to argue that embodiment need not be
necessarily bidirectional. It might be argued that it is enough that just one of the
interlocutors, most likely the human, displays the level of embodiment we were

3 For the phenomenological distinction between Kérper and Leib and what a richer conceptualisation of
embodiment entails, see Dreyfus 2009.



referring to above (Seibt 2017). But, in this case, we might wonder if the creation of
culture would really emerge out of a participatory process of sense-making as we
argued in this paper. The point here is to fine-grain what kind of participation is
achievable between humans and robots. We believe that we do not need to assume that
it should be the same as a participatory process of sense-making between humans.
Moreover, participation should not be taken as a bidirectional of equals - it is possible
to have participation between two different beings. In the case of the emergence of
cultural robotics, culture is an emergent product of agents’ interactions, e.g., among
humans, robots, objects in the environment and the aggregation of learned coordination
activities.

Another alternative would be to disjoint the physical body and the generation,
recognition and expression of needs, desires, concerns and vulnerabilities, instead
focusing on them from a disembodied perspective. Arguably, humans get to this
important existential dimension of participatory sense-making through the body, but it
is not said that this should be the case for robots as well. It might follow that in
designing feeling robots other systems can provide access to these important features.
The risk of this option is doing it in a reductionist fashion, but we do not want to
exclude the possibility of doing it in a richer way.

The second point we want to stress is the role of historicity in the emergence of
culture in the human-robot interaction. This is a core feature that the reductionist
approach lacks in dealing with emotion in robotics. For the enactive account we
employ here, agents are not interacting in a void. On the contrary, their embodiment is
always situated in specific contexts that are already culturally laden.* Would that mean
that the agents do not create a new culture through their interaction but simply absorb
the contextual culture? If that would be the case, there would not be a real “emergence”
of a culture between human and robots but the incorporation of pre-existing
environmental features. We do not think that this is the case because participatory
sense-making is a creation of new meanings in the interactions, and the interacting
robot brings an interlocutor to the interaction for which not much historical knowledge
exists. The point is that the interactions should not be understood in a narrow and
reductionist way, but as dynamical processes between the agents and their shared
environments. Specifically, this means considering the context as a factor that
influences the interactional dynamics. This translates to focusing on the transformation
of robotic culture as something that evolves and changes depending on the agents, their
relationships and their shared worlds. It might be argued that the weight of the
contextual factors is too loud and so the interlocutors would not have the power to
create a new culture through their interaction. Although we think that the enactive
model can point to the feasibility of this process because it focuses on the constant
feedback loops between agents, their relationships and their environment, here we
simply state that this important issue needs to be further investigated.

5. Conclusion
In this paper, we argue that viewing emotion as a necessary condition for participating

in the co-creation of culture opens a new space of possibilities for the inclusion of
emotion in robotics and artificial intelligence research. In this line of research,

4 In particular the pragmatist take on enaction has stressed this point. See, for instance, Candiotto &
Dreon 2021.



modelling of the context within which humans and robots operate as well as the social
dynamics of their interaction, captured in their mutual experience, are crucial. These
are the very properties that have been ignored in the current implementation of
emotions in robotics (Savery & Weinberg, 2021). We claim that a non-reductionist
account of emotions should have a primary role in this model as they constitute
important features of social understanding. Our proposal is doing it with an enactive
account of emotions in participatory sense-making. A critic might argue that a
reductionist approach to emotions is better than nothing and easier to apply to robotics.
But our point is that if we really want to develop cultural robotics, this would be
detrimental because it would not take into account the emergent nature of culture.
Moreover, we think that any suggestion about the possibility or impossibility of
applying a non-reductionist theory of emotions to cultural robotics is baseless because,
to the best of our knowledge, which is substantiated by a recent review of the field
(Savery & Weinberg, 2021), no one has even tried it in the first place. So, the final
upshot of our research is the necessity of grounding cultural robotics in a richer and
more nuanced account of emotions in interactions.
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