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Abstract
Parallel computer architectures have dominated the computing landscape for the

past two decades; a trend that is only expected to continue and intensify, with increas-

ing specialization and heterogeneity. This creates huge pressure across the software

stack to produce programming languages, libraries, frameworks and tools which will

efficiently exploit the capabilities of parallel computers, not only for new software, but

also revitalizing existing sequential code. Automatic parallelization, despite decades of

research, has had limited success in transforming sequential software to take advantage

of efficient parallel execution. This thesis investigates three approaches that use com-

mutativity analysis as the enabler for parallelization. This has the potential to overcome

limitations of traditional techniques.

We introduce the concept of liveness-based commutativity for sequential loops.

We examine the use of a practical analysis utilizing liveness-based commutativity in a

symbolic execution framework. Symbolic execution represents input values as groups

of constraints, consequently deriving the output as a function of the input and enabling

the identification of further program properties. We employ this feature to develop an

analysis and discern commutativity properties between loop iterations. We study the

application of this approach on loops taken from real-world programs in the OLDEN

and NAS Parallel Benchmark (NPB) suites, and identify its limitations and related

overheads.

Informed by these findings, we develop Dynamic Commutativity Analysis (DCA), a

new technique that leverages profiling information from program execution with specific

input sets. Using profiling information, we track liveness information and detect loop

commutativity by examining the code’s live-out values. We evaluate DCA against almost

1400 loops of the NPB suite, discovering 86% of them as parallelizable. Comparing

our results against dependence-based methods, we match the detection efficacy of two

dynamic and outperform three static approaches, respectively. Additionally, DCA is

able to automatically detect parallelism in loops which iterate over Pointer-Linked

Data Structures (PLDSs), taken from wide range of benchmarks used in the literature,

where all other techniques we considered failed. Parallelizing the discovered loops, our

methodology achieves an average speedup of 3.6× across NPB (and up to 55×) and up

to 36.9× for the PLDS-based loops on a 72-core host. We also demonstrate that our

methodology, despite relying on specific input values for profiling each program, is able

to correctly identify parallelism that is valid for all potential input sets.
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Lastly, we develop a methodology to utilize liveness-based commutativity, as imple-

mented in DCA, to detect latent loop parallelism in the shape of patterns. Our approach

applies a series of transformations which subsequently enable multiple applications

of DCA over the generated multi-loop code section and match its loop commutativity

outcomes against the expected criteria for each pattern. Applying our methodology on

sets of sequential loops, we are able to identify well-known parallel patterns (i.e., maps,

reduction and scans). This extends the scope of parallelism detection to loops, such

as those performing scan operations, which cannot be determined as parallelizable by

simply evaluating liveness-based commutativity conditions on their original form.
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Lay Summary
The use of computers and software, the instructions that tell a computer what calcu-

lations to perform over an input set, is found everywhere nowadays. Computers are

powered by billions of tiny components called transistors contained in their processing

units (microprocessors). For decades, the leaps in execution speed enjoyed by software

were largely due to the advances in the miniaturization transistors. However, this growth

trend is ending due to physical limitations in the manufacturing process. In response,

manufacturers have been creating units with multiple processors (multicore), able to

perform computations independently of each other and in parallel.

However, for software to take full advantage of the available parallelism, extensive

changes to its instructions are typically needed. These modification steps, termed

parallelization, are challenging and error-prone when performed manually. Hence,

considering also the multitude of software programs and different computer types, it is

important to use tools to automate and assist in these steps. One such tool is a compiler,

a program that translates software from a set of instructions written and understood by

humans, to one that can be executed by a computer. This thesis focuses on developing

and examining compiler techniques to assist in the parallelization of software.

Compilers analyze software based on specific models to deduce which parts of a

program can be executed in parallel. In this thesis, we examine and develop techniques

based on a novel commutativity model that aims to handle certain types of programs

that traditionally used analyses are unable to. In our commutativity model, we rearrange

the order of operations in a program section and if the outcome is the same as in the

original order, then we declare it as potentially parallelizable. Initially, we implement

and study a new technique based on our model that represents program inputs as sets of

inputs and executes the candidate programs with them to deduce aggregated program

properties. We note the challenges and limitations associated with this approach and

take the lessons learned forward to develop another novel technique. This technique

relies on actual program inputs for execution and analysis, thus allowing us to make

very precise claims about program properties for parallelization, despite being specific

to these inputs. Nonetheless, our experiments show that these results are not only

profitable for parallelization, but also safe to generalize for all legal, potential program

inputs. Lastly, we examine the use of our commutativity model towards identifying not

only parallelism, but frequently occurring, higher-level patterns of it.
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Chapter 1
Introduction

Today, the majority of computers are parallel and heterogeneous. Computers comprise

multiple Central Processing Units (CPUs), Graphics Processing Units (GPUs) and other

specialized processing components. The trend towards increasing use of parallelism

is not new, but computer architects were, for a time, able to hide it from the software

stack [187]. This allowed software to readily reap the benefits of new generations of

processors while retaining, for the most part, the same computation model with minimal

changes [12]. However, since the mid-2000s this hardware and software contract, that

largely insulated one from changes in the other, has broken down [240]. Architects

resorted to replacing single-core processors with many processors (i.e., multicore) in

a chip in order to sustain the ever-increasing performance, thus declaring the future

for the industry was in parallel computing. Therefore, putting enormous pressure on

software systems, existing and new, since programs need to be explicitly modified (i.e.,

parallelized) to fully take advantage of this newly exposed parallelism.

For several decades, from the mid-1960s till the early 2000s, two main factors in

hardware design allowed processor manufacturers to achieve exponential performance

growth [187]. The first reason is concerned with miniaturization, popularly termed

as “Moore’s Law” [174] (Figure 1.1) and is the roughly biannual trend of doubling

the number of transistors in Integrated Circuits (ICs) of the same area [165]. This

has been coupled with advancements in circuit design (e.g., increased clock rates) and

microarchitecture to provide even higher performance than that predicted by Moore’s

Law. These microarchitectural techniques aim at discovering and exploiting Instruction-

Level Parallelism (ILP) (e.g., pipelining, prefetching, Out-of-Order (OoO) execution,

etc.) unbeknownst to the software running on them and its developers. This extraction

of latent parallelism from the instruction stream of a program allowed software to
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remain practically unchanged while gaining in performance at similar rates.
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Figure 1.1: 48 years of microprocessor trend data. Transistor counts grow exponen-
tially following Moore’s Law, while single-thread performance, frequency and power
consumption largely flatten after 2005. The number of cores continue to increase
since it is one of the main ways of delivering more transistors. The slight increase in
single-thread performance is due to gains from advancements in compilers. (Illustration
source data [215]).

However, chip manufacturing is rapidly reaching the limits of miniaturization and

exhausting the effect of these microarchitectural advancements. The single biggest

factor has been the inability of chip designers to deal with power delivery and heat

dissipation, as each new chip generation required exponentially more power to support

the aforementioned features. This “power wall” constraint has led the industry to seek

new means to deliver regular performance improvements and initially paved the way

for the current wide adoption of Chip Multi-Processors (CMPs) and heterogeneous

computer systems [1, 35, 113, 64, 187, 88]. The ensuing technology switch has had

multiple ramifications on software and its development, which are still percolating

through the software stack, and are expected to continue and intensify [226, 225]. The

most disruptive of these consequences for software are [225]:

i) Devising new programming models to facilitate and advance the use of the new

and ever-evolving parallel architecture, using abstractions that hide their low-level

implementation details.
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ii) Developing new algorithmic approaches in a co-design process, taking into

account the potential performance and impact of various choices.

iii) Lessen the burden of transitioning, refactoring and redesigning software for the

new architectures.

Thus, due to the lack of an immediate solution that would enable the necessary

year-on-year technological scaling that we have grown accustomed to, the path forward

leads to architectural specialization in specific application domains and extreme hetero-

geneity [226, 243, 186, 230]. This is already a reality in a wide range of hardware, from

specialized Machine Learning (ML) accelerators deployed in data centers, like Google’s

Tensor Processing Unit (TPU) [132], to mobile devices like Apple’s 11th generation

iPhone System-on-Chip (SoC) which contains over 40 discrete accelerators [228]. The

unifying trend of all these diverse processing units is that they are all predominantly

parallel systems.

1.1 The Problem: Porting Software to Parallel Hard-
ware

The tectonic shift in processor design has caused an equally dramatic reactionary jolt

in the software ecosystem, after a relatively long period where software architectures

remained largely unchanged and oblivious to the changes of the underlying hardware.

One of the primary goals of software and associated tools is to abstract and ease the use

of the ongoing feature changes of parallel computing units, that are only expected to

increase, by developers. In response, academia and industry have feverishly focused

on exploring and producing techniques, tools and environments that will alleviate the

task of developing software on new parallel hardware [171, 63, 173, 103, 99, 225, 243,

62, 9]. These efforts have already produced a plethora of flavors in parallel algorithms,

programming models, languages, compilers and runtime systems, and have provided a

few promising, albeit very narrow, glimpses of a way forward. Thus far, a panacea for

all problems and challenges of the evolving parallel landscape has not been found.

A major hurdle is the amount of legacy software that is still operating today in a

wide range of fields [213, 284, 245, 170]. For example, a Reuters report states that

220 billion lines of COBOL code are active today which power 80% of all in-person

transactions with banking systems [55]. For instance, in the spring of 2020, the US
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state of New Jersey made a public appeal for volunteer programmers who know COBOL

to help in the maintenance of their 40-year-old systems, a situation that is also shared

among other US states [67]. The definition of what constitutes legacy software varies

widely, from reasons relative to its development process (i.e., lack of unit tests), to

the phase of its life cycle (i.e., “once delivered, it’s legacy”). In the broadest sense,

legacy software describes a system that is still in use, but some aspects of which are

now outdated. This “bit rot” [29] can occur due to several factors, such as: i) lack of

maintenance, ii) insufficient testing or hard to test codebases, iii) antiquated tools and

processes, iv) lack of resources (human or otherwise), v) lack of communication and

documentation. It is noteworthy that legacy software does not strictly have to do with

the underlying codebase alone, hence the associated high costs with the upkeep and

migration of it.

In relation to the continuously emerging parallel hardware technologies, legacy soft-

ware poses serious migration challenges to them in order to keep gaining in performance.

First, the majority of legacy software has been written with no consideration or notion

of parallel execution. Most programming languages, with various degrees of abstraction,

have closely followed the traditional von Neumann computational model. In this model,

a computer consists of main processing unit, executing instructions sequentially while

moving data from and to a main memory as needed. For a programmer, this perspective

has been maintained for decades, and combined with the speedups gained by moving to

each successive processor generation, it has amplified and sustained the resistance to

modernize and adopt newer paradigms.

The strong ties with a sequential execution model exacerbate the challenges of

revamping existing software in order to accommodate the trend of Domain-Specific

Architectures (DSAs). The use of specialized processors is not new and it was more

common place in the early days of computing, such as in supercomputers like the Cray

architecture [216]. However, it was phased out and became progressively financially

nonviable as a result of the advances of general purpose processors. Since advances in

general single-core processors have nowadays slowed, this trend has started to reverse

itself, initially by re-purposing GPUs and continuing with more specialized accelerators.

Higher efficiency is achieved by tailoring these architectures to the characteristics of

the domain, utilizing specialized operations, parallelism, tailored memory hierarchies

and targeted overhead reductions [99, 62].

In terms of software, there is a price to be paid when adopting such an approach since

most existing applications necessitate modifications to attain high speedups on DSAs.
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The need to rewrite and refactor programs puts extra pressure on programmers and

tools in order to revitalize and keep them up to date with new parallel architectures [69].

This applies not only to legacy sequential code, but also legacy parallel code, which

exhibits tight coupling as a result of development by a combination of hand-tuning,

exploiting specific hardware features and dated parallel models (e.g., Message Passing

Interface (MPI)) [164]. Thus, simply porting already parallel code might result in

poor performance and modifications might be required to properly exploit new parallel

systems, even as extensive as revisiting the underlying algorithm used by the application.

In addition to the low-level interaction with parallel hardware, parallel programming is

hard because of:

i) the required work partitioning,

ii) resource access synchronization, and

iii) resource partitioning and replication.

In summary, the move of computer architecture towards processors that utilize

parallelism as the main means to increase performance creates disruptions and increas-

ingly higher tensions on the whole software stack, up to the user applications level.

The amount of legacy software in combination with the difficulties and challenges of

porting it on new architectures inhibit the full utilization of the parallel features on these

devices.

1.2 The Ideal Solution: Automatic Parallelization

The field of compilers, since the 1950s, has been concerned with the translation of

software to machine code and systematizing an increasingly wide range of tasks in

support of this [103]. Since then a vast body of knowledge has been produced in

more focused areas such as program analysis and transformation, code generation and

runtime systems, interconnecting with other disciplines like computer architecture,

software engineering and security. Hence, the task of converting sequential software

to its equivalent parallel version falls naturally under the domain of compilers and

it is typically termed as automatic parallelization [173]. However, in practice, very

few compilation systems have managed to employ a fully automatic parallelization

procedure, with most systems using feedback to complement various stages of their

operation [69, 193, 9]. Those systems, that have enjoyed some, success are often
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limited to a narrow application domain [7]. We discuss the challenges of automatic

parallelization in the next section. This section provides a brief summary of this research

area describing its various characteristics at a high level. We present a more detailed

view of related work in Chapter 2.

The aim of automatic parallelization is to rid the programmer of the burden of

understanding and extracting parallelism from an application. Similarly to a manual,

human-led analysis, when implemented in a compiler system, automatic parallelization

occurs in two stages:

i) a detection phase, which is responsible for identifying any available parallelism,

and

ii) an extraction and mapping phase of this parallelism on the target architecture.

During the detection phase, code is analyzed in order to identify candidate regions

that could be executed in parallel. The code can be denoted as binary machine in-

structions, a high-level programming language or anything in between. During this

phase, the behavior and properties of the code are analyzed and represented using a

model (e.g., unimodular analysis [272, 22]), which is used to discover parallelization

opportunities. The size of the targeted code sections can range from a single instruction,

a loop nest, a series of basic blocks or a function, and it determines the granularity of

the extracted parallel tasks in the next phase. Typically, task granularity is indicative

and proportional to the amount of work which is performed. However, there are other

factors that affect task behavior during execution such as control and data flow, access

to common resources and communication overheads.

During the extraction and mapping phase, the identified code regions are subject

to possible transformations as described by the used representation model (e.g., uni-

modular [272, 22] or polyhedral [82]). The primary goal of this phase is to generate

parallel code that is semantically equivalent to the original sequential form. The safety

and legality of the transformations can be [69, 280]:

i) guaranteed by the model itself at varying degrees,

ii) verified using a supplementary method (e.g., revert to prior state or version if a

violation is detected),

iii) guaranteed by the user (e.g., with source-level annotations), or

iv) a combination of all the previous.
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Figure 1.2: A generic bird’s eye view of the stages of a parallelizing compilation system
(top) and a high-level architectural outline of an actual system described in Chapter 5
(bottom).

Moreover, the mapping part of this phase has to ensure that the underlying parallel

architecture features are exploited profitably. This relies on many factors, including the

amount of available parallelism and the way it is exploited, other compiler optimizations,

runtime support, data layout, workload balancing and so on. The mapping process

has both a spatial and temporal component, which combined with the aforementioned

factors make it a challenging task to solve. For example, the problem of deriving

an optimal schedule for parallel jobs on multicore computer has been shown to be

NP-hard [265, 126]. For a long time, research in this area focused on finding analytical

cost models that incorporate knowledge from both hardware (e.g., the size of L2

cache) and software (e.g., analyzing loop array accesses) [7]. These methods have also

evolved to incorporate heuristics and information derived during the parallel execution

of a program, and more recently, utilize profiling information and machine learning

techniques to select a profitable mapping [248].

Automatic parallelization techniques are not necessarily limited to the compiler, and

they can be implemented at various stages of the software lifetime and layers of the

hardware/software stack. It can occur statically, prior to a program’s execution, using its
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source code (or any textual representation) [236], or dynamically during execution [280,

205, 248]. This distinction is not absolute and precise, since parallelization methods, in

order to bridge the semantic information gap [103], can use information from previous

program application runs, such as in a profile-guided approach or the training phase

of a model based on machine learning [248]. User knowledge can also be exploited

by providing source-level annotations prior to any parallelization attempt or at certain

stages of the process by confirming or rejecting the proposed modifications. Lastly,

in cases where knowledge relies on the input and the code exhibits a highly dynamic-

dependent behavior, speculative execution can push the decision of parallelization to the

moment when it might be needed during execution, while preserving correct behavior

through checks and the ability to revert to a prior correct program state. An example of

a system that combines both profiling information and user input is the one presented

in [248] and our study in Chapter 5. A typical workflow of such a system is depicted

in Figure 1.2; the top figure shows the high-level view of the main stages consisting of

i) finding latent parallelism in a sequential program, and ii) exploiting it by determining

how it should be executed. In Figure 1.2(b), the workflow of an actual parallelizing

compiler used in Chapter 5 is presented, where that aforementioned stages are shown

with more detail as they relate to the specific technique. Parallelizing techniques are

generally classified based on their time of operation during a program’s lifetime. For

example, a completely static approach would use no information from prior program

executions, whereas a fully dynamic one would perform all stages during execution.

1.3 The Challenges of Automatic Parallelization

As we briefly mentioned in the previous section, it might seem that automatic paralleliza-

tion has been able to successfully tackle the difficult task of porting sequential software

to parallel hardware. However, compilers for automatic parallelization have largely

failed to deliver on their promise to seamlessly transition sequential legacy software

into the multicore era [193, 9]. Despite intensive research, the problem of discovering

and exploiting parallelism hidden in sequential code is far from solved [10], except for

limited success in a few narrow domains (e.g., regular array-based computations) [7].

The success of a compiler technique relies on meeting several criteria [9], such as:

i) Effectiveness: select and exploit the best parallel version out of a number of

possible choices, automating decisions and minimizing reliance on the user for
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these.

ii) Stability: resilience to small program changes and perceiving the compiler as an

opaque component.

iii) Portability: operate on a range of software inputs and hardware, avoiding embed-

ded assumptions and enduring the appearance of new parallel architectures with

small changes.

iv) Scalability: the parallel code should perform well on machines with a wide range

of parallel capabilities.

v) Simplicity: simple techniques benefit compilation performance, ease of develop-

ment and maintenance of the compiler itself.

With these criteria in mind, we can summarize the main sources for the lack of

widespread success of automatic parallelization to the following reasons:

i) Semantic information gap: compilers have had success in lowering abstractions

from higher level languages, whereas they have been mainly ineffective moving in

the other direction. A lot of the previous work in automatic parallelization relies

on static program information extracted at compile time [173, 7]. The analyses

and transformations built on this information are undecidable [153], which in

turn leads to models that have to use conservative approximations, thus missing

parallelization opportunities. Using information from program execution runs

can shorten the gap, increase their effectiveness and simplify the implementation

of such models.

ii) Parallelism structure and granularity: typically, the majority of parallelization

efforts has been confined to regular loop nests which exhibit limited control flow

and simple iteration patterns over dense arrays, with the mapping phase mostly

focusing on discovering profitable memory hierarchy access configurations.

iii) Disjoint compiler and developer practices for parallelization: the ‘modus operandi’

of programmers trying to discern parallelizable sections in a sequential applica-

tion, depends upon understanding of the algorithms, the data structures and how

their use can be partitioned and shared across processing elements. On the other

hand, most program approximations and models used in parallelizing compilers

aim at preserving a specific aspect of the code (e.g., the order of the read and
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write operations that occur on the same memory locations) and get entangled in

implementation details that are either inessential parts of the algorithm or do not

affect the final result of the program.

1.4 Goals and Contributions

The objective of this thesis is to overcome the aforementioned challenges and address

the reasons for some of the limitations identified in Section 1.3. We make a series of

closely related contributions by examining the use and efficacy of an analysis model

that is based on commutativity of program operations for automatic parallelization.

Intuitively, two code regions are commutative when permuting their order of execu-

tion does not change their outcome. Various commutativity analyses aim to discern the

conditions under which the commutativity of code regions can be identified and utilized

for parallelization. We present our novel concept of liveness-based commutativity

in Chapter 4. We discuss our previous notions of commutativity in Chapter 2.

The goal of our study is to examine the potency of this model, combining static and

dynamic program information at varying degrees. We begin with a brief description of

our model and investigate its use via approximate program behavior using symbolic

values. This informs our subsequent study and development of a novel analysis for

discovering parallelism that incorporates profiling information from program executions

using concrete input values. We apply this to fully fledged applications from the High

Performance Computing (HPC) and scientific domains which exhibit complex control

flow, aliasing and implement irregular algorithms over complex dynamic data structures.

Finally, we extend the application of our model to encompass the detection high-level

parallel algorithmic patterns.

The main original contributions of this thesis are as follows:

i) We investigate the use of a novel liveness-based commutativity analysis when

implemented in a symbolic execution context and provide an identification of the

overheads and limitations associated with it (Chapter 4).

ii) We introduce DCA, a technique utilizing liveness, for testing the commutativity

and hence potential parallelizability of arbitrarily complex loops, the program

regions with the highest parallelization potential, including traversals of Pointer-

Linked Data Structures (Chapter 5).
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iii) We evaluate the efficacy of DCA in detecting parallelizable loops from a wide

range of benchmarks, outperforming a combination of state-of-the-art dependence-

based approaches, demonstrating that it is able to discover loops with significant

parallelization profitability and high precision (Chapter 5).

iv) We study the application of our commutativity analysis in the identification of

parallel patterns in sequential code, explore its limitations and suggest potential

solutions to overcome where applicable (Chapter 6).

1.5 Thesis Overview

This thesis is organized as follows:

Chapter 2 presents related work. We discuss prior work in the field of automatic

parallelization, spanning static and dynamic techniques, along with brief descriptions

of the main enabling models, dependence analysis and the polyhedral framework. We

also provide a brief overview of prior commutativity analyses and symbolic execution

techniques. The chapter ends with a presentation of parallel algorithmic skeletons and

patterns as used in parallelization discovery.

Chapter 3 gives a brief account of the infrastructure used in this work. We describe

the frameworks (e.g., LLVM, POLLY, etc.), toolchains and analyses utilized, along with

various benchmarks, inputs and setup configurations.

Chapter 4 investigates the use of a novel commutativity analysis for parallelization

which uses the liveness results of a code section when performed in a symbolic execution

context. We develop an approach for applying this analysis using symbolic execution

and use it to evaluate and uncover the challenges and limitations of such a system on a

set of real-world codes. Parts of this chapter are based on work published in [266].

Chapter 5 examines the use of profiling information along with our notion of liveness-

based commutativity. We develop a novel hybrid analysis, DCA, that combines both

static and dynamic information for the discovery of profitable parallelism in sequential

legacy code. DCA focuses on loops as the program regions that typically capture most

of the program execution time. It has been evaluated on over 1200 loops across 10

HPC benchmarks and a wide range of irregular pointer-based loops. DCA handles, in

uniform manner, both loops that are in the scope of traditional dependence approaches

(such as affine loops) and loops that are beyond the capabilities of traditional methods,

such as PLDS traversals, which are usually dealt with ad hoc or ignored altogether.
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We also explore aspects that impact profile-driven parallelizing techniques such as the

profitability and safety of parallelization. This chapter is based on work published

in [263].

Chapter 6 revisits our liveness-based commutativity analysis and investigates its

application to the challenge of finding instances of potential parallel patterns. We

demonstrate how this analysis could be performed to identify various parallel skeletons,

classifying loops that have already been identified by DCA, establish its limitations and

explore ways to overcome them by applying a series of transformations.

Chapter 7 summarizes the work presented and its main contributions, providing a

critical analysis and suggesting directions for potential future work.

1.6 Summary

This chapter has provided an overview of the thesis. First, we gave a short introduction

to the challenges in the modern multicore era of computing that place automatic

parallelization at the forefront of our attempts to efficiently take advantage of the

growing number of parallel architectures. Then, we moved on to highlight the main

challenges and reasons that have led automatic parallelization to fall short of the initial

expectations. Finally, we enumerated the goals and contributions of this work, aiming to

explore the effectiveness of identifying commutativity of operations in various execution

contexts and over different parallel code patterns. The following chapter presents prior

research in areas relevant to the work presented in this thesis.



Chapter 2
Related Work

2.1 Introduction

This chapter presents a critical review of prior research which is most relevant to the

work in this thesis. Our aim is to compare, juxtapose and motivate the approaches

we present in this thesis with existing work in automatic parallelization. Research in

the field dates back to the 1960s [27], hence there is an extensive body of literature.

Accordingly, we restrict our discussion by presenting the main enabling technologies

and highlighting the main trends in the area.

We start in Sections 2.2 and 2.3 by discussing the main lines of research in depen-

dence and commutativity analysis, which most frequently constitute the basis for the

detection and exploitation of parallelism. Then, in Section 2.4 we review automatic

parallelization with an emphasis on hybrid static and dynamic systems. These relate

more closely to our work presented in Chapters 4 and 5. Section 2.5 offers a brief

discussion on symbolic execution that is relevant to our hybrid approach in Chapter 4.

We conclude with a discussion on parallel algorithmic skeletons related to the study

in Chapter 6.

2.2 Dependence Analysis

Traditionally, the vast majority of parallelizing techniques and compilers use dependence

analysis in order to build a model for the relationships between code sections in a

program [173]. In the most general terms, dependence analysis is concerned with

the exploration and description of the program in terms of its memory accesses (i.e.,

locations that it reads from or writes to) during execution. This broad definition can be

13
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1 t1 = . . .;

2 t2 = . . .;

3 t3 = . . .;

4 sum = 0;

5 . . .

6 sum = t1 + t2;

7 sum += t3; // i.e., sum = sum + t3

(a)

1 2

6

4

7

3

RAW

WAW

(b)

Figure 2.1: A simple, straight-line (i.e., no branching) program (left) and its corre-
sponding Data Dependence Graph (DDG) (right). Each node’s number corresponds
to the statement at that source line number.

easily conflated with alias analysis, which is often an enabling technique for dependence

analysis. Alias analysis attempts to determine which program constructs reference the

same memory objects during execution. Dependence analysis goes beyond this goal,

trying to discern execution-order constraints between them using more information,

including, but not limited to, loop nesting levels, relations between loop iterators,

relations between indexed array accesses, direction of data flow and awareness of control

flow. Regarding parallelization, the goal is to identify the independence of statements

in order to be able to reorder them and execute them in parallel (see Section 2.4.6.1).

The basic definition of dependence states that [7]:

Definition 2.2.1 (Data Dependence). There is a data dependence from statement S1 to

statement S2 (i.e., statement S2 depends on statement S1) iff:

1. both statements access the same memory location and at least one of the stores

into it, and

2. there is a feasible runtime execution path from S1 to S2.

Definition 2.2.1 allows classification of dependences based on various criteria,
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assignment of properties to them and enables their graph-based representation where

each node is a program statement and an edge between them denotes a dependence.

The load-store classification takes into account the memory operations of the depen-

dence statements [7]:

i) True, Flow or Read-After-Write (RAW) dependence: The first statement stores

into a memory location that is later read by the second statement.

ii) Anti- or Write-After-Read (WAR) dependence: The first statement reads from a

memory location into which the second statement later stores. Essentially, this

type of dependence is the reverse of a RAW dependence and prevents a program

transformation to introduce a new RAW dependence when such a relation did not

exist in the original program.

iii) Output or Write-After-Write (WAW) dependence: Both statements write into the

same memory location.

Dependence is meant to be used as a tool for determining the safety of program

transformations. Safety, in this context, means that the original and transformed pro-

grams are equivalent or, in other words, the two versions of the program do the same

thing. Thus, for dependence analysis, any reordering transformation that preserves

every dependence relation in a program, then preserves the meaning of that program [7].

Consider the small program in Figure 2.1(a) and its corresponding dependence

graph in Figure 2.1(b). According to dependence, executing the first four assignment

statements can occur in any order prior to line 6. Moreover, the assignment of t3 can

be executed anywhere prior to line 7. Note that we can remove WAW dependences

by variable renaming [108]. On the other hand, the RAW dependence between lines 6

and 7 persists and prevents any reordering between these two statements. However, the

view of this program is still more restrictive than is necessary when the actual contents

of the sum variable are considered. Even if we reorder the execution of the last two

lines of this program, the result (i.e., the value of sum) will be the same.

Therefore, while dependence analysis presents a more relaxed partial order of

a program’s statements, enabling specific statement rearrangements, there are cases

where this view is overly limiting. We present such cases in the motivating examples

of Chapters 4 and 5, arguing that dependence analysis is inherently unable to capture

certain possible reorderings in the context of loop constructs (e.g., reduction operations).
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2.2.1 Static Dependence

Similarly to automatic parallelization techniques described later in this chapter, de-

pendence analyses schemes can also be categorized as either static or dynamic. Early

research from the 1970s on dependence analysis focused on the detection of the absence

of data dependences between program statements and the formalization of these tests

(e.g., the GCD test [21]) solely at compile-time. Into the 1990s, researchers have contin-

ued to evolve and refine these techniques, incorporating ideas from other domains such

as integer programming (e.g., the OMEGA test [198]), aiming at increasing detection

precision and speed. Moreover, during the same period, work has been conducted

to expand the use of dependence in optimizations [249, 148, 4, 276], to organize the

dependence information in graphs and combine it with control flow [6, 86]. This has

enabled further transformations with regard to the memory hierarchy, especially for

loop iteration space manipulation, such as tiling and loop interchange [7]. The wider

adoption of programming languages such as C and its derivatives, has introduced alias-

ing challenges in disambiguating memory accesses using pointers and dynamic memory

allocation, which have percolated to dependence analysis [112], resulting in recent work

on improving alias analysis [101, 238].

2.2.2 Dynamic Dependence

Later studies make use of knowledge extracted from a program’s behavior during

execution to determine exactly which instructions are dependent on each other for

specific input sets in dynamic dependence analyses [155, 267, 14, 81, 285, 160, 248,

144, 143, 127, 262, 219, 282, 283, 277, 141]. This is because statically proving the

absence of dependences is generally undecidable [209], similarly to other challenges in

static analyses [153, 118, 51, 163]. In the rest of this section we discuss work that is

most pertinent to dynamic dependence analysis and its limits. Section 2.4 reviews the

main research directions in automatic parallelization that are enabled by dynamic data

dependence.

One of the first techniques to use runtime information in supplementing dependence

was [155], which tracked the frequency and location of loop-carried data dependences.

From early on, it was obvious that the amount of data produced and the execution

overheads of profiling were huge. [155] attempted to alleviate both these issues by

tracking a subset of program events and using this partial profile when needed to

generate a full profile, by executing again only the portion of the program associated
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with the subset trace [154].

ALCHEMIST [285] is a profiler able to analyze binaries and determine the distances

of loop intra-iteration, inter-iteration and inter-invocation dependences. SHADOW PRO-

FILING [175] is a technique that invokes a shadow process periodically in combination

with Copy-on-Write (CoW) to create a detailed sampled profile of the target application.

SUPERPIN [268] uses a similar approach based on forking separate non-overlapping

program regions used as instrumentation targets during program execution. SD3 [144]

implements a scalable approach that compresses the trace representation memory ac-

cesses that exhibit stride patterns and calculates dependence relations directly in this

compressed format. More recently, [158] uses signatures, a concept borrowed from

transactional memory systems, to record memory accesses and treats dependence simi-

larly to conflict detection in such systems. With the advent of multicores, some of these

techniques also apply parallelization to the profiling task itself to speed up the whole

process [175, 268, 144, 158].

2.2.3 Limit Studies on Dependence

Studies that focus and explore the effects and efficacy of dependence analysis are

presented in [76, 179, 180]. These are useful since they allow us to understand the

limitations of dependence-based approaches, and further motivate and support our work

in Chapters 4 and 5.

[76] develops a profiling-based analysis that captures data and control dependences

using program executions from 100 randomly chosen input data sets. The goal of

the study is to discover the effect that dynamically collected dependence information

has when compared against static approaches with respect to the ability to exploit

loop-level parallelism. In essence, it seeks to understand the patterns and impact of

may-dependences (i.e., dependences that may or may not manifest themselves during

execution) in parallelization. One of the main findings of this variability analysis, most

relevant to this thesis, is that although a single loop-carried dependence is sufficient to

prevent parallelization, it appears that these parallelization-inhibiting dependences are

stable across executions with different inputs. Moreover, it confirmed that profile-based

approaches are truly more effective than static alternatives in parallelism detection,

although safety concerns must be considered.

A further interesting result regarding the limits of dependence analysis is presented

in [179, 180]. Here, starting with a state-of-the-art dependence analysis, the generated
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DDG is manipulated to generate an oracle DDG. More specifically, using knowledge

from profile-guided runs of the dependence analysis, may-dependences that never mani-

fest during execution, are removed, thus producing the oracle DDG. Subsequently, the

oracle DDG is used for parallelization, thus determining an upper-bound on the potential

speedups for purely static parallelization. When compared with the parallelization using

only compile-time information, it was demonstrated that no additional speedups were

obtained, despite the removal of dependence edges. Thus, dependence analysis, even

when informed with perfect profiling information, is inherently unable to identify any

further latent parallelism.

2.3 Commutativity Analysis

In recent years, research has demonstrated that commutativity is a key enabler of

efficient concurrent execution in diverse contexts, ranging from transactional memory

to software scalability [54]. In this work, we are interested in the use of commutativity

as the basis of compiler analyses for program parallelization. A number of different

notions of commutativity for parallelization can be found in the literature [211, 3, 266].

[27] was one of the earliest works that examined the effect of the commutativity of

operations for parallelization.

2.3.1 Separability-Based Commutativity

A pioneering notion of commutativity and an associated analysis have been first intro-

duced in [211]. The underlying idea of separability-based commutativity is simple:

it views computation as composed of separable operations on objects, where each

operation has a receiver object and parameters that are passed by value to the operation.

If all operations required to perform a given computation commute, the compiler can

generate parallel code. Operations commute when they generate the same final result

regardless of the order in which they execute.

Commutativity analysis focuses on separable operations, where operations can

be decomposed into an object section and an invocation section. The object section

performs all accesses to the receiver. The invocation section invokes other operations

and does not access the receiver. The motivation for separability is that the analysis

requires that each operation’s accesses to the receiver execute atomically with respect

to the operations that it invokes. Separability ensures that the actual computation obeys
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1 class node {

2 bool marked;

3 int value, sum;

4 node *left, *right;

5
6
7
8
9

10 void visit(int p) {

11 // object section
12 sum += p;

13
14
15 if(!marked) {

16 // invocation section
17 if(left) left->visit(value);

18 if(right) right->visit(value);

19 }

20
21
22 }

23 };

(a)

1 class node {

2 bool marked;

3 int value, sum;

4 node *left, *right;

5
6 struct statistics {

7 int visited;

8 } stats;

9
10 int visit(int p) {

11 // interleaved sections
12
13
14
15 if(!marked) {

16 stats.visited++;

17 if(left) left->visit(value);

18 if(right) right->visit(value);

19 }

20 sum += p;

21 return sum;

22 }

23 };

(b)

Figure 2.2: Separability-based commutativity [211] examples for a class definition
representing a binary tree data structure that conforms to its required computation
model (left) and one that does not (right). The lines that violate the requirements of
this model are highlighted (right).

this constraint.

To verify that method invocations commute, the compiler represents and reasons

about the new values of the receiver’s instance variables and the multiset of operations

directly invoked when the two methods execute. The compiler represents the new values

and multisets of invoked methods using symbolic expressions.

Unfortunately, this approach quickly reaches its limits for real-world applications. In

short, applications are required to be coded as “clean” object-based programs. Yet, sev-
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1 node *n;

2 int p1, p2;

3 . . .

4 // commutativity under different execution orders
5 // order 1 // order 2
6 n->visit(p1); n->visit(p2);

7 n->visit(p2); n->visit(p1);

Figure 2.3: The invocations of the visit method for the code in Figure 2.2(a) are
commutative, according to separability-based commutativity [211], since different
execution orders produce the same state.

eral further restrictions apply which exclude: i) virtual methods, ii) operator or method

overloading, iii) multiple inheritance and templates, iv) typedef, union, struct and

enum types, v) global variables other than class types, vi) pointers to members or static

members, vii) casts between base types such as int, float and double that are used

to represent numbers, viii) default arguments or methods with variable numbers of

arguments, and ix) accesses to instance variables of nested objects. It is not entirely

clear which of these restrictions are fundamental to the approach and which stem from

the prototype implementation. Separability-based commutativity has been evaluated on

highly sanitized, sequential implementations derived from parallel benchmarks.

For instance, Figure 2.2(a) defines a simple class representing the nodes in a binary

tree data structure which conforms to the model of computation required by separability-

based commutativity. One of the strictest requirements is to maintain the data accesses

and other method invocations in each method separate. This corresponds to the object

section and invocation section starting at lines 11 and 16, respectively. Moreover,

method calls in the invocation section should not alter the state of the current object

(i.e., calling a setter method). The order of the visit method invocations does not

affect the resulting internal state as shown in Figure 2.3. However, introducing changes,

such as those highlighted in Figure 2.2(b), commonly found in real-world codebases,

results in the inability of this approach to analyze and discern commutativity conditions.

First, the interleaving of modifying accesses (i.e., write/store operations) to its internal

state are interleaved with method invocations (lines 16 to 20). Next, the visit method

returns a value (line 21) which is explicitly not tolerated by this model and requires use

of reference variables (e.g., pointers) to pass information to callers. Lastly, the access

to the inner object is also not allowed (line 16). Converting this functionality to be
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compliant with the computation model of separability-based commutativity analysis,

would require to: i) refactor the struct statistics to a standalone class, ii) add

access methods (i.e., setter and getter methods) to it, and iii) either pass it by reference

to each invocation of visit or make it a data member of the node class.

Later work has focused on verifying commutativity conditions for linked data

structures [142]. For a number of data structure implementations, including ListSet,

HashSet, AssociationList, HashTable, and ArrayList, it can verify commuting

operations that produce semantically equivalent (but not necessarily identical) data

structure states in different execution orders.

More recently, [23, 146] have moved towards the automatic generation of conditions

which verify commutativity properties.

SERVOIS [23] presents an automatic iterative algorithm that successively refines

provided pre-conditions and post-conditions to generate commutativity conditions,

assuming that these descriptions describe precisely all effects of the pair of operations

under examination.

[146] describes techniques that aim to synthesize commutativity conditions automat-

ically from data structure implementations. This is achieved by providing an abstraction

that captures the effects of two methods depending on their execution order and an

algorithm that reduces the burden of proving commutativity to a reachability problem,

thus allowing the use of off-the-shelf program analyses.

2.3.2 Output-Based Commutativity

In [3] an alternative notion of commutativity (and analysis) is proposed for indi-

vidual functions, which considers the output of a function at its point of use. In order

to automatically detect commutative functions, a candidate function is symbolically

executed in two different orders to create an abstract representation of the result of the

two execution orders. This symbolic result is then used as input to all functions that

could potentially read the results, and those functions are symbolically executed. If the

outputs of these reader functions are identical, then the initial function is commutative.

Here, commutativity is a property of a single function w.r.t. multiple invocations

of the same function. It is not the memory state created by the execution of this

function, but in fact the state generated by all the potential consumers of the values

generated by the function that determines the commutativity property. For example,

consider Figure 2.4, the insert function might place numerous items in a hash set.
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1 // definition
2 class hash_set {

3 . . .

4 public:

5 void insert(int x) {. . .}

6 bool is_member(int x) {. . .}

7 void remove(int x) {. . .}

8 };

9
10 // declaration
11 hash_set hs;

12
13 if(comm_test) {

14 // input set 1
15 hs.insert(2);

16 hs.insert(6);

17 } else {

18 // input set 2
19 hs.insert(6);

20 hs.insert(2);

21 }

22
23 hs.is_member(2) // true

(a)

2 6

(b)

6 2

(c)

Figure 2.4: Output-based commutativity [3] example (based on [3]) where a hash set
data structure contains a commutative insert method (left). Invoking insert with
two diff input sets at lines 15 and 19 (left) creates two different memory layouts (top
right and bottom right, respectively). However, the function is still commutative since
subsequent invocations of is_member (e.g., at line 23) or remove will produce the
same results for both memory states.

Reversing the order of multiple invocations to this function creates a list under the same

hash bucket containing the same items, but in a different order (i.e., different memory

layout as depicted in Figures 2.4(b) and 2.4(c)). If a subsequent consumer of this list

produces the same result, irrespective of the order in which items are stored in the

list, then the insert function is considered commutative. For the code in Figure 2.4,

the membership call at line 23 will be true for either insertion order (i.e., input sets at

lines 15 and 19).
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While this notion of commutativity has strength in handling e.g., unordered container

data structures and their use in the same spirit as [142], it is limited to the repeated,

possibly commutative invocation of a single function.

2.4 Automatic Parallelization

2.4.1 Overview of Approaches

The objective of automatic parallelization is to automate the task of transforming a

sequential application into an equivalent parallel version. Code analysis supporting

parallelization has a long history [152, 173, 197].

Initial efforts in the field were concentrated on discovering and exploiting DOALL

parallelism and some forms of DOACROSS [117]. These culminated in the develop-

ment of influential compiler frameworks such as PFC/PARAFRASE [5], POLARIS [32,

195] and SUIF [236]. Other outcomes in compilation technology were the formalization

of dependences (discussed earlier in this chapter) and frameworks that reason about a

loop’s iteration space (e.g., polyhedral model Section 2.4.6.2).

PFC/PARAFRASE was an early Fortran source-to-source compiler which pio-

neered the exploration and development of dependence-based parallelization (see Sec-

tion 2.4.6.1).

Later in the 1990s, the POLARIS compiler pushed these techniques further to target

actual real-world programs and not only isolated loop nests. Apart from data dependence

tests, it implemented privatization, induction variable elimination and symbolic analysis

for loop bounds. It also implemented data placement and parallel execution scheduling

to map the discovered parallelism to the target machine.

An important contemporary to POLARIS was SUIF, another dependence-based

parallelizing compiler that contained a larger set of interprocedural analyses in its

arsenal and employed them more systematically in order to tackle the parallelization of

larger and complicated loop nests across program scope.

More recent work in the static analysis field geared towards cyclic and pipelined

multithreading, such as DSWP and HELIX is presented in the next section and Chapter 3.

Another static analysis based on idiom recognition via constraints [96, 95], which we

compare to our evaluation of work in this thesis, is also discussed in Chapter 3.

Moving hand in hand with advancements in dependence analysis, research in paral-

lelization has also progressed to the use of execution-time information. Tracing and
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dynamic profiling have been used to capture application properties for subsequent

exploitation in benchmark characterization [74], collaborative runtime verification [33]

and dynamic program optimization [26]. We discussed in Section 2.2 how unsafe depen-

dence profiling has been used to overcome the limits of static dependence analysis [248,

160, 81]. Such approaches, including [14, 81, 285, 248, 144, 143, 127, 262, 219, 282,

283, 277], combine dependence profiling information with static dependence analyses

to gain additional information on may-dependences.

SAMBAMBA [237] combines a number of techniques in a dynamic framework for

automatic parallelization. The main component is a runtime system that performs

profiling, parallelism detection/extraction and Just in Time (JIT) recompilation. It

also applies multiversioning, containing several versions of the candidate parallel

sections, specialized to the current execution context. DISCOPOP [159, 160] is another

profile-driven dependence-based approach aiming at code regions of varying granularity.

DEPENDENCE PROFILING [248] uses profiling information to create a dynamic Program

Dependence Graph (PDG), combining control and data dependences, and uses this

representation to discover loop independence (or lack of it). More akin to our approach

presented in Chapter 5 is the DEPENDENCE PROFILING [248]. In our approach, we

extend this analysis for PLDS-based loops using a uniform iterator recognition analysis

(Section 3.2.8) and apply commutativity for determining parallelizability. We present

DEPENDENCE PROFILING and DISCOPOP in Chapter 3.

2.4.2 Parallelization in the Presence of Dependences

In this section we present research that tackles parallelization despite the presence of

loop-carried or other parallelization-inhibiting dependences. The underlying analysis of

these techniques can be dependence-based, commutativity-based or use a mix of both.

Pipeline-like parallelism from outer program loops has been exploited in PAR-

ALAX [261]. However, this approach relies on manually inserted code annotations to

mark up absence of dependencies or directly influence the result of alias analysis. The

parallel code generation is based on the DSWP technique [189].

ALTER [255] is a dynamic technique which exploits breakable dependences for

parallelization, extracting loop parallelism by reordering iterations or allowing stale

reads. ALTER relies on the user to dictate the parallelism policy (out of order or stale

read) and, partially, on a set of tests to infer potential annotations, and it has been

evaluated on hand-picked loops, some of which have been manually parallelized.
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DSWP [189, 201] and HELIX [46] are both designed to derive parallel execution

schedules for loops with data dependences. Some variants rely on additional hardware

support for the fast communication of values and synchronization between threads,

typically outperforming their software-only counterparts.

DSWP is loop partitioning technique which schedules the computations that exhibit

loop-carried dependencies on the same core, thus avoiding the communication costs

of forwarding the dependent values from core to core as is the case for DOACROSS

parallelism. The candidate loops are presented to the compiler after being selected by

the user.

HELIX executes each candidate loop’s iterations in parallel. It utilizes a range of

analyses to identify potential loop-carried dependences and ensures that these parts

of the loop are executed sequentially, while minimizing the number and optimizing

the placement of synchronization points. Synchronization is achieved via the memory

system during runtime, thus HELIX uses helper threads that hide a lot of overhead

associated with memory.

[142] presents a technique to verify commutativity conditions, which are logical

formulae that characterize when operations on a linked data structure commute. Code

annotations for commutative functions are also proposed in parallelization frameworks

by [38], as well as in GALOIS [150] and PARALAX [261].

[196] presents a commutativity-based programming model called COMMSET (Com-

mutative Set) and its associated compiler technology. COMMSET supports pipeline and

data parallelism, but not task parallelism. Code annotations enable the programmer

to specify commutativity relations between groups of arbitrary structured code blocks.

Using this construct, serializing constraints that inhibit parallelization can be relaxed.

FRACTAL SYMBOLIC ANALYSIS uses a commute operation to verify correctness

of restructuring transforms, which have a user-provided, rule-based description in their

implementation [172]. The analysis applies these simplification rules recursively and

aims to prove that the generated simpler program is equivalent with the original program

before proceeding further.

DCA, our commutativity-based approach presented in Chapter 5, shares this no-

tion of iteration reordering and breakable dependences with ALTER, but instead of

programmer annotations we derive this information automatically. ALTER relies on a

weaker test-driven framework to infer likely annotations, and it has been evaluated on

hand-picked loops, some of which have been manually transformed for parallelization.

In contrast, we evaluate our technique across standard benchmarks and demonstrate
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parallelization using existing techniques. Lastly, while DSWP and HELIX focus on the

exploitation of parallelism, DCA complements them by identifying sources of profitable

parallelism. Our comparison with DSWP is mainly centered on PLDS-based loops.

2.4.3 Speculative Parallelization

We have already described how the inability to utilize and discern a program’s behavior

during execution has led researchers seek insight in dependences analysis and paral-

lelization using data from profiling runs. In the same vein, researchers have turned to

methods that attempt to predict the properties of a program’s execution and transform it

in anticipation of these assumptions, i.e., execute the program with speculation. Specu-

lative parallelization techniques optimistically execute potentially independent regions

of code in parallel [80, 280, 178]. As such, they circumvent the issues associated

with the precision of static dependence analysis and other input-dependent factors that

adversely affect static analysis. Moreover, having knowledge of the iteration space, they

can facilitate partial parallelization.

Briefly, speculative parallelization operates in two stages [280]:

i) compile-time: parallelization of the target program, assuming its sequential seman-

tics are preserved, and instrumentation with safety tests and recovery/propagation

code.

ii) execution-time: parallel execution of transformed code segments (Item i)), execu-

tion of rollback/propagation based on the results of the safety tests.

In the first stage, a speculative compiler must keep track of the memory access patterns

of the candidate code section for parallelization, generate precise test conditions capable

of detecting violations, and place them appropriately in the code text. A violation of

a safety check means that the assumed program semantics have not been maintained

during parallel execution, at which point any local changes kept by the offending thread

are discarded and a rollback operation takes place to ensure that execution resumes

from a valid state. Otherwise, if there are no conflicts, the thread-local modifications

are propagated and become visible to the other parallel-executing threads (i.e., the

changes are committed). The compile-time stage can also be enhanced with profiling

information from previous program executions [131, 180].

An early precursor of this line of work on parallelization was known as the inspec-

tor/executor model. In this model, the candidate loop was converted to two versions:
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i) the inspector loop is a stripped down version of the original aiming to examine if

any accesses to shared data materialize dependences that would prevent parallelization.

ii) the executor loop will execute a parallelized version of the original, assuming that no

violations were detected.

The LRPD test [205] is one of the most influential examples of work in this area of

speculative parallelization, targeting DOALL loop parallelism. Each inspector loop

receives a chunk of the iteration space, keeping track of each memory access in auxiliary

data structures. At the end of this stage, inspector threads check each other’s access

trace to determine if a violation occurred. Earlier, in [287] implemented a multiphase

inspector/executor model for each chunk of iteration space, scheduling their parallel

using inter-chunk dependences, thus tackling partially parallelizable loops. The main

disadvantage of this precursor technique is that sufficient stripping of the inspector loop

might not be feasible, resulting in an overall slowdown when both stages are accounted

for.

Since then, research has moved on to explore hardware support, compiler extensions,

software behavior characterization and overheads reduction [80]. In terms of the

software elements that work on speculation has targeted, they can be classified as [137]:

i) control speculation for conditional statements, ii) data-dependence speculation, with

goals similar to [205] described earlier, and iii) data values (i.e., value prediction)

for predicting the result of instructions to avoid recomputation and reduce overheads

associated with misprediction.

The main overheads of speculative parallelization stem from the processing that

takes place during its execution. Therefore, a lot of work has focused on investigating

ways to reduce the costs of safety tests and state handling (i.e., discarding, committing

and reverting state) [73]. More recent studies [121] have further identified the limitations:

i) limited coverage, ii) load imbalances, iii) under-utilization of synchronization and

value prediction, and at a lesser degree, iv) data dependences.

[180] proposes three approaches (coarse-grained, fine-grained and judicious) of

taking advantage of loops when there are a few transient loop-carried dependences,

augment the HELIX compiler [46] with speculation.

[281] introduces a new data structure to reduce memory overheads by hashing

memory accesses. PRIVATEER [131] performs a LRPD-style parallelization, using pro-

filing information to selectively privatize data structures. This is achieved by observing

accesses and organizing them in heaps which are speculated to be independent, instead

of reasoning about them individually. Subsequent work on PERSPECTIVE [10] improves
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upon the overheads of PRIVATEER and also introduces a planning phase to select the

most profitable set of parallelization-enabling transformations. SPEC-DSWP [257] adds

speculation to the DSWP described earlier in this chapter, with the objective to increase

the stages in the loop pipeline by the assumed absence of dependences.

For PLDS-based programs, [244] extends an earlier approach to software-based

parallelization that separates the program states to speculative and non-speculative by

adding a mapping table to keep track of accesses between these sections.

[70] analyzes program behavior to assist in manual parallelization, by examining

manually annotated code regions as potential parallelization candidates, and running

both the sequential and speculatively parallelized version of the code. If a violation is

detected in the parallel version, the system uses the results of the sequential execution.

APOLLO [129, 41, 40] is polyhedral compiler/runtime system that uses speculation

to guide the parallelization of loop nests that are determined to be affine at runtime.

This line of work is also discussed in Section 2.4.6.2.

SAMBAMBA [237] (also presented in Section 2.4.1) uses speculative execution to

supplement its profiling-based analysis.

Our hybrid technique, described in Chapter 5, avoids the usual costs associated with

speculation during runtime, and even though user interaction might be required during

analysis, in practice, our technique offers high precision. We consider speculative

techniques orthogonal to the detection capabilities of our approach, which can be used

on top of it for further exploitation.

2.4.4 Analyzing Pointer-Linked Data Structures

In this section we give a brief overview of research in automatic parallelization for

programs that use extensively Pointer-Linked Data Structures (PLDSs).

[102] presents an approach that is based on programming language annotations to

exploit parallel execution of PLDSs.

Pioneering work by Laurie Hendren in the early 1990s has focused on parallelizing

programs with recursive data structures [107], analyzing pointer-linked data structures

using description of their properties [106], annotation of pointer based programs [115],

and programming language design supporting the analysis of PLDSs [116]. The

same research group also investigated the effect of improving the precision of shape

analysis [93] and alias analysis [94] as enablers for the parallelization of PLDSs. [114]

presents a novel technique to improve dependence testing on PLDSs whose nodes
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exhibit some regularity using theorem proving. It attempts to prove properties that

should hold for all nodes of the data structures, from simple tree-like to complex

structures which contain cyclic dependences. It is worthwhile to note the direction

of research away from pointer analysis and towards a programming model where

programmers describe their intentions [116].

The next wave of research in the second half of the 1990s and early 2000s has fo-

cused on shape analysis [212, 25], which seeks to discover and verify (shape) properties

of linked, dynamically allocated data structures by means of static analysis.

More recently, [260] studied the performance of programs containing PLDSs on an

INTEL architecture and found that the observed degradation in execution times is due to

the irregularity of control flow that is more pronounced in such programs. However,

the study is limited to a single architecture and admits that there are other factors that

can have adverse effects on performance when dealing with PLDSs. Informed by these

findings, subsequent work [259] has investigated ways of optimizing the data layout of

PLDSs.

2.4.5 Parallelization with User Interaction

Parallelizing systems relying on user-provided feedback may require that input at

various stages [161]; from annotating code [261, 18, 41] to validating the proposed

transformations [288, 248]. In all cases the user is responsible for ensuring correctness

or providing such guarantees. Involving the programmer in different steps of the paral-

lelization process allows supplementing analyses and transformations with information

which is difficult to derive automatically. The potential for user involvement is vast,

hence we limit the discussion to outline research that has introduced ways of taking

advantage of user input and is more closely related to this thesis.

In the last few decades, a trend for systems focused on user-assisted parallelization

has been towards easing user reasoning and understanding with information associated

to source locations [53, 104], interactivity and step-wise refactoring [104, 123, 161, 69,

286], and various visualization approaches [271, 288].

PAT [235] operates on Fortran source and performs a preliminary dependence

analysis of candidate loops for parallelization. Then, it presents to the user a classi-

fication proposal for variables references in the loop (e.g., private, shared, etc.) and

dependence relations which can be accepted or rejected, modifying the dependence

graph appropriately.



30 2. Related Work

PIPS [122] is a source-to-source compiler that also targets Fortran loop nests

using interprocedural analysis. The user is able to specify and order analyses or

transformations, such as the selection of specific induction variable analysis.

The PARASCOPE EDITOR [139, 104] works in similar vein to the aforementioned

tools, building upon the PFC Fortran parallelizing compiler. It lets the programmer

change both the source and the underlying supporting data structures (e.g., dependence

graph). This two-way update capability results in a shorter “inspect-edit-update” cycle

in the manual parallelization process. The system also allows execution of the code

with part or all of the input set to provide another source of information to the user.

HPFIT [37] is a set of integrated tools that allows the user not only to annotate

source code, but also direct the mapping of parallelism and supply cost model values

(e.g., cost of communication) for the optimization of the parallel code generation.

SUIF EXPLORER[161] is also an interactive parallelization tool that adds more

sophisticated support from execution-time with extensive profiling, in combination with

program-slicing analysis in order to focus the programmer’s attention to long-running

loops and generate a dynamic dependence graph.

Our system in Chapter 5 adopts an approach that uses profiling information similar

to [248, 167], extending the potential parallelization candidates to PLDS-based loops,

for: i) identifying the hottest loops, ii) ignoring dependences that do not materialize,

and iii) comparing computation results between sequential and transformed executions.

2.4.6 Parallelization Frameworks

2.4.6.1 Dependence-based Parallelization

As mentioned in Section 2.2, dependence has been the underpinning analysis of paral-

lelizing compilers for decades, hence a lot of the developments in each field go hand in

hand (e.g., dependence direction and distance vectors). Moreover, the vast volume of

literature focuses on the parallelization of loops, since these account for the majority of

a program’s execution time. The main objective of parallelizing compilers is to identify

independence among loop iterations to facilitate reordering or be aware of dependences

to allow for locality and synchronization optimizations [274].

The main parallelization enabling transformations which either remove dependences

or arrange them in a manner that does not prohibit parallelization are privatization and

induction variable elimination [7]. Privatization of a scalar or an array aims to identify

and move these potentially shared variables to the private local storage of each parallel



2.4. Automatic Parallelization 31

running thread of execution, thus providing a distinct and separate instance of that

variable to each processing element [253, 205]. Induction variable elimination is able

to detect the variables that control the loop iterations from their read (e.g., in the

loop condition statement) and write (e.g., at the increment step) access patterns, thus

recognizing that this loop-carried dependence is not disallowing parallelization [2]. The

concept of iterator variable recognition has been recently expanded and generalized

in [166], presented in more detail in Section 3.2.8.

Based on dependence and the previously described fundamental transformations,

further and more extensive loop restructuring aims to expose and exploit fine-grained

and coarse-grained parallelism with a focus on its legality and profitability. In the

most general sense, the legality of each transformation, when all essential dependences

have been captured, is guaranteed when it preserves all dependence relations. Some

of the most important loop restructuring transformations [273, 274, 7, 275, 17] are:

i) statement reordering, ii) loop unswitching, iii) loop peeling, iv) loop unrolling, v) loop

fusion, vi) loop fission, vii) loop interchange, viii) loop reversal, ix) loop skewing and

x) loop tiling/blocking.

A lot of these transformations do not only work in isolation, but many operate

and are enabled in conjunction with others. However, since each loop restructuring

has its own set of rules and checks for legality and transformation, it is difficult to

reason or predict the result of the composition of transformations. A partial resolution

to this problem was the development of unimodular loop transformations which aims

to provide a unified framework able to describe a set of transformations and their

compositions in a singe representation [272, 22]. In short, the effects of all unimodular

transformations can be represented as a product of a square unimodular matrix (i.e.,

a square matrix with only integral components and a determinant of 1 or -1) and a

dependence distance vector. Unimodular transformations have two limitations: i) they

can only be applied to perfectly nested loops, and ii) all statements in a loop nest are

transformed in the same manner (i.e., it manipulates the entire iteration space). Hence,

transformations such as statement reordering, loop fusion, distribution and tiling are not

unimodular. Further work to overcome these limitations has been conducted in [138,

202], which although it has managed to increase the framework’s expressiveness, it has

also complicated its operation (e.g., more complex checks for legality).

Unless otherwise specified in the following sections of this chapter, dependence is

used as the main enabler for parallelization. In Chapter 3 we describe the INTEL ICC

which is a state-of-the-art compiler implementing several of the dependence-based loop
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restructuring transformations referenced in this section.

2.4.6.2 Polyhedral-based Parallelization

The polyhedral (or polytope) model is a mathematical framework for analyzing and

optimizing loop nests, tracing its origin to the study of systems of uniform recurrence

equations [136]. In this model, a loop’s iteration space and its dependences are rep-

resented as convex polyhedral containing lattice points that correspond to each loop

iteration (i.e., the dynamic instances of a loop’s body statements). This allows for a

succinct representation of the iteration space (or domain) as a set of linear inequalities.

It also requires that the loops bounds and all access in the loop nest can be conveyed as

affine functions of the loop integer induction variables and all conditionals in the loop

can be computed statically. The loop nest, its bounds and affine access functions are

collectively known as a Static Control Part (SCoP) in polyhedral compilation [82].

The polyhedral model builds on top of the concept of dependence, hence, a lot of

the early work in it, described in Section 2.2.1, is also part of the origins of this model

(e.g., [198]). The identification of the presence (or absence) of dependences among

scalars and array access is critical for the polyhedral model and the precise description

of the loop iteration space as a polyhedron. The application of transformations over

this polyhedron aims to reorder each corresponding statement by assigning a different

execution order or schedule [83]. Intuitively, the schedule assigns a logical date that

dictates the order of execution of each iteration instance. The polyhedral model enables

the expression of various transformations and allows reasoning about their composition

under a unified framework [56]. Further research has spurred the implementation of var-

ious polyhedral compilers able to parallelize loops in certain application domains [251,

100, 34, 222].

More recent work has targeted the limitations that arise when certain knowledge

about a loop cannot be determined statically (e.g., loop bounds or non-affine accesses).

More specifically, [234] studied the detection of Static Control Parts (SCoPs) in real-

world programs from various domains and showed that: i) aliasing issues are limiting,

ii) high sensitive to the ordering of other compiler optimizations, and iii) performing

the analysis at runtime instead of at compile time increases its potential. [24] extends

the polyhedral model in the presence of more complicated conditionals in the loop body

(e.g., an if-based break statement) using control predication of statements, an approach

similar to if-conversion. [231] combines polyhedral and syntactic transformations,

using them in an optimization flow with a more precise cost model that generating code
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that exhibits improved data locality and reuse. In [71], the polyhedral framework is

augmented with the generation of assumptions that describe and verify the necessary

preconditions in order for polyhedral compilation to take place at runtime if these are

met.

The presence of loop-carried dependences still constitute a parallelization-inhibiting

factor in the original polyhedral model. Early research [208] focused on pattern-based

detection of constructs such as reductions and scans, by applying transformations such

as array expansion and renaming to break loop-carried dependences. [72] enables the

reduction-aware polyhedral optimizations by detecting the commutativity and associa-

tivity of reduction operations using constraints on the access functions and the flow of

dependences. [207] allows the user to annotate reductions at the source-level and uses a

template-based code generation scheme for their exploitation on GPUs.

Other work has examined the application of speculative parallelization in conjunc-

tion with the polyhedral model. [129] uses the polyhedral model in a Thread-Level

Speculation (TLS) system for parallelizing loops by re-scheduling its iterations at run-

time. APOLLO [41, 40] extends [129] with a runtime code generation that reduces time

overheads and handles loop nests with pointers and indirections as long as they conform

to polyhedral behavior during execution. The framework uses interpolating functions to

assist and predict the representation of loop indices as linear functions. The parallel

execution step uses profiling information to choose the polyhedral transformations that

would yield better speedups.

We compare our proposed commutativity-based approach for loop parallelization

against the APOLLO and POLLY polyhedral compilers in Chapter 5.

2.5 Symbolic Execution

Symbolic execution is a program analysis technique introduced in the 1970s to test

whether certain program properties and assumptions hold [145, 45]. In concrete execu-

tion a program is run using a single input set, leading to under-approximations of the

required properties by the corresponding analyses. Symbolic execution, however, uses

symbolic values which are classes of inputs represented in a succinct manner (e.g., value

ranges within a domain), to execute the program on a symbolic execution engine [20].

The key idea is to derive useful and strong guarantees on program properties for which

there is no automated method to determine their status, by reasoning about more than

one input at once.
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For these reasons, symbolic execution has been a fertile ground for research in

automated software testing and security via automatic test case generation, input filter

generation, vulnerability detection and malware analysis [44, 221, 168]. On the other

hand, the ability to represent multiple potential inputs at once poses several challenges

for symbolic execution [221]. The main challenges are: i) path selection strategy,

ii) interaction with the environment (e.g., system calls), iii) representation of memory,

and iv) representation of floating point operations. In response, researchers have started

using concolic (i.e., both concrete and symbolic) inputs to overcome some of these

limitations [223, 199, 92]. Other techniques sidestep the hurdles of path selection

and path explosion by focusing execution on regions of interest [184, 250], using

a minimal representation of that program that exhibits the same properties [59] or

selecting program transformations that maximize its efficiency [43]. For the memory

representation issues, some tools like [44] use a memory model which concretizes

pointers on multiple dereferences and clones the maintained program state when a

pointer can refer to multiple objects. MEMSIGHT [61] reduces the need for explicit

concretization of pointers by using a compact symbolic address representation which

increases the precision of pointer reasoning. Symbolic floating point operations are

either approximated or not supported, however, recent worked has studied the use of

constraint solvers that allow floating point reasoning in symbolic execution engines [214,

162].

While symbolic execution is predominantly popular in the domains of security and

software testing, its capacity to systematically explore all the feasible paths along with

the generation and solution of constraints has found some application in paralleliza-

tion [59, 206].

KLEE-FP [59] employs symbolic crosschecking to verify that implementations of

programs that use Single Instruction Multiple Data (SIMD) instructions on processor

architectures with such support are equivalent to their original scalar versions. It is

argued that although automatic vectorization is an active area of research, a lot of code

aimed at running on Single Instruction Multiple Data (SIMD) processors to exploit data

level parallelism has been rewritten manually. KLEE-FP avoids representing floating

point numbers by using a series of canonicalization transformations and comparing the

expressions in each program version syntactically.

SYMPLE [206] presents a system that allows the parallelization of user-defined

aggregations on MapReduce-style group-by queries. SYMPLE allows the parallel

execution of these complex aggregations when iterating on chunks of the input despite
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the existence of loop-carried dependences. Its key insight is to treat the values related

to these dependences as “unknown” symbolic values (essentially breaking them) and

execute the aggregation symbolically, thus returning as output a symbolic summary.

These summaries are combined and computed at a final reduction step to produce the

actual concrete output. Programmers are required to code their aggregations using

SYMPLE’s programming model which facilitates the added requirement of this system

for both soundness and precision, unlike typical applications of symbolic execution in

testing and security.

We use KLEE to perform our symbolic execution experiments in Chapter 4.

KLEE’s design characteristics and operation are described in more detail in Chap-

ter 3.

2.6 Algorithmic Skeletons

The concept of algorithmic skeletons was introduced by [57] to abstract recurrent

patterns of computation, communication and synchronization. They were intended to

address challenges in parallel programming [63], in the spirit of structured (sequential)

programming and design patterns [90] for software engineering, by:

i) the developer’s choice of suitable compositions of parallel skeletons to model the

parallel behavior, and

ii) the developer’s responsibility to provide a suitable and efficient skeleton in support

of the required parallel behavior.

Since their initial inception, they have been widely adopted by industry and research

community, resulting in a plethora of programming models, Domain-Specific Languages

(DSLs), libraries and frameworks, such INTEL’s TBB, GOOGLE’s MAPREDUCE,

SKEPU and FASTFLOW [58, 98, 171].

Based on their features, such as scope, structure, granularity and internal interaction

of their subcomponents, skeletons can be classified as [98]:

i) Data-parallel: operating of bulk data, with examples such as map, reduce and

scan.

ii) Task-parallel: operating of tasks and their interactions, with examples such as

farm, for, sequential and pipe.
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iii) Resolution: take on a family of problems, with examples such as divide-and-

conquer and branch-and-bound.

A focal point in research, relevant to this thesis, has been the identification of these

patterns in legacy sequential code. The key idea is that having the computation expres-

sion in algorithmic skeletons provides a pliable form of the program, which is more

amenable to parallelization, not tied down and obscured by low-level implementation

decisions explicitly expressed in the code. We give an overview of representative work

in this section.

PARAMAT [140] uses a static, hierarchical, pattern-matching approach over an

Intermediate Representation (IR) to detect common constructs (e.g., matrix-matrix mul-

tiplication) in scientific codes. This restricts the approach to detecting fairly idiomatic

operations that match exact specifications, thus it is not able to deal with more generic

patterns.

PAP RECOGNIZER [68] is another tool for parallelizable pattern discovery that

shares similarities with PARAMAT, such as the hierarchical and IR-based operation.

However, PAP RECOGNIZER uses Prolog to describe inference-based rules for match-

ing over a hierarchical PDG. All found matches are presented to the user to make the

final choice.

XARK [11] uses an extension of the popular Static Single Assignment (SSA) form

for IRs to analyze use-def chains in Strongly Connected Components (SCCs), aiming at

reduction and recurrence computations. The idiom recognition is a two-step process that,

first, examines intra-SCC and, then, inter-SCC dependences to reveal more complicated

computation kernels.

[247] presents a profiling-based pipeline detection technique which extracts pipeline

stages at multiple loop nest levels. It is also capable of replicating pipeline stages that

might be a performance bottleneck, if it proves that they operate on independent data

elements, thus creating opportunities for OoO execution.

STNG [134] uses program synthesis to identify stencils in Fortran source code

and translate them to a high-level predicate language for use with HALIDE’s DSL [200].

In this way it leverages the specialized optimization offered by HALIDE and enjoys

easy migration to GPUs.

[52] is technique that offers a path towards progressive raising of multi-level IRs,

complementary to the typical progressive lowering performed by multi-level IR com-

pilers. It uses a declarative description language to specify the computational pattern

to which a rule might apply along with a set of replacement expressions. It currently



2.7. Conclusion 37

targets affine and Basic Linear Algebra Subprograms (BLAS) constructs, thus enabling

domain-specific optimizations at these abstraction levels.

[164] presents a profiling-based technique that applies constraint matching in the

produced traces to discover specific patterns (i.e., maps, reductions, map-reduction

fusions and other variants of these). The key idea is that each pattern can be identified

by the topology of the dynamic data flow it creates. This technique is able to operate on

both sequential and already parallelized code, aiming to help the rejuvenation of legacy

parallel code.

In Chapter 6 we present a brief description of a unified framework for the description

of algorithmic skeletons built on liveness-based commutativity, and its adaptation for

discovering loop-level parallelism.

2.7 Conclusion

We have presented a concise overview and comparison of relevant prior research most

relevant to this thesis. Here we summarize the main differences of our work and

highlight its placement in the presented spectrum of literature in the field of automatic

parallelization.

Automatic parallelization and supporting approaches have increasingly used dy-

namic information to fill in the knowledge gap. Moreover, recent studies have shown

that dependence analysis, which has been the prevailing enabler for parallelization

discovery, has reached its limits even when augmented with dynamic information.

Thus, in Chapters 4 and 5 we examine the use of a novel commutativity analysis for

the parallelization of loops, first, in a symbolic execution context and, then, with an

execution-time profiling-based approach. The foundations of this novel analysis are

presented in Chapter 4 and adapted in the context of loop execution. We overcome

shortcomings related to previous approaches, especially when dealing with irregular

and PLDS-based loops. Chapter 5 also shows a study of the precision of the predictions

made by our profiling-based approach.

Finally, a lot of earlier work on algorithmic skeletons was directed towards their

description and programming libraries for the development of parallel code. More re-

cently, researchers have focused on detecting these patterns in legacy code. In Chapter 6

we revisit the liveness-based loop commutativity definitions of parallel skeletons and

examine the criteria for their detection taking hints from their corresponding parallel

versions.



38 2. Related Work

In the next chapter, we briefly present the infrastructure and tools used in this thesis,

before moving on to present our studies and key contributions.



Chapter 3
Infrastructure and Related Tools

This chapter presents details about the infrastructure used in this thesis.

3.1 Introduction

First, we present the software tools used in our empirical evaluation such as compilers,

runtimes, frameworks and specific analyses. These include software components that

were used to both assist, support and supplement the techniques developed in this thesis

and to compare to in our studies. We continue with a presentation of the application

benchmarks and the hardware platform.

3.2 Software Tools

3.2.1 LLVM Compiler Infrastructure

We rely on the LLVM compiler infrastructure (version 7.0.1) for the implementations of

the various analyses and transformations used in this thesis. LLVM is also an enabling

technology for other tools that we make use of, such as KLEE (Section 3.2.9). There is

no inherent dependency of our techniques and tools with the specific LLVM version,

but it is rather an artifact of our software development process and cycles.

LLVM started in academia in the early 2000s, but since then it has evolved to a

mature, industrial-strength open-source compiler framework [156]. While initially its

adoption was slow and limited to academic research, the design decisions taken from

its inception, allowed its uptake by the industry, with active backing from industry.

Companies like Apple and Intel are involved in the development of LLVM, building on

39
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top of it programming languages (e.g., Apple’s Swift), runtimes and toolchains (e.g.,

INTEL’s ONEAPI DPC++ compiler). LLVM’s modular and composable architecture

has greatly changed the landscape in compiler research and related fields by allowing

quick experimentation and the adoption of a wide variety of components at various

stages in the compilation process.

Hence, the plethora of LLVM uses has created a whole ecosystem of tools and a

federation of related projects:

i) compiler frontends/backends and optimizers,

ii) linkers and assemblers,

iii) libraries and Application Programming Interfaces (APIs),

iv) JIT engines and runtimes, and

v) code representation formats.

While several subprojects are officially under the umbrella of the project, the vast

majority are independent and only tie in with specific parts of the LLVM project based

on their functionality.

The architecture of LLVM [39] follows a classic three-phase design which consists

of: i) frontend, ii) optimizer, and iii) backend. This allows the decoupling and compo-

sition of different parts that implement each of these phases. Moreover, separation of

concerns is facilitated by the use a single, core, target-independent IR. LLVM IR is

a strongly-typed, well-specified, low-level code representation that can be augmented

with metadata information. Optimization passes use mainly units of LLVM IR as input

and output for their operation.

More recently, the LLVM project introduced support for Multi-Level Intermediate

Representations (MLIRs). Multi-Level Intermediate Representation (MLIR) is a new

representation format and associated utilities that allow the description, implementation

and processing of IR variants that closely model a specific domain. This further

increases flexibility, interoperability and composability among compiler-based tools

and frameworks.

Hence, implementing our techniques in LLVM IR enables to isolate ourselves from

source code idioms and peculiarities, providing a uniform layout on which to operate

on. In addition, this allows us to base our work upon a multitude of well-established

and mature compiler techniques Lastly, directly comparing with other techniques
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implemented on the same foundational framework is more straightforward, since a

common experimental base is typically obtained via small configuration adjustments.

Nevertheless, the approaches presented in this thesis are not conceptually tied to a

specific technology or tool.

3.2.2 Intel Icc Compiler

ICC is a collection of C/C++ compilers and tools from INTEL, available on most popular

operating systems and targeting a wide range of INTEL architectures. This compiler

is highly tuned for INTEL processors with support for the latest language standards

and is routinely ranked among the top compilers in producing fast code, especially for

computational kernels [210]. Although details on its internal operation are undisclosed

since it is a commercial, closed-source application, it is generally agreed that this

demonstrates its ability to better exploit the target machine architecture (i.e., floating-

point operations, registers, etc.) [210]. ICC’s optimization pipeline is organized in the

following categories [120]: i) floating-point, ii) processor-specific, iii) interprocedural,

iv) profile-guided, v) high-level language optimizations, vi) parallel programming, and

vii) optimization support features.

The main optimization support feature is the state-of-the-art data dependence analy-

sis. More specifically, for array references, ICC’s dependence analyzer is organized as a

series of tests, performed in a dimension-by-dimension manner, which progressively

increase in power, with compilation time and memory also increasing proportionally.

In our experiments, we use INTEL ICC “Classic” version 19.0.5.28120190815

and also utilize the emitted reports (i.e., via the -qopt-report* option group) to

parse information about the parallelization of each specific loop. Moreover, we use

ICC’s profiling capabilities to measure loop execution coverage and INTEL’s OPENMP

implementation for parallelization (Section 3.2.7).

It is worth noting that INTEL is moving its compiler infrastructure to the LLVM

framework with the release (late in 2020) of the oneAPI DPC++ compiler [65]. Since

then, the previous toolchain that is not LLVM-based has been marketed as “Classic”.

The new compiler features proprietary optimizations which are implemented as a

separate backend.
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3.2.3 LLVM/Polly Extension

POLLY is a high-level loop and data-locality optimization infrastructure built on top

of LLVM [100]. POLLY uses the polyhedral model to perform loop optimizations by

combining several tools:

i) Integer Set Library (ISL): a portable C library for handling polyhedral and com-

puting dependences.

ii) PLUTO: a library providing a data locality optimizer and parallelizer for selecting

valid transformations.

iii) CLOOG: a library for code generation via a generic Abstract Syntax Tree (AST)

to a final target (e.g., OPENMP).

The central novel feature of POLLY is that it enables polyhedral compilation by directly

manipulating LLVM IR.

The main advantages of POLLY are:

i) enabling easy use via integration in an existing popular compiler framework,

ii) leveraging existing and enabling new optimizations by offloading the polyhedral

model details to specialist libraries,

iii) decoupling polyhedral optimization from high-level languages, and

iv) overcoming analysis limitations by accepting optimization descriptions from

external tools or the user via an import/export facility (i.e., SCoP description

files).

In our empirical evaluation, we parse the exported reports to collect data on which

loops are considered parallelizable by POLLY. POLLY’s versioning system follows that

of LLVM (version 7.0.1 in our evaluation).

3.2.4 Idioms Technique

Constraint-based idiom recognition (which will be referred as “IDIOMS” in this thesis)

is a static compiler technique which automatically detects a wide class of reduction

operations [96, 95]. This allows us to extend the breadth of our comparison in relation

to the static tools used in our empirical evaluation.
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The IDIOMS technique uses a constraint-based approach to describe what constitutes

a reduction. To this end, it combines the results of other classic compiler data flow

analyses such as the Control Flow Graph (CFG), dominance analysis and SSA form to

formulate the conditions that need to be fulfilled for detection. The technique proceeds to

evaluate loop code piecewise and allows backtracking if only partial solutions are found

while there is still code that has not been considered. Following an intuitive approach in

the application of constraints, it avoids the exponential complexity associated with a

naive evaluation order.

The technique is implemented as a compiler pass in the LLVM infrastructure

(version 7.0.1), operating at the IR level. The constraints are specified using a custom

DSL embedded in C++, placed directly in the source of the pass. The parallel code

generation is using a pthreads implementation which we were not able to use. Instead,

we opted to parallelize the reported loops using OPENMP.

3.2.5 DiscoPoP Technique

DISCOPOP [159] is a dynamic technique that aims to discover pipelines, task and loop

parallelism operating in two phases. During the first phase, it places instrumentation

calls for profiling memory accesses and control flow during execution. In the second

phase, it builds a dynamic PDG based on the collected profiling information. Then, this

graph is transformed to another condensed graph consisting of nodes that do not contain

parallelization-inhibiting read-after-write dependences internally. These condensed

nodes are termed Computation Units (CUs) in DISCOPOP’s internal representation and,

in essence, correspond to read-compute-write patterns.

DISCOPOP uses the resulting CU graph for parallelism detection at various granu-

larity levels. At loop level, it tries to determine the absence of loop-carried dependences

and, thus, identify DOALL parallelism. For the discovery of parallel tasks, the CU

graph is further condensed to SCCs, chains of SCCs (i.e., nodes connected one after

the other, without branch or join points). Additional graph partitioning techniques (e.g.,

a min-cut algorithm) are applied to discern groups of parallelizable tasks. Lastly, a

template-matching approach is used to detect pipelines.

DISCOPOP is implemented in LLVM (version 3.3) and it was evaluated in the

same version of the NPB suite (version 3.3) that we use for our empirical evaluation.

In our comparison we used DISCOPOP’s results from [159] in combination with

profiling traces from its execution over the NPB suite, which we obtained after private
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communication with the authors.

3.2.6 Dependence Profiling Technique

DEPENDENCE PROFILING [248] is the technique closest to the profiling approaches in

the techniques used in this thesis and it is extensively described in [246]. DEPENDENCE

PROFILING has been used in combination with an ML-based parallelization mapping

approach and in the extraction of hierarchical pipeline parallelism from sequential

applications [247].

In our experiments, we used the results presented in [248], since we did not have

access to a working implementation. The initial prototype was developed in the com-

mercial COSY [8, 242] compiler toolchain.

3.2.7 Parallelization with OpenMP

OPENMP is a shared-memory Application Programming Interface (API) which aims to

facilitate shared-memory parallel programming with an emphasis on efficiency, porta-

bility and user-friendliness [50]. It is published as a specification and implemented as a

language extension, allowing the user to insert annotations in the source to direct parallel

compilation and operation with an OPENMP-supporting compiler [188]. OPENMP’s

success in industry and academia can be attributed to these factors [50]: i) emphasis on

structured parallel programming, ii) comparative easy of use, iii) wide adoption, and

iv) following community-driven design and development, allowing timely addition of

features and implementation releases on broad variety of multicore architectures.

We use OPENMP for parallel code generation due to the following reasons:

i) Some of our benchmarks (Section 3.3.1) have already manually parallelized

versions in OPENMP, giving an upper bound of the potential parallel performance

that can be achieved.

ii) All the compiler toolchains used in our experiments offer a mature OPENMP

implementation.

iii) It was relatively uncomplicated to convert the parallelization suggestions of other

tools, which emit parallel code using other models, to OPENMP for a uniform

comparison (e.g., IDIOMS used PTHREADS).
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1 # pragma omp for reduction(+:sum)
2 for (i = 0; i < N; ++i) {

3 sum += array[i];

4 }

Figure 3.1: A simple reduction loop parallelized using an OpenMP pragma directive.

Under the hood OPENMP consists of: i) compiler support of directives, ii) a library

realizing the specification API via function calls which control execution-time behavior

of threads, and iii) a set of environment variables that can configure and influence its

execution-time operation. An OPENMP-enabled compiler must recognize, validate,

and translate OPENMP directives according to their semantics in order to generate a

multithreaded program. The flexibility of the compiler support allows easy integration

with source languages (e.g., pragma preprocessor statements in C/C++ and metadata in

LLVM IR). The directives map to work-sharing constructs that are implemented by the

runtime library, and allow users to:

i) create teams of threads for parallel execution,

ii) specify how work is shared among them,

iii) declare both shared and private variables, and

iv) synchronize threads.

The environment variables can be used to control execution features such as, for example,

the number of available threads or their scheduling policy [191]. OPENMP adheres to

the fork-join model of execution. The fork-join model is a versatile execution pattern

which subdivides a problem to subparts recursively and can be used for both regular

(e.g., a map pattern) and irregular parallelization (e.g., a divide-and-conquer strategy).

New serial execution control flows (i.e., threads) are created at specified fork points

by splitting up an existing thread into two or more threads. Conversely, two or more

execution threads are merged together at a join point. It is important to note that the

execution model describes the desired parallel behavior and omits any implementation

details on how a library may achieve this on a specific Operating System (OS) or

architecture [124].

Figure 3.1 presents an example use of OPENMP for the parallelization of simple

loop. This directive denotes a for loop and specifies a reduction variable (sum) that
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is built using the addition operator (+). The programmer does not need to specify

how to assign the execution of the iterations to threads or the manage the reduction

(i.e., maintain the partial sums and their final accumulation and assignment to sum).

Typically, this is internally implemented by privatizing the variables (Chapter 2) that

are indicated as the accumulators of the reduction operation by the pragma statement.

Moreover, all data are shared by default in the OPENMP memory model, thus giving all

threads access to the elements of the array variable. Lastly, at the end of the loop (after

line 4) there is an implicit synchronization barrier for this parallel region, meaning that

no thread can progress until all other threads have reached that program point. All these

details are left to be carried on by the OPENMP compiler and runtime.

Our empirical evaluation aims at the parallelization of loops, hence we make ex-

tensive use of OPENMP’s for work-sharing construct, following similar code gener-

ation methodology as described in [248]. We use OPENMP version 4.5 and INTEL’s

OPENMP runtime library for all executions in our experiments. This allows to inten-

tionally avoid any effects in performance due to differences in implementation details

among libraries [125].

3.2.8 Generalized Iterator Recognition Analysis

In the course of the work described in this thesis, we have developed generalized iterator

recognition, a compiler-based, supporting analysis for the recognition of loop iterators

over a wide class of loops [166]. Generalized iterator recognition allows us to identify

the instructions in a loop that contribute to advancing the iteration (i.e., the “iterator”

code); in other words, the instructions that contribute to and determine if the loop exit

conditions are satisfied or not per iteration. All the remaining instructions in the loop

are characterized as the loop’s “payload”. This intuitive description of loop iterators is

the core of our generalized iterator recognition analysis.

In compilers, iterators have been typically associated with structured for loops

where the iteration proceeds over a set of integer values by a fixed amount (i.e., it

is an induction variable). This allows easy identification (e.g., pattern matching),

normalization of lower/upper bounds and step count [7], further exploitation in other

models such as dependence and the polyhedral analysis (Chapter 2), and enabling other

optimizations (e.g., induction variable elimination) [177]. However, there is a wider

range of iterator idioms as a result of the abundance of programming languages, styles

and APIs.
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1 int i = 0;

2
3 while (i < N) {

4 array[i] = ...;

5 ++i;

6 }

(a)

1

3

4

5

(b)

Figure 3.2: A simple while loop (left) and the corresponding SCC condensation of
its DDG (a PDG without control dependences for simplicity) (right). Each node’s
number corresponds to the statement at that source line number. Generalized iterator
recognition analysis will mark the nodes inside the dotted node, which is an SCC node
that contains more than one PDG node, as “iterator” code.

The analysis uses dependences to generate a PDG of a loop and, then, condense

the nodes to SCC nodes. The SCC node with no incoming edges and a loop-carried

dependence of distance 1 is marked as the “iterator” code. Figure 3.2 presents a

minimal example of a loop and its corresponding condensed PDG. The analysis can

also incorporate profiling information from a program’s executions in order to build a

dynamic PDG with may-dependences disambiguated.

We have implemented our generalized iterator recognition as an external (i.e., out-of-

source) compiler pass based on the LLVM compiler infrastructure (version 7.0.1) [264].

Our current prototype implementation is able to mark the “iterator code” of a loop

as: i) in-memory LLVM IR instructions, ii) embedded metadata in LLVM IR, and

iii) exported as text in JavaScript Object Notation (JSON) format. Apart from the work

in this thesis, our generalized iterator recognition has been utilized in other research

projects such as rejuvenating legacy parallel code to patterns [164] and extracting code

features in a ML-based parallelization assistant. It has also been considered for future

inclusion in research-oriented compilation frameworks [169].
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Figure 3.3: Overview of KLEE’s architecture.

3.2.9 KLEE Symbolic Execution Tool

KLEE [44] is a symbolic execution tool built on the LLVM compilation framework

that automatically generates test case for programs that can heavily interact with their

environment. The main goals of KLEE are:

i) achieve high code coverage (i.e., execute every instruction in the program), and

ii) detect potential dangerous operations (i.e., bugs such as out-of-bounds pointer

dereference) if there are any input values that would trigger them.

KLEE, at its core, consists of:

i) A symbolic engine which:

• parses and executes symbolically LLVM IR,

• generates constraints that describe exactly the set of values at a given execu-

tion state/path, and

• offloads constraints for resolution to an external constraint solver.

ii) Environment models which describe the semantics of interactions with executing

programs environment (e.g., command-line arguments, environment variables,

file I/O, system calls, etc.).

In other words, KLEE operates as hybrid combination of an OS for symbolic processes

and an interpreter. The modelling of an application’s environment and its interactions

with the OS (i.e., system call API) is implemented via a modified version of the UCLIBC

library [254], a minimalistic implementation of the C standard library. Internally, KLEE
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strives to compact state representation, optimization of constraint query representation

and path selection strategies. A high-level overview of KLEE’s architecture is presented

in Figure 3.3. We describe how symbolic execution is performed with an example

in Chapter 4.

In our experiments we use KLEE version 1.4.0.0 (built on top of LLVM version

7.0.1) and its default constraint solver (STP [91]).

3.3 Benchmarks

3.3.1 NAS Parallel Benchmark (NPB) Suite

The NPB benchmark suite is named after the NASA Advanced Supercomputing Di-

vision where they have been developed and maintained since 1991 for the evaluation

of highly parallel supercomputers [19]. Through the years the suite has been regularly

updated with new applications, kernels and data sets to reflect the evaluation needs

of contemporary parallel architectures. We are using version 3.3 in this thesis, which

consists of 10 applications which implement representative algorithms from the field of

Computational Fluid Dynamics (CFD). The NPB suite is used in industry and academia

in a wide variety of studies, such as comparing parallel programming models [227]

or describing specific implementation and their performance [130]. Moreover, NPB

provides a diverse set of different implementations in OPENMP, MPI, Fortran and

Java. We use the version of the suite that is written in C for our empirical evaluation

and is based on [224] (version SNU 1.0.3).

The most desirable attribute of the suite for our studies is that it includes both a

sequential and manually parallelized versions of each program. In our experiments

we use the parallel version based on an OPENMP shared memory implementation to

derive: i) an upper bound of what is possible to detect and exploit as parallelizable,

and ii) an upper bound of the optimal speedup that can be achieved by parallelization,

according to expert developers with deep knowledge of the algorithms and the program

implementations. The aim of the experts has been to exploit coarse-grain parallelism

that might encompass multiple loops, in large code sections. Since our evaluation in

this thesis is considering loops, where a large part of an application’s execution time is

typically spent, we have adapted the parallelism to the enclosed loops. This allows us

to compare our techniques against the upper bound of both loop-level parallelism and

beyond as presented in Chapter 5.
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Table 3.1: Source code details of the applications in the sequential version of the NPB
benchmark suite.

Benchmark Lines of Code (LOC) Loops Loop Nests

(#) (#) (#)

BT 2676 182 52

CG 548 47 26

DC 2715 105 37

EP 166 9 7

FT 606 42 16

IS 464 16 12

LU 2428 186 63

MG 879 81 38

SP 2127 250 53

UA 5768 479 157

Total 18377 1397 461

We present a breakdown of the LOC and loops contained in each sequential applica-

tion in Table 3.1. A brief description of each application follows:

i) BT (Block Triagonal): an application that solves a synthetic system of non-linear

Partial Differential Equations (PDEs) using a block (of size 5×5) triagonal solver

for CFD codes.

ii) CG (Conjugate Gradient): a kernel using the conjugate gradient method to

compute an approximation to the smallest eigenvalue of a large, sparse matrix

employing unstructured matrix multiplication.

iii) DC (Data Cube): a data-intensive application that implements the data cube

operator [36] over an arithmetic data set. Data cube is a common operation in

data mining and database systems where it is used to compute view of multidi-

mensional data sets. It primarily aims to help in the evaluation of the memory

hierarchy of systems and data movement across it [89].

iv) EP (Embarrassingly Parallel): a kernel which evaluates an integral using a Monte

Carlo method, generating pseudorandom numbers. It requires almost no inter-

processor communication, and thus exemplifies the potentially attainable upper

bound of parallel performance on an architecture.
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v) FT (Fourier Transform): a 3D PDE solver using Fast Fourier Transforms (FFTs),

common in spectral methods.

vi) IS (Integer Sort): a kernel that performs a bucket sorting operation.

vii) LU (Lower-Upper): an application like BT which uses a lower-upper symmetric

Gauss-Seidel solver.

viii) MG (MultiGrid): a kernel that uses the multigrid method to solve a 3D discrete

Poisson equation.

ix) SP (Scalar Pentagonal): an application like BT which uses a scalar pentagonal

solver.

x) UA (Unstructured Adaptive): an application which solves a heat equation with

convection and diffusion from moving ball. It features an unstructured adaptive

mesh, displaying dynamic and irregular memory access.

We applied the flags presented in Table 3.2 for the compilation of the benchmarks.

The main objective of the two option groups is to preserve as many loops as possible

throughout the compilation pipeline and in the final compiled output, without hindering

the power of analysis and the efficacy of parallelism mapping. Thus, we enable the

majority of optimization passes (optimization level O2), while we disable vectorization

and loop unrolling. In addition, we enable ICC’s more aggressive parallelization dis-

covery heuristics that operate using information from interprocedural optimization (the

-parallel and -ipo flags, respectively) and processor-specific mappings (-xcorei7

and -axcorei7). We obtained a single LLVM IR archive for each application that had

to further go through a LLVM-based compilation pipeline in order to reduce any differ-

ences that occur due to phase ordering [13]. Any further additions, modifications or

exceptions to the compilation options are discussed on a per-case basis in the remainder

of the thesis.

3.3.2 Applications using Pointer-Linked Data Structures

We use a wide variety of benchmarks that employ PLDS-based loops for the empirical

evaluation of our techniques in this thesis. These range from industry standard suites,

such as SPEC CPU2000 [109] and SPEC CPU2006 [110], to standalone open source

scientific applications. We provide a brief description of each application in this section.
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Table 3.2: Options per toolchain that were applied during the compilation of applica-
tions in the sequential version of the NPB benchmark suite.

Compiler Options

CLANG/LLVM-based

-O2

-fno-vectorize

-fno-slp-vectorize

-fno-unroll-loops

INTEL ICC

-O2

-no-vec -unroll=0

-parallel -ipo -mcmodel=medium

-xcorei7 -axcorei7

-g -rdynamic

i) 429.mcf (source: SPEC CPU2006): an integer benchmark application that solves

the problem of vehicle scheduling in mass transportation using a network simplex

algorithm (combinatorial optimization). The task is formulated as a large-scale

minimum-cost flow problem employing a custom binary tree data structure. Each

tree node contains links (i.e., pointers) to the predecessor node and the two

children nodes, and the left/right sibling nodes (if any).

ii) 300.twolf (source: SPEC CPU2000): an integer benchmark application which is

a simulator for deriving an optimal area layout (placement and routing) of chip

components. Components are modelled as doubly-linked list nodes.

iii) em3d (source: Olden [47, 48]): an application that simulates the propagation of

electro-magnetic waves in an object in 3 dimensions. It uses an irregular bipartite

graph to represent electric and magnetic field values, each a separate node.

iv) mst (source: Olden): an application that computes the minimum spanning tree of

an n-node graph.

v) bh (source: Olden): an application that solves the N-body problem, represented as

an n-node tree, using hierarchical methods (Barnes-Hut).

vi) perimeter (source: Olden): an application that computes the perimeter of a set of

quad-tree encoded raster images.
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vii) treeadd (source: Olden): an application that adds the values in a balanced, binary

tree data structure.

viii) BFS (source: Lonestar [149]): an application implementing a breadth-first search

traversal over a graph.

ix) ks (source: PtrDist [15]): an application that performs graph partitioning via the

Kernighan-Lin, modified Kernighan-Lin, or Kernighan-Schweikert algorithms.

x) hash (source: Shootout [241]): an application that performs hash operations.

xi) spmatmat (source: SPARK00 [258]): an application that performs a sparse matrix-

matrix multiplication operation. The matrices are implemented using adjacency

linked lists.

xii) water-spatial (source: SPLASH3 [217]): an application that evaluates forces

and potentials that occur over time in a system of water molecules. The water

molecules are arranged in a uniform three-dimensional grid of cells. Each particle

is represented as a node which can access (via pointers) N other nodes that

constitute its neighborhood using a singly-linked list. These neighborhoods also

form nodes in a larger singly-linked list that encapsulates the whole problem

domain.

xiii) otter (source: FOSS): a theorem prover for first-order logic making use of singly-

linked lists.

xiv) ising (source: community [269]): a kernel implementing a condensed matter

physics program using the ISING model. Particles are modeled as nodes in a

singly-linked list.

3.4 Hardware Setup Configurations

All our execution experiments were conducted on an INTEL Xeon Gold 6154 (Skylake)

CPU with 72 cores, running at 3 GHz with 540 GB RAM on Ubuntu 18.04.4 LTS (Linux

kernel 4.15.0–91).
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3.5 Summary

In this chapter we described the range of tools, benchmarks and hardware setup config-

urations used in the remainder of this thesis for the empirical evaluation studies. In the

next chapter, we begin our examination of liveness-based commutativity using symbolic

execution.



Chapter 4
Liveness-based Commutativity

Analysis using Symbolic Execution

We now start our study of the use of commutativity instead of dependence analysis for

the parallelization of legacy sequential code. In this chapter, we present and motivate

our concept of commutativity which is based on the liveness of variables in a code

region of interest. Our liveness-based commutativity overcomes a lot of the limitations

of previous descriptions of commutativity targeting parallelization (Chapter 2), while

preserving and getting inspiration from their best features.

We investigate the potential of implementing a practical analysis based on liveness-

based commutativity in a hybrid static/dynamic context. To this end, we apply an

analysis based on symbolic execution, which allows us to describe and assess the

required conditions for determining the commutativity of code regions.

We begin the chapter presenting the background of our investigation in Section 4.1

and introduce our concept of commutativity in Sections 4.2 and 4.3. Then, we continue

by motivating our approach in Section 4.4 and describing its combination with symbolic

execution in Sections 4.5 and 4.6. Section 4.7 outlines a technique based on symbolic

execution and Section 4.8 presents our case studies. We conclude in Section 4.9,

summarizing the obstacles that symbolic execution poses to the creation of a practical

analysis for the parallelization of real-world applications. These realizations inform the

approach presented in Chapter 5.

Part of this chapter is based on the work in generalized iterator recognition [166]

for which I partly contributed to its inception, implementation design and conducting

experiments.

55
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4.1 Introduction

As we have discussed in Chapter 1, extracting and exploiting parallelism is essential to

maximizing the performance of legacy sequential code on modern multicore systems.

While an attractive proposition, compiler-based parallelization techniques have largely

failed to deliver the much-needed boost in application performance outside a narrow

domain of scientific codes [7].

Over the last few decades, dependence analysis has grown to be an essential en-

abling component of the analyses and transformations offered by parallelizing compilers.

Recent work has identified inherent limitations in the expressiveness of dependences

to model program operations [180]. This is mainly due to the inherent inability of

dependence analysis to prove that violating certain relations between memory locations

does not always affect program results [255, 172, 209]. Or, to put it another way, some

dependences are safe to violate (e.g., in the case of a reduction operation). There-

fore, this leads to over-approximating (i.e., sufficient but not necessary) assumptions

regarding program functionality that inhibit detection of further available parallelization

opportunities.

A promising approach to overcome the limitations of dependence analyses is the use

of commutativity analysis [211, 3, 266]. In a nutshell, commutativity analysis detects

code regions whose order of execution can be exchanged without altering the program

outcome. Prior uses of commutativity have either been applied in a limited manner [38]

or expressed within restricted models of computation [211, 3], thus failing to expose

the full potential of such an analysis.

In this chapter, we present a new notion of commutativity based on the liveness of

operations, which relaxes the strict data dependence constraints imposed by traditional

parallelization approaches. Our key insight is that some of the detected dependences

are not, in fact, fatal to parallelization, and therefore cause some loops to be needlessly

discarded. Instead, liveness-based commutativity analysis focuses on the more crucial

issue of whether any such dependences have a detectable effect on the eventual result.

We have also introduced an adaptation of this concept for loop constructs, since often

these are code regions where applications spend most of their execution time.

Our objective is to explore the capacity of a practical analysis using liveness-based

commutativity in extending the scope of automatic parallelization, while avoiding

the usual limitations of a purely static system (Chapter 2). As such, an important

aspect of our approach is the potential of using a combination of static and dynamic
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information to model program inputs and outputs. For this, we employ symbolic

execution which is a technique that models program values as classes of data, i.e.,

symbolic values, and represents the result of the computations over them as symbolic

expressions and functions of their input [145, 45]. This enables reasoning about higher-

level program properties (e.g., complex assertions) and has found extensive use in

software testing. Consequently, we develop an approach based on symbolic execution

to verify commutativity by testing equivalence on program outputs (i.e., live-outs),

and ultimately parallelizability of loops. However, symbolic execution is associated

with certain innate scalability challenges. We examine the limitations and impact

that these characteristics have in the applicability of our liveness-based commutativity

analysis with our case studies on loops taken from real-world applications. These

results, subsequently, inform our approach in Chapter 5.

4.2 Liveness-Based Commutativity

We have already discussed a number of different notions of commutativity for paral-

lelization [211, 3] in Chapter 2. In this section we give a synopsis of the main previous

concepts of commutativity from the literature and continue to briefly describe the basic

concepts and building blocks of our liveness-based commutativity [266].

Separability-based commutativity considers computations as separable operations

on objects, where their semantics are clearly defined by the programmer. Thus, having

a well-defined description of operations, the compiler is able to determine the effects of

operations and reason about commutativity in this restricted programming model.

Output-based commutativity determines if invocations of a single candidate function

commute, using a technique supported by abstract interpretation to model its inputs and

follow its result over the use-def chain (i.e., recursively following readers of readers).

The key idea behind our concept of commutativity based on liveness [266] is to

restrict commutativity requirements to only those variables which are live-out at a

region of interest. This allows for the separation of transient variables and associated

computations, whose values are not used anywhere later in the code to be relaxed.

The objective of our definition of commutativity is to combine the best aspects

from existing commutativity concepts. From separability-based commutativity we

incorporate the expressive power to reason about any two (or more) regions of code,

while avoiding its practical restrictions. We adopt the idea to only consider values

“live-out” at the end of candidate regions from output-based commutativity, but not limit
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our analysis to invocations of a single function at a time. We define commutativity

as a binary relation over regions of code and only require equality of observable state

leaving the candidate code regions (i.e., live-out and live-through sets and values).

Hence, liveness-based commutativity does not require exact matches for the contents

of intermediate, dead variables. Or, in other words, temporary results from interme-

diate computations are not required to contain equal values with respect to sequential

execution.

This definition of commutativity allows us to build upon well-established compiler

techniques such as liveness analysis (live-in, live-through and live-out variables) for

capturing the active elements of computations, and Single Entry Single Exit (SESE)

regions, for selecting candidate regions [177, 60, 2]. Moreover, by utilizing basic

compiler concepts, it is less tied to specific implementation details, while still allowing

the use of other analyses and information, if profitable, and adjusting the granularity of

the candidate SESE regions.

Definition 4.2.1 (Liveness-based Commutativity of Regions). Two SESE regions R1

and R2 are commutative iff:

1. (a) R1 6= R2 are canonical SESE regions both contained in the same maximal

SESE region, and R̂ is the smallest such maximal SESE region, and R1 is

not contained in R2 (and vice versa), and all variables and their values in the

set of live-outs of R̂ are the same for any execution order of R1 and R2; or

(b) R1 = R2 (i.e., “R1 is commutative with respect to itself”): R1 is a maximal

SESE region contained in another SESE region which contains a direct

control flow path from the exit of R1 back to its entry, and R̂ is the smallest

such containing region, and all variables and their values in the live-out set

of R̂ are the same for all executions of R1.

2. The values in the live-through set of R1 and live-through set of R2 are unaffected

by the execution order of R1 and R2.

Note that the definition does not make any claims about control flow within a region,

thus any SESE region may contain one or more function calls, and we do not require for

commutative regions to be immediate control flow predecessor/successor pairs. In fact,

the definition is general enough that it does not necessitate any other relations among

statements in a region (e.g., read-write constraints or affine accesses), therefore giving

us flexibility in implementation, as mentioned earlier in this section. If a function call
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has side effects that are not commutative, then this will impact its set of live values, thus

being detected with respect to the above definition. In this thesis, we ignore functions

with I/O side effects (e.g., printf) as this has been the focus of prior work [84], where

I/O related dependences are broken and extensive use of I/O buffering in special helper

threads is used.

Loops are the focal point of our empirical evaluation in this thesis, since programs

usually spend the majority of their execution time in such code constructs. In the

following section, we refine the concept of commutativity presented here for loops and

related to clause 1b from Definition 4.2.1. Intuitively, this means that we can treat the

body of loop as a SESE region and test its intra-iteration invocations for commutativity.

Moreover, we seek to examine possible implementations of a practical liveness-

based commutativity for loop parallelization, thus we examine potential prototype

implementations by composing static and dynamic analyses and information. Lastly,

commutativity based on liveness was previously considered as part of a formal charac-

terization of parallel algorithmic skeletons [266]. We return to this issue in Chapter 6,

after having concluded our evaluation of potential implementations in this and the

next chapter, and propose a new methodology for the challenge of finding instances of

potential parallel algorithmic skeletons.

4.3 Liveness-Based Loop Commutativity

The notion of commutativity has a natural interpretation for loops: a loop is com-

mutative if rearranging its iterations preserves the semantics of the original program.

In other words, in the spirit of the Item 1b, we can treat the body of a loop as a SESE

region. Figure 4.1 gives an example of how a simple loop would be considered for

commutativity based on different execution orders of its body.

This section introduces and formalizes the notion of loop commutativity both for

the specific case (single executions) and for the universal case (all possible executions),

and refines it using liveness information as described in the previous section.

We denote a given loop L with an original iteration space I (a sequence of iterations)

as LI , and the memory state resulting from an execution of that loop over a specific

input x as LI(x). Loop LI is commutative w.r.t. a given input x and a permutation π of I

iff executing Lπ(I) on x produces the same output:

LI(x) = Lπ(I)(x), (4.1)
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1 for (i = 0;

2 i < N;

3 ++i) {

4 sum += array[i];

5 }

(a)

1

2

4

3

(b)

1'

2'

4'

3'

2''

4''

3''

iteration 0

iteration 1

...

(c)

Figure 4.1: A small loop (top) and its corresponding body as a SESE region (dashed
rectangles) when considered statically (bottom left) and during execution (bottom
right). The loop initialization, continuation test and update step components are
separated to multiple lines in the source code to help clearly identify the flow of
control.

and universally commutative iff it is commutative for all possible inputs of L and

permutations of I:

LI(x) = Lπ(I)(x) ∀x∀π. (4.2)

As discussed in the previous section, requiring the memory state resulting from the

execution of the original and the permuted loop to be identical is overly conservative,

and can be relaxed by limiting the comparison to the variables that are live-out of the

loop. This observation gives rise to the notion of liveness-based loop commutativity.

We denote the live-out set of variables of a loop L as live-out(L), and the comparison

of a subset V of the variables in two loop executions L(x), L(y) as L(x) =live-out(L) L(y).

A loop LI is live-commutative w.r.t. a given input x and a permutation π of I iff it is

commutative w.r.t.=live-out(L). Universal live-commutativity is similarly defined. Unless
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1 for (i = 0;

2 i < N;

3 ++i)

4 {

5 // these next 3 instructions
6 // essentially perform:
7 // sum += array[i];
8 tmp1 = array[i];

9 tmp2 = sum;

10 sum = tmp1 + tmp2;

11 }

(a)

1

2 9

3

8

10

LC LC

LC: Loop-Carried

(b)

Figure 4.2: A simple loop performing a reduction operation over an array (left) and its
corresponding DDG (right). Each graph node’s number corresponds to the statement
at that source line number. The loop reduction is separated to multiple intermediate
instructions in the source code to help clearly identify the memory operations. The
dashed edge represents the cross-iteration parallelization-inhibiting dependence.

otherwise stated, the rest of the thesis refers to live-commutativity as just commutativity.

Different loop commutativity analyses with varying scalability-precision trade-offs

can be naturally derived from the above definitions. Universal commutativity of a loop

L can be examined statically by making the input and permutation domains symbolic

and proving that no combination of input and permutation leads to different values for

the live-out variables of L.

4.4 Motivating Examples

Figure 4.2(a) presents a simple scalar reduction over the elements of an array

written in C. Briefly, a reduction operation combines every element in a collection into

a single element using an associative combiner function. The combiner function in

this code example is the addition operation. Reductions have been long studied in

the literature [133, 87] and it is known that the associativity of the reduction operator

enables different execution orderings. The parallelization of a reduction requires the

provision of buffers to store the intermediate results from the constituent threads that

perform the partial computations over subsets of the input. This is typically handled with

a privatization transformation (Section 2.4.6) which makes sure that isolated temporary
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1 for (i = 0; i < N; ++i) {

2 // conditional branch creates
3 // control dependence
4 // on reduction variable
5 if(max < array[i])

6 max = array[i];

7 }

Figure 4.3: A simple loop finding the maximum value in an array.

storage is supplied to each thread.

However, detecting reductions is a challenging task for parallelizing compilers. The

main issue lies with the dependence analysis that compilers use to model program

statement relations. In our example in Figure 4.2(a) there is a loop-carried dependence

due to the read occurring after the write (i.e., RAW dependence) at the reduction

variable sum. This is highlighted by the dashed dependence arrow of the DDG of the

same loop in Figure 4.2(b).

Compilers such as INTEL ICC or the LLVM polyhedral compilation framework

POLLY fail to detect this simple code as parallelizable. In most cases, compiler writ-

ers are handling reductions by providing a tailored custom approach (e.g., pattern

matching [205]) or extending their representation model with a narrow definition (e.g.,

“reduction-like” computations [72]). [72] extends POLLY by defining reductions based

on computation properties (e.g., operator associativity) and chains of dependences

relations among instructions in a candidate region. This permits POLLY to describe the

example of Figure 4.2(a) as an affine relation and parallelize it.

Despite such extensions and additions, detection of reductions remains fragile and

newer tools opt to skip it [176]. Consider the example in Figure 4.3 that computes

the maximum of a list of integers in an array. The max operation (often provided as a

built-in or primitive operation) is associative and can, obviously, also be parallelized.

However, when written imperatively, it challenges parallelization based on dependence

analysis since this form adds a control dependence to the reduction variable due to its

participation in the if condition.

On the other hand, using commutativity based on liveness enables us to discover

parallelism that escapes traditional dependence analysis. Based on the definitions we

presented in the previous section, we model and capture the live-in and live-out values

of a candidate loop and determine if the contents of the latter (i.e., the live-outs) remain
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the same after we permute the loop’s iteration order. The key idea is that if the live-outs

remain unaffected, in other words, the loop is found to be commutative, then we can

execute it in parallel. Regions are commutative and can be executed in parallel, subject

to synchronization of accesses to shared variables.

For the examples in Figures 4.2 and 4.3, this means that we can direct our attention

to the variables sum and max that hold the useful results from the computations of these

loops. We avoid the complications that arise from the overly restrictive program view of

dependence and avoid the issue of explicitly expecting or modelling program properties

at the instruction-level (i.e., associativity).

4.5 Operation of Symbolic Execution

In this section, we provide an example of the steps followed during the symbolic

execution of a program. We use KLEE [44] as our symbolic execution engine. KLEE’s

architecture and design goals were presented in Chapter 3. We also gave a synopsis of

the symbolic execution literature related to this thesis in Chapter 2. Briefly, symbolic

execution allows the execution of multiple paths using symbolic input (i.e., a class of

values) while maintaining a symbolic state. The symbolic state of a program consists

of symbolic values bound to variables and constraints on them. Symbolic program

execution starts with no constraints and incrementally generates them upon branches

when their decisions are dependent on symbolic input.

Consider again the max reduction motivating example from Figure 4.3 and assume

that it operates on a small, statically known (i.e., concrete) array of values. Initially,

we represent the contents of variable max with the symbolic value x. Then, executing

the next program statement, such as the if condition if (max < 6) for state A, will

create two new states depending on whether the condition is true or not (state B and

E respectively in Figure 4.4). This will also update the maintained path constraints C,

program store S and next program statement P to be executed by the symbolic engine.

Whenever a branch is reached, the engine checks if the outcome on either side is feasible

before proceeding to explore it.

Note that each execution path has its own path constraint expression at the end

(i.e., upon loop exit). Symbolic execution is able to succinctly represent input classes

and, together with the initial input, it can provide a transfer function that determines

the current state. Another benefit of this approach is that it can handle a mix of both

concrete and symbolic values and move from one to the other depending on the path
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A

S = { max = x }

P = { if (max < 6) }

C = { true }

E

S = { max = x }

P = { if (max < 1) }

C = { x >= 6 }

B

S = { max = 6 }

P = { if (max < 1) }

C = { x < 6 }

x < 9 => max = 9

G

S = { max = x }

P = { if (max < 9) }

C = { x >= 6}

C

S = { max = 6 }

P = { if (max < 9) }

C = { x < 6 }

D

S = { max = 9 }

P = {  }

C = { x < 9 }

H

S = { max = 9 }

P = {  }

C = { x < 9 }

K

S = { max = x }

P = {  }

C = { x >= 9 }

x < 9 => max = 9 x >= 9 => max = x

Error
C = { x >= 6 && x < 1}

Figure 4.4: Symbolic execution tree of loop from Figure 4.3. Each rectangle represents
an execution state consisting of the current value store S, the next program statement
to execute P and the path constraints C. Each tree level (except the top) corresponds
to a loop iteration invocation for the input array [6, 1, 9].

exploration and available values. For example, in Figure 4.4, the value of variable max is

set to a concrete value for paths A to D and A to H, while it remains symbolic at the end

of the path from A to K. Moreover, additional constraints can be inserted in the program

which can influence the construction of path constraints (e.g., the programmer might

know that a certain variable can never acquire a certain value down a specific path).

Lastly, a symbolic execution engine allows the evaluation of assertions, essentially

discovering classes of inputs that might cause an assertion to fail at a program point,

thereby avoiding the pitfalls of testing with random or hand-picked values.

KLEE is able to evaluate assertions by interpreting the standard C library call to the

assert function. It also offers intrinsics (special functions) to offer functionality that is

useful in the context of symbolic execution. We make use of the klee_make_symbolic
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function, which declares a variable as symbolic, and the klee_assume, which takes

a condition as an argument and is used to constrain the values of symbolic variables

down the path where it is inserted.

1 int reduce_max(int reverse_iteration_order, int *array, int size) {

2 unsigned i = 0;

3 int max = INT_MIN;

4
5 if (!reverse_iteration_order) {

6 /* original iteration order */
7 for (i = 0; i < size; ++i) {

8 if (max < array[i])

9 max = array[i];

10 }

11 } else {

12 /* reverse iteration order */
13 for (i = size - 1; i >= 0; --i) {

14 if (max < array[i])

15 max = array[i];

16 }

17 }

18
19 return max;

20 }

21
22 int main() {

23 int array[32];

24 int max1 = INT_MIN, max2 = INT_MIN;

25
26 klee_make_symbolic(array, sizeof(array), "array");

27
28 max1 = reduce_max(0, array, sizeof(array));

29 max2 = reduce_max(1, array, sizeof(array));

30
31 /* crosschecking */
32 assert(max1 == max2);

33
34 return 0;

35 }

Figure 4.5: Symbolic crosschecking example of the reduction loop from Figure 4.3.



66 4. Liveness-based Commutativity Analysis using Symbolic Execution

4.6 Symbolic Crosschecking of Commutativity

In Section 4.3 we described our notion of liveness-based commutativity for loops. We

consider a loop commutative if, after reordering its iterations, the values of its live-out

variables remain the same. In this section, we briefly describe how we utilize symbolic

execution to allow us to combine a mix of symbolic and, where available, concrete

values, and exploit its systematic exploration of execution paths for arbitrary sections of

code to test liveness-based commutativity conditions.

Our approach, inspired by [59], aims to execute a candidate loop using various

iteration orders and verify that the resulting contents of the live-out variables from these

reorderings are equivalent, i.e., crosscheck their results. Using our motivational max

reduction example from Figure 4.3, a possible implementation of this crosschecking

technique is presented in Figure 4.5.

The reduction operation has been wrapped in the function named reduce_max and

duplicated under each branch of the if/else conditional. This function returns an

integer value (i.e., the result of the reduction) and accepts three arguments: i) the input

integer array over which reduction is performed, ii) its size iii) reverse_iterator_-

order that controls the order of iteration.

The use of the main function is similar to that of a setup routine, often found in test

harnesses. The main starts with the declaration the input (array) and output variables

(max1, max2). The input is declared as symbolic (line 26) using KLEE’s intrinsic call.

Then, we call reduce_max twice in order to execute with the original iteration order

(line 28) and its reverse (line 29). Lastly, we compare the outcome of the two execution

orders (i.e., crosscheck) with an assertion (line 32) expecting their equality.

While this simple example captures the essence of our approach, it does not cover

concerns relating to aspects such as:

i) detecting and bounding the input values (i.e., the array variable),

ii) exploring paths, program coverage and scalability issues, and

iii) complex program features (e.g., global variables, pointers and aliasing, etc.).

Lastly, regarding our choice of crosschecking commutativity conditions against the

reverse iteration order of a loop, this is in response to the scalability concerns discussed

in Section 4.3 and it also relates with item ii) above. We discuss and explore these

concerns in the remainder of this chapter.



4.7. Symbolic Crosschecking Technique for Liveness-based Commutativity 67

Code Duplication
and

Output Comparison

Permutation
Array

Incorporation

Symbolic Inputs
and

Permutation Iterator
Constraints

Supporting Analyses
and

Transformations

Sequential
Loop

Concolic
Loop

Figure 4.6: Steps of our liveness-based commutativity technique using symbolic
execution.

4.7 Symbolic Crosschecking Technique for Liveness-
based Commutativity

The outline of our technique consists of the steps depicted in Figure 4.6. We also

provide source code examples of the transformations happening in each step to ease

comprehension in Figures 4.7 and 4.8. We conclude the section by describing and

addressing issues and limitations that directly affect our technique.

4.7.1 Approach

Our approach begins by applying liveness analysis on our candidate loop as presented

in Figure 4.7(a). During this step, we also perform a generalized iterator recognition

analysis in order to identify the loop statements that constitute its iterator [166]. Once the

live-out values are determined, the loop is duplicated and placed after the original loop

(line 10 in Figure 4.7(b)). The objective is to perform all the required transformations

over this duplicated loop which should implement the iteration reordering steps for

commutativity. Since we have the liveness information for both loops, we make the

necessary transformations to save the state of input and output variables for each loop

variable. Then, we add the assertions about the corresponding live-out variables of each

loop which should be satisfied after symbolic execution by KLEE.

Figure 4.7(a) depicts the original, unmodified candidate loop. This loop is extracted

into a separate function in order to sidestep the issue of limited code coverage associated
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1
2
3 for (i = 0; i < N; ++i)

4 sum += array[i];

5
6
7
8
9

10
11
12
13
14
15
16

(a) Original loop from Figure 4.2(a).

1 :int sum_shadow = sum;

2
3 for (size_t i = 0; i < N; ++i)

4 sum += array[i];

5
6 :int sum_ref = sum;

7 :sum = sum_shadow;

8
9

10 :for (size_t i = 0; i < N; ++i)

11 : sum += array[i];

12
13
14 :int sum_perm = sum;

15
16 :assert(sum_ref == sum_perm);

(b) Loop duplication and loop output com-
parison assertion.

Figure 4.7: Code output of the first two steps of our approach. The : sign indicates
a line added when compared to the code from the previous step.

with symbolic execution tools. However, for the description of our approach in this

section, we omit this step and assume the transformation has already taken place. We

discuss the decision to extract candidate loops in separate functions and concerns about

code coverage in Section 4.7.2.

Figure 4.7(b) presents the final code at the end of the first transformation step. The

duplicated loop is at line 10. The variables sum_shadow, sum_ref and sum_perm and

the associated assignments represent state saving before and after the execution of each

loop. They are the source-level approximation of the steps needed in the SSA form of

the LLVM IR. The variables sum_ref and sum_perm represent the result of the loop

from the programmer-intended and the permuted iteration order, respectively, which are

compared at the final assertion statement at line 16. The variable sum_shadow stores

the initial value of sum to restore it for the duplicated loop, so that both loops have the

same initial input values.

The last two steps of our approach are presented in Figure 4.8. We proceed by

introducing the code required to perform the permutation of iterations for the duplicated

loop (line 26). We create a permutation array (line 13) which is able to hold the
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iteration space of the loop under test. For this we utilize the information provided by

the generalized iterator recognition analysis performed at the first step of our approach.

We then transform the iteration control statements of the duplicated loop (marked with

the H sign) to use the contents of the permutation array to index each iteration.

The output of the last transformation step is presented in Figure 4.8(b). First, the

loop input and loop iterator variables, identified in the first step of our approach, are

made symbolic in lines 3 and 15, respectively. The array sizes are set to an arbitrary

upper bound since KLEE is unable to use symbolic sizes for memory allocations.

We further discuss this limitation in Section 4.7.3. Then, we apply constraints to the

permutation array between lines 19 and 24. The first klee_assume statement (line 20)

restricts each value in the permutation array within the iteration domain by requiring it

to be less than the upper bound. The second klee_assume statement (line 22) adds the

constraint which enforces the ordering of the array contents to be a permutation (i.e.,

pairwise different).

4.7.2 Dealing with Limited Code Coverage

Path selection and the strategy employed by a technique or a tool is a core operation in

symbolic execution (Chapter 2). These strategies prioritize the most promising paths to

be explored first, typically based on various heuristics and criteria that are tailored to

the purposes of a particular symbolic execution engine.

KLEE aims at maximizing code coverage (i.e., the number of LOC executed)

using distance metrics and assigning probabilities to branches based on their arity, path

length, times visited, etc. Missed paths result in possible erroneous conclusions, since

a symbolic execution engine cannot reason about paths which it does not process at

all [20].

In our approach, we take inspiration from the analysis used in [184] (although it

is aimed at detecting security vulnerabilities), which takes a compositional approach

examining first at a lower granularity (function level). It also resembles the dual

implementations (scalar and SIMD versions) subject to crosschecking used in the

technique described in [59]. We avoid starting symbolic execution from a program’s

default entry point (i.e., main function) and extract the loop nest under test into a

separate function, while still embedding it into the original application. This allows us

to:

i) use all the global context used in the loop and any other potential function calls,
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1 int sum_shadow = sum;

2
3
4
5
6
7 for (size_t i = 0; i < N; ++i)

8 sum += array[i];

9
10 int sum_ref = sum;

11 sum = sum_shadow;

12
13 :int p[N];

14
15
16
17
18
19
20
21
22
23
24
25
26 Hfor (int k = 0; k < N; ++k) {

27 : int i = p[k];

28 sum += array[i];

29 }

30
31 int sum_perm = sum;

32
33 assert(sum_ref == sum_perm);

(a) Insertion of permutation array.

1 int sum_shadow = sum;

2
3 :klee_make_symbolic(&array,

4 sizeof(array),

5 "a");

6
7 for (size_t i = 0; i < N; ++i)

8 sum += array[i];

9
10 int sum_ref = sum;

11 sum = sum_shadow;

12
13 int p[N];

14
15 :klee_make_symbolic(&p,

16 sizeof(p),

17 "p");

18
19 :for (int i = 0; i < N; i++) {

20 : klee_assume(p[i] < N);

21 : for (int j = i + 1; j < N; j++) {

22 : klee_assume(p[i] != p[j]);

23 : }

24 :}

25
26 for (int k = 0; k < N; ++k) {

27 int i = p[k];

28 sum += array[i];

29 }

30
31 int sum_perm = sum;

32
33 assert(sum_ref == sum_perm);

(b) Marking of symbolic inputs and applica-
tion permutation iterator constraints.

Figure 4.8: Code output of the last two steps of our approach. The : and H signs
indicate, respectively, a line added or modified when compared to the code from the
previous step.
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1 int N;

2 klee_make_symbolic(&N, sizeof(N), "N");

3 int array[N];

Figure 4.9: Allocation of an array using a symbolic value for its size.

and

ii) specifically select this extracted function as our program entry point (via KLEE’s

option -entry-point=FUNC_NAME).

4.7.3 Symbolic Sizes for Memory Allocations

Figure 4.9 presents a small code fragment in which the array’s size N is declared

as a symbolic value. As mentioned previously in Section 4.7.1, KLEE is not able to

handle memory allocations (i.e., both dynamic via malloc or static) that use a symbolic

value for their size specification. In these cases KLEE resorts to concretization of

the symbolic variable representing the allocation size, asking the constraint solver to

provide an example initial value, which it subsequently attempts to iteratively reduce

by issuing additional constraint queries. Hence, further symbolic execution uses the

concrete value for any following path constraints. In code coverage terms, this avoids

reporting errors that would not normally occur (i.e., false positives), but is liable to

potentially skip certain paths.

In our case, we explicitly select a size for any arrays that we need to represent,

utilizing information, where available, from LLVM’s implementation of recurrence

chains for integer induction variables [16] (i.e., scalar evolution). This compromise

might cause issues with the detection of loop parallelization when there is a data

dependence relation between a pair of memory locations and the dependence distance

is greater than the selected array allocation size. We have not been able to identify

such codes in the NPB suite, but a possible solution would be to perform the symbolic

execution runs multiple times with varying allocation sizes. We discuss challenges

posed by PLDS in Section 4.8.

There has been work on designing a symbolic-size memory allocation model and

implementing it in KLEE [233], however, the results have shown marginal improve-

ments due to path explosion problems resulting from these allocations. Other recent

work focuses on enhancing the modelling of dynamic memory allocations and reasoning

about them [135, 181] or improving constraint solving for array operations that are
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indexed by complex symbolic expressions [192].

4.7.4 Handling Floating-point Operations

The representation of floating-point operations in computers are finite approximations

of real numbers. Typically, these follow scientific format notations and attempt to

provide trade-offs between precision, range and storage space. Moreover, they handle

other aspects, such the representation of special number classes (e.g., zero, infinity,

Not a Number (NaN), etc.), rounding modes and exceptions occurring upon invalid

computations (e.g., division by zero). The details of various formats are usually in-

corporated into standards, such as the IEEE-754 standard [119]. These standards are

implemented by language implementers and processor manufacturers alike in order to

facilitate interoperability, conformance and reproducibility of results.

Hence, handling code that makes heavy use of floating-point arithmetic is strenuous

and error-prone. This is because common assumptions about real numbers do not

hold for floating-point (e.g., the associativity property), leading to subtle bugs that

may appear only under specific input values. These challenges extend to constraint

solvers, which symbolic execution engines rely upon, since it is extremely difficult

to model accurately these semantics in them. As a result, there are currently no such

stable constraint solvers available [59], with research in such a direction being only

preliminary [214, 162]. KLEE-FLOAT [162] is prototype, implemented as KLEE

extension, that provides initial support from floating-point arithmetic. However, as of

late 2020, it has not yet been incorporated into KLEE’s main development branch,

because of concerns on its performance impact, due to its extensive modifications to the

internal expression representation [42].

Nevertheless, we are interested in examining real-world programs coming from

various application domains (e.g., HPC) which make extensive use of floating-point

arithmetic. We have already discussed the approach taken by [59] in Chapter 2. This

does not attempt to solve the issue, but makes specific assumptions on the order of

operations. In addition, it requires extensions to the symbolic execution engine and

involves the programmer.

For our purposes, we sidestep the issue by transforming the selected code regions,

converting floating-point types to integers. This allows us to still utilize the ability

of constraint solvers to reason about ranges of values, while avoiding overly limiting

strategies that typical symbolic execution engines employ, such as selecting a single
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random concrete value to carry on path exploration with. Given that this process risks

introducing various floating-point errors (e.g., division by zero exceptions), we involve

the programmer to make the required adjustments wherever possible. Note that in code

presented in the rest of the chapter, taken from benchmark suites, we show the original

types for simplicity.

4.8 Case Studies

In this section, we discuss the challenges of the crosschecking approach of our method-

ology using symbolic execution. We examine characteristic loops taken from real-world

programs of the NPB and OLDEN suites. These loops have been chosen due to their

known potential to accelerate the execution the programs which contain them when

parallelized.

4.8.1 Pointer-based Loops

4.8.1.1 Loop Conditions and Branching

Consider the loop presented in Figure 4.10 taken from the em3d program of the

OLDEN benchmark suite. We have described the high-level purpose of each benchmark

in Chapter 3. This loop iterates over a singly linked list of nodes and updates their

electric and magnetic field values (i.e., localnode->value, value, cur_value and

other_value variables in Figure 4.10). The loop moves to the next node (line 35) and

its condition (line 4) terminates the iteration when the pointer to the next node is NULL.

There are several difficulties with this code which center around the operation of

the loop and the representation of this dynamic (i.e., heap-allocated) data structure.

Symbolically representing the loop exit conditions is one of the most common causes

which trigger path explosion in symbolic execution tools. The objective of symbolic

execution is to maximize coverage and explore as many program paths as possible.

Hence, for a loop condition that involves symbolic values, a symbolic execution engine

creates two additional paths (i.e., one for when the condition is true and one when it is

false). This process continues for each subsequent loop iteration, thus the execution

engine faces an exponential blow up of path constraints and states (i.e., execution time

and memory).

Even if we set the number of iterations of the loop in Figure 4.10 to some specific

concrete value, this code fragment still faces path explosion challenges. This is because
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1 int i;

2 node_t *nodelist;

3
4 for (;nodelist;) {

5 int from_count;

6 double *other_value, cur_value,coeff, value;

7
8 cur_value = *nodelist->value;

9 from_count = nodelist->from_count - 1;

10
11 for (i = 0; i < from_count; i += 2) {

12 other_value = nodelist->from_values[i];

13 coeff = nodelist->coeffs[i];

14
15 if (other_value)

16 value = *other_value;

17 else

18 value = 0;

19
20 cur_value -= coeff * value;

21 other_value = nodelist->from_values[i + 1];

22 coeff = nodelist->coeffs[i];

23 . . .

24 cur_value -= coeff * value;

25 } // inner for loop end
26
27 if (i == from_count) {

28 other_value = nodelist->from_values[i];

29 coeff = nodelist->coeffs[i];

30 . . .

31 cur_value -= coeff * value;

32 }

33
34 *nodelist->value = cur_value;

35 nodelist = nodelist->next;

36 } // outer for loop end

Figure 4.10: Simplified code of the hottest loop in the em3d program from the Olden
benchmark suite [47]. The loop iterates over a singly linked list of objects in 3D space
and updates their electric and magnetic field values.
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it also contains an inner loop (line 11) whose value we also want to represent symbol-

ically, since it is also an input value (i.e., from_count specifies the number of nodes

that affect the electromagnetic forces of the current node). For the same reasons, the

situation is also worsened by the use of branch constructs such as if/else statements.

The loop of Figure 4.10 contains four if/else statements dependent on symbolic

values (two of them have been obviated for brevity). More importantly, all these issues

are further exacerbated by our methodology’s requirement to permute iterations for

symbolically crosschecking commutativity (Section 4.7).

4.8.1.2 Memory Allocation and Initialization

Apart from the challenges due to control flow constructs, symbolic execution suffers

from another source of path explosion which deals with the representation of a program’s

memory. This is because representing a memory allocation symbolically (i.e., symbolic

pointers), will prompt the symbolic execution engine to explore all potential paths:

(i) either by forking upon any possible symbolic memory address a pointer might

be assigned, leading to path explosion, or (ii) by utilizing if/else-style expressions

to describe the path constraints, stressing the constraint solver with very large and

complicated formulas. As discussed in Section 4.7.3, a common simple alternative,

trading completeness for performance, which is adopted by KLEE, is to concretize the

pointer to a value that satisfies the current path constraint based on a strategy (e.g., the

maximum heap value the pointer may acquire). While this might suffice for specific

programs (i.e., minimal control flow), it is problematic for programs that make heavy

use of PLDSs. Considering Figure 4.10 again, the output of the program is dependent

on loading values via pointers (e.g., lines 12 and 16), since this program propagates

electromagnetic force values among neighbouring nodes.

An alternative approach to the allocation and initialization of PLDSs would be to

involve the user and resolve them manually. This could alleviate the aforementioned

problems with the use of pointers and heap allocations with programs that make basic

use of these data structures (e.g., ising [269], tree from OLDEN [47]). For instance,

Figure 4.11 shows the simple allocation pattern employed by ising (line 9), a small

(∼200 LOC) kernel which also performs particle physics simulation (Chapter 3). In

this code, it is straightforward to manually rewrite the single dynamic allocation using a

stack-based alternative. However, in practice, the allocation and initialization patterns

of PLDSs can be complex and require domain knowledge, since these data structures

provide a flexible representation and lend themselves naturally to particular domains.
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1 struct node {

2 uint32_t spins[ny];

3 struct node *next;

4 };

5 . . .

6 int main(int argc, char *argv[]) {

7 . . .

8 // allocate nodes
9 nodes = (struct node *)malloc(nodes_num * sizeof(struct node));

10 if (!nodes) { return -1; }

11 . . .

12 // set up the initial linked list
13 for (i = 0; i < nodes_num - 1; i++) {

14 for (j = 0; j < ny; j++)

15 nodes[i].spins[j] = (rand() < (theta * RAND_MAX)) ? 1 : 0;

16 nodes[i].next = &nodes[i + 1];

17 }

18 . . .

Figure 4.11: A simplified excerpt from the ising [269] kernel benchmark showing it
dynamic allocation (line 9) and subsequent initialization (lines 13 to 17).

Figure 4.12 depicts a limited view of the irregular bipartite graph data structure allocated

and configured by em3d. We notice that, although the traversal was iterating over a

linked list, the actual data structure and relationships between nodes are more intricate.

This can also be the case for initialization, as seen between lines Section 4.8.1.2 and

Section 4.8.1.2 of the ising kernel in Figure 4.11, where a specific algorithm, as required

by the simulation model, is used to set the initial values of the nodes. Lastly, as

discussed in Section 4.7.3, selecting specific concrete values for input size and inputs

can potentially misrepresent the data flow in a candidate loop, leading to false positives.

In general, the extent of the required user changes can range broadly from a local

function scope (e.g., a specific code fragment implementing an array access pattern) to

the whole program.

4.8.1.3 Pointer Analysis

Another challenge associated with the allocation of the required storage for our cross-

checking functions, is the efficacy of the pointer analysis which aims to identify and

disambiguate pointer accesses and heap storage locations. More importantly for our
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Figure 4.12: A small instance of the main graph data structure in the em3d program
from the Olden benchmark suite [47] displaying the complex relationship between
nodes (based on [48]). E and H nodes represent electric and magnetic field values,
respectively. For simplicity, only edges from H nodes are shown.

implementation of liveness-based commutativity, it reduces the ability of our analysis

to discover and distinguish live-in and live-out values for the candidate loops and,

consequently, automatically select the correct symbolic inputs that could affect their

outcome. As discussed in Chapter 2, performing alias analysis in a static context is

difficult and limiting, which is compounded by:

i) the use of global variables and extensive pointer usage in PLDS-based applica-

tions, and

ii) the loss of contextual information that our technique suffers by extracting the

candidate loops into separate functions to avoid issues with code coverage (Sec-

tion 4.7.2).

For the former point, recent work on symbolic execution [135] has utilized state-of-the-

art alias analysis [239], but required extensive integration in the symbolic execution

engine of KLEE. Regarding our loop extraction, we could perform the alias analysis on

the original loop and propagate that information to its extracted version for crosscheck-

ing. Nevertheless, it is not clear how to compensate for the potential differences (i.e.,

varying path constraints and states) that could arise from different call path explorations

orders when symbolically executing the original loop.

4.8.1.4 Results on PLDS-based loops
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Table 4.1: Results from running KLEE on PLDS-based loops with two problem
sizes (N) and two different solver timeouts (in minutes). The Ë and 6 signs denote
successful and failed (i.e., execution exceeded timeout value) completion of each test
case, respectively.

Loop Program Problem Size

N = 300 N = 150

Timeout Timeout

30mins 60mins 30mins 60mins

compute_nodes emd3d 6 6 6 6

BlueRule mst 6 6 6 6

walksub bh 6 6 6 6

perimeter perimeter 6 6 6 6

treeadd treeadd 6 6 6 6

ising main 6 6 6 6

spmatmat main 6 6 6 6

INTERF water-spatial 6 6 6 6

We proceed to manually amend the issues with memory allocations, selecting

symbolic inputs and discerning liveness information, as identified in Section 4.8.1.2,

for the extracted candidate loops from the OLDEN benchmark suite and other sources,

presented in Table 4.1. For each of the candidate loops we present four results, two

different problem sizes and two different KLEE timeout values. The problem size

(denoted as N in Table 4.1) represents the iteration trip count for each loop. The choice

of N was based on a compromise between the actual input sizes for each benchmark

and various timeouts used in the evaluation of symbolic execution engines from recent

literature [279]. Loops can incur the exploration of numerous paths and the decision of

which loop body variables to introduce as symbolic can affect path exploration strategies.

Hence, following the practice in previous work [279, 220], we select problem size and

timeout values that aim to: i) allow path exploration to detect potential cross-iteration

dependences of within certain iteration distances, and ii) provide execution time for

symbolic execution engines to explore the opened paths. The timeout value sets an upper

time limit for KLEE and its constraint solver to finish execution, otherwise symbolic

execution is aborted. The selected timeout values are chosen based on suggestions

in [279] where the performance of several execution engines (including KLEE) is
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1 . . .

2 for (i = 1; i <= grid_points[0]-2; i++) {

3 for (j = 0; j <= grid_points[1]-1; j++) {

4 ru1 = c3c4*rho_i[k][j][i];

5 cv[j] = vs[k][j][i];

6 rhoq[j] = max(max(dy3+con43*ru1, dy5+c1c5*ru1), max(dymax+ru1, dy1));

7 }

8
9 for (j = 1; j <= grid_points[1]-2; j++) {

10 lhs[j][i][0] = 0.0;

11 lhs[j][i][1] = -dtty2 * cv[j-1] - dtty1 * rhoq[j-1];

12 lhs[j][i][2] = 1.0 + c2dtty1 * rhoq[j];

13 lhs[j][i][3] = dtty2 * cv[j+1] - dtty1 * rhoq[j+1];

14 lhs[j][i][4] = 0.0;

15 }

16 }

17 . . .

Figure 4.13: A reduced excerpt from the SP program of the NPB suite showing the
y_solve.c:58 (i.e., line 58 in source file y_solve.c) loop. This loop performs part of
the operations required for matrix factorization. The upper bounds of each (outer and
inner) loop are highlighted.

examined.

We note that none of the selected loops in Table 4.1 is able to successfully terminate

in any combination of the selected execution configurations. These findings corroborate

with results from other recent work on the limitations of symbolic execution [279, 252]

and lead us to consider that it is currently not able to attain practical results in the

aforementioned experimental settings. However, our study has allowed us to identify

fundamental issues that need to be addressed before tackling the parallelization of

PLDS-based loop constructs. In practice, even if the symbolic execution reaches a

determination regarding the commutativity of the examined loops, we would still need

to involve the user, as it is uncertain if results could be generalized over all inputs or

even the full specific input set provided by the benchmarks (see Chapter 2).

4.8.2 Array-based Loops

Figure 4.13 presents a loop from the SP program of NPB suite. This is an inner loop



80 4. Liveness-based Commutativity Analysis using Symbolic Execution

and contained in a function that performs the matrix factorization computation of a PDE

solver. We notice that all the loops are following a regular for-style iteration idiom,

commonly found in HPC and other scientific codes which deal with systems of linear

algebra and PDE equations [7]. These programs make extensive use of multidimensional

arrays and employ deeply nested loops to iterate over them. The loops use an integer

induction variable as their iterator, and are typically normalized [7] (i.e., running from

an index of 0 or 1 up to some upper bound, using a step increment of 1).

Despite using a simpler data structure (i.e., arrays) and loop iteration idiom, this

loop also suffers from path explosion limitations, which is due to the same reasons as

in the case of PLDS-based loops detailed in Section 4.8.1. In Figure 4.13, the upper

bounds for all three loops in the loop nest are directly dependent on the program’s input,

stored in different locations of the grid_points array (lines 2, 3 and 9). Lastly, notice

the calls to the max function from the LIBM math library (line 6). External function

calls are another source of path explosion [279], however, in this case KLEE’s system

call API model implements such standard library functions since it includes a modified

UCLIBC version [254, 44]. Nevertheless, function calls remain problematic since they

potentially include further loop constructs or branching themselves which can further

exacerbate the overhead of symbolic execution.

As we have already discussed when we examined PLDS-based loops, dynamic

allocation is another program feature that can potentially lead to path explosion. In

the case of the NPB, the arrays for all programs in the suite (except DC) are allocated

statically as global variables. While this obviates the need to compensate with dynamic

allocation, it still skips any application-specific initialization, typically carried out in

the default program entry function (i.e., main). We have discussed the implications of

avoiding the programmer-intended initialization in Section 4.8.1.

In terms of pointer analysis, the required disambiguation is less complicated than

that necessary to analyze PLDS-based loops. This is also due to the extensive use

of global variables for the declaration of each program’s data structures and their

subsequent direct reference in all the functions where they are accessed. Thus, the use

of pointers, which compounds aliasing effects, is fairly limited in the NPB programs

(with the notable exception of DC which employs a tree-like data structure). However,

considering that the suite was originally written in Fortran, this idiomatic style seems

to be a residual trait from using that programming language and it might not necessarily

represent other programs which make extensive use of array-based loops.
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Table 4.2: Results from running KLEE on array-based loops from the NPB suite with
two problem sizes (N) and two different solver timeouts (in minutes). The Ë and 6

signs denote successful and failed (i.e., execution exceeded timeout value) completion
of each test case, respectively. The loop names follow a filename:line_number format
convention.

Loop Program Problem Size

N = 300 N = 150

Timeout Timeout

30mins 60mins 30mins 60mins

y_solve.c:397 BT 6 6 6 6

z_solve.c:151 BT 6 6 6 6

cg.c:460 CG 6 6 6 6

mg.c:550 MG 6 6 6 6

rhs.c:179 SP 6 6 6 6

y_solve.c:58 SP 6 6 6 6

4.8.2.1 Results on Array-based loops

Similarly to the PLDS-based loop in Section 4.8.1, we manually amend the issues

identified, for the extracted candidate loops from the NPB suite, presented in Table 4.2.

For each of the candidate loops we present four results, two different problem allocation

sizes and two different KLEE timeout values. Again, we observe that none of the

selected loops in Table 4.2 is able to successfully terminate in any combination of the

selected execution configurations. Despite using simpler programming constructs than

programs containing PLDSs, the loops in the NPB suite lead to the same challenges for

symbolic execution.

Considering the results from both loop iteration idioms (i.e., over arrays and PLDSs),

we notice that program properties emerge from different uses of programming constructs

which can have adverse effects and generate varying tensions on symbolic execution and

associated analyses. The use of profiling, which can sample specific program properties

and information during (concrete) execution, is a potential avenue that could alleviate

the issues identified in this section and provide a more widely applicable approach.
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4.9 Summary and Conclusions

In this chapter we have presented our notion of commutativity based on liveness

information for parallelization. This definition of commutativity is in turn built upon

well-understood concepts from compiler theory: liveness and SESE regions. We

have also introduced an adaptation of this concept for loop constructs, since often

these are code regions where applications spend most of their execution time. We

then sought to explore expressing our liveness-based commutativity in a practical

analysis. Consequently, we apply a method based on symbolic execution to determine

commutativity conditions. Symbolic execution allows expressing inputs in a condensed

manner, while also being able to combine concrete values, in order to generate and test

conditions on program properties. We presented a procedure that integrates liveness-

based commutativity on top of a symbolic execution engine and explored its efficacy on

loops taken from the NPB suite, the OLDEN benchmark suite and other sources. We

have identified several non-trivial challenges and obstacles that limit the practical use

of such an approach on real-world applications. We discuss possible ways to mitigate

some of these shortcomings in Chapter 7.

Our findings imply that despite the recent progress of symbolic execution techniques,

such an analysis is still unlikely to handle realistic problems due to a combinatorial

explosion of possible permutations and inputs. Taking these lessons forward, we seek

to alleviate some of these shortcomings by leveraging information extracted from actual

(i.e., with fully concrete inputs) program execution. One such potential route is the use

of profiling where a candidate program is instrumented, executed and sampled using a

specific data set as input.

In the next chapter, we develop a novel analysis founded on our notion of liveness-

based commutativity for the parallelization of loops. To this end, we utilize profiling

information to test commutativity and explore the precision of the results when applying

our proposed approach on complex, real-world benchmarks along with their accom-

panied data sets (albeit not exhaustive inputs). We also investigate the potency of the

parallelism detection and mapping that it offers when compared against applications

manually parallelized by domain experts.



Chapter 5
Loop Parallelization using

Dynamic Commutativity Analysis

In the previous chapter we presented the concept of liveness-based commutativity and

explored its application in a static and limited hybrid context by abstracting the input

sets, exploring the associated challenges with an underlying technique like symbolic

execution. In this chapter, we investigate the application of liveness-based commutativity

in a dynamic context during the execution of programs with user provided input sets.

We develop a novel Dynamic Commutativity Analysis (DCA) for identifying paral-

lelizable loops by combining static analysis and profiling. We have used a wide collec-

tion of benchmarks, representing HPC applications which utilize regular array-based

accesses from the NAS Parallel Benchmark suite [19] along with a wide collection irreg-

ular pointer-based codes. The results of the detection performance and multi-threaded

exploitation of the discovered parallel loops is investigated and compared against both

dynamic and static parallelization approaches.

This chapter starts with Section 5.1 which introduces the background for our study,

continues with our motivation in Section 5.2 and reassessment of the commutativity

analysis definitions from the previous chapter in Section 5.3. Section 5.4 describes DCA

and Section 5.5 evaluates our approach with an empirical study. Section 5.6 summarizes

and concludes.

5.1 Introduction

As discussed in the previous chapter and Chapter 2, static analyses are restricted by

certain limitations when a compiler is trying to deduce if various properties of a code

83
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section hold. The same applies when using hybrid contexts, as symbolic execution does,

where features of the input are modelled as classes of symbols and thus represented in

an abstract and comprehensive manner. This has proven useful in determining properties

for questions relating to an application’s robustness against vulnerabilities or its testing

coverage.

However, for program analyses which aim to exploit latent performance, such as

the automatic parallelization of legacy sequential codes, researchers have moved to the

use of runtime information to supplement static analyses [14, 81, 285, 248, 160, 144,

143, 127, 262, 219, 282, 283, 237, 74, 33, 26, 205, 277, 163], presented in more detail

in Chapter 2.

Using a subset of all potential inputs, these analyses are not guaranteed to be correct

for every possible workload. In practice, however, it has been shown that they can be

applied without sacrificing program safety [248, 160, 76]. The most common tactics to

address any safety concerns are to: i) either, involve the user at various stages in order

to confirm the results and provide auxiliary feedback [161, 41, 288, 248], or ii) generate

and embed in the program special preconditions that can be checked during execution,

where a safe execution path is chosen when these assumptions are not met [71].

In addition to the above, automatic parallelization methods have been heavily

relying on dependence analysis for decades. Thus, a notable amount of effort has been

channeled to improve the precision of dependence analyses techniques. However, recent

work has shown that dependence analysis, even when informed with perfect profiling

information, is inherently unable to identify any further latent parallelism [180].

In this chapter, our objective is to explore the use of profiling information along with

the notion of commutativity that we presented in the previous chapter. More specifically

we are interested in explore the following properties:

i) the capability of liveness-based commutativity to discover hidden parallelism in

loops when used with profiling information from specific input sets,

ii) the efficacy of parallelism when parallelization is performed, and

iii) the safety of the proposed transformations.

To this end, in this chapter, we develop a novel, hybrid (static and dynamic) Dynamic

Commutativity Analysis (DCA) for the discovery of profitable parallelism in sequential

legacy code. We apply DCA to the sequential version of the NPB suite (almost 1400

loops in non-trivial scientific applications) and a wide range of PLDS-based loops. For
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1 for (i = 0; i < N; ++i) {

2 array[i]++;

3
4 }

(a) Array-based loop.

1 while (ptr) {

2 ptr->val++;

3 ptr = ptr->next;

4 }

(b) PLDS-based loop.

Figure 5.1: Simple loops that perform the same map operation. The right-hand side
version defeats dependence analysis.

each loop nest, we collate the reported parallelizability and single-threaded execution

time coverage with five other techniques (three static and two dynamic). We then

proceed to parallelize the discovered loops using a common parallel code generation

scheme (OPENMP) and compare the obtained speedups. We also assess the accuracy

of the predictions produced by DCA. Lastly, since the NPB suite provides an already

manually parallelized version, we examine how DCA’s parallelization matches up

against a human expert for each program.

5.2 Motivating Examples

Consider the simple loop traversal over an array in Figure 5.1(a), performing a map

operation written in C. Such patterns can readily be detected as parallel using data

dependences to reason about the independence of array accesses across the iteration

space of this loop. However, using a different data structure to write what is in essence

the same trivial code, shown in Figure 5.1(b), defeats dependence analysis.

Dependence analysis tries to establish the read and write operations that occur at a

program’s memory locations and associate these locations with various relations (e.g.,

RAW,WAR and WAW dependences). In Figure 5.1(b), the ptr pointer is being read

in order to update the ptr->val data element of each node in the linked list. More

crucially, ptr itself is being updated (i.e., read and written) to point to the next node for

processing by the next loop iteration. This creates a cross-iteration RAW dependence

on ptr which dependence analysis finds present even when profiling information is

used. Hence, in this case dependence analysis is inherently incapable of determining

the independence of iterations and cannot further propose this loop as a valid candidate

for parallelization.

While there have been various attempts to deal with such codes (e.g., pattern
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1 Graph *g;

2 int *dist;

3 WorkList *frontier, *next_frontier;

4 . . .

5 push(frontier, g->adjacent[source]);

6 /* while there is still work in the frontier */
7 while (frontier->size) {

8 /* top down step */
9 while (frontier->size) {

10 /* remove node from worklist for processing */
11 current = pop(frontier);

12 /* go over its adjacent nodes */
13 Node *n = current->next;

14 while (n) {

15 if (dist[n->vertex] > dist[current->vertex]) {

16 dist[n->vertex] = dist[current->vertex] + 1;

17 /* this node's distance was updated,
18 * so in turn we need to recheck its neighbors */
19 push(next_frontier, n);

20 }

21 n = n->next;

22 } /* end of adjacent node loop */
23 } /* end of top down step */
24 swap(frontier, next_frontier);

25 } /* end of worklist loop */

Figure 5.2: A BFS implementation from Lonestar [149] employing complex and
irregular PLDS-based loop traversals.

matching), they have been proven inflexible and very limited against real programs.

Consider Figure 5.2 that shows a Breadth-First Search (BFS) graph traversal from the

Lonestar benchmark suite [149]. BFS employs a worklist to iterate over all the nodes

of a graph, traverses the adjacent nodes for each of them and conditionally updates

their distance from the selected source node. Its result is the array dist containing the

distance of each node from source.

The issues with parallelization of the innermost loop in Figure 5.2 (lines 14–20)

are similar to those discussed above. In addition, dependences between loop iterations

induced by the dynamically updated frontier and next_frontier worklists via the

push and pop operations prevent conventional parallelization of the top-down step.
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This motivates the development of a new method that extends the automatic detection

of parallelizable code in real-world programs, addressing some of the aforementioned

problems. To this end, we propose Dynamic Commutativity Analysis (DCA); an

analysis which utilizes liveness-based commutativity, instead of dependences, to detect

potentially parallel loops. By using the live-out variables of a loop (i.e., those consumed

later in the program), DCA focuses on the parts of the computation that have an impact

on its outcome, irrespective of its traversal idiom. Moreover, using liveness, DCA

observes if the outcome remains unaffected when permuting the iterations of a loop,

thus strongly suggesting that this loop’s iterations can be executed in any order, or in

fact in parallel with appropriate synchronization. In other words, we say that DCA

detects the loop as commutative.

For example in Figure 5.2, the significant result of the outermost loop is the variable

dist, which is indeed found as live-out after line 25. In this case, DCA determines

that this update loop (lines 9–23) is commutative and can subsequently be executed

in parallel. This is because processing of the current nodes produces the same dist

values, regardless of the order it occurs.

Overall, DCA detects more potential parallelism in complex and diverse loops in a

uniform manner, overcoming obstacles which thwart dependence analysis.

5.3 Revisiting Liveness-based Loop Commutativity
Analysis

We have already presented the basic concept of our liveness-based commutativity and our

progressive formalization for loops which we termed loop commutativity and liveness-

based loop commutativity. We then proceeded to qualify this definition depending on

the number of permuted input sets used when comparing the corresponding live-out sets,

inspiring the definitions of live-commutativity, when limiting the comparison to an input

and a permutation of it, and universal live-commutativity, when comparing all inputs

and all possible permutations. We continue in this chapter to refer to live-commutativity

as just commutativity, unless other explicitly stated.

Different loop commutativity analyses with varying scalability-precision trade-offs

can be naturally derived from the above definitions. Universal commutativity of a loop

can be examined statically by making the input and permutation domains symbolic and

proving that no combination of input and permutation leads to a different values for the
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live-out variables of the loop.

As we concluded in the previous chapter, despite the recent progress of symbolic

execution techniques [20], such an analysis is still unlikely to handle realistic problems,

due to a combinatorial explosion of possible permutations and inputs.

This chapter takes a more pragmatic approach and studies the problem of detecting

commutative loops dynamically. Interestingly, and despite the fundamental lack of

guarantees offered by dynamic analysis, the results reported in this chapter show

that in practice there is a close correspondence between commutative and universally

commutative loops.

5.3.1 Applicability of Parallelization

Identifying a code region (i.e., function, loop, etc.) as commutative does not immediately

guarantee its correct parallel execution. Being able to execute two regions in any order

requires the introduction of access synchronization to shared state. For example, in

the case the motivating example in Figure 5.1(b) or the one from Figure 4.2(a) (in the

previous chapter), the integrity of the accesses to the shared variables ptr and sum,

respectively, has to be maintained. This can be accomplished with access protection

mechanisms (e.g., barriers or locks) or other code transformations (e.g., privatization).

The separability-based commutativity model in [211] already fulfills a lot of the

requirements for parallelization as a natural consequence of its strict computation model

and also employs a series of conservative checks to guarantee the safe parallelization

of a method. For output-based commutativity [3], the step to parallelism is not clearly

described and the evaluation takes place in a simulation environment with infinite-issue

capability.

At this stage in our approach, we combine DCA’s profile-guided nature with reem-

ployment of data dependences to extract parallelism and guide synchronization, similarly

to [248]. Wherever safe parallelization cannot be conclusively determined, we turn to

the user for final approval (Section 5.4.4).

5.4 Dynamic Commutativity Analysis

Our analysis consists of a static and a dynamic stage. Figure 5.3 depicts the components

of our approach. We have also implemented a parallelization stage to evaluate the

effectiveness of our scheme. To easily follow DCA’s operation, we provide examples in
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set and a permutation of it respectively.
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1 for (i = 0; i < N; ++i) {

2 array[i]++;

3
4 }

1 while (ptr) {

2 ptr->val++;

3 ptr = ptr->next;

4 }

(a) Iterator/Payload Separation.

1 for (i = 0; i < N; ++i) {

2 payload1(i, array);

3
4 }

5
6 void

7 payload1(int it, int *v1) {

8 v1[it]++;

9 }

1 while (ptr) {

2 payload2(ptr);

3 ptr = ptr->next;

4 }

5
6 void

7 payload2(struct node *it) {

8 it->val++;

9 }

(b) Payload Outlining.

Figure 5.4: Code output for the first 2 intermediate steps (top to bottom) of DCA’s
static stage for an array-based (left) and a PLDS-based loop (right) respectively.

C of the intermediate code generated by each step in Figures 5.4 and 5.5, for the simple

loops of Figure 5.1.

5.4.1 Static Stage

Our analysis goes over the source of an input program and selects loops for further

processing. For every loop nest, each loop is considered separately by a series of

compiler passes operating on intermediate representation code.

5.4.1.1 Iterator/Payload Separation

One of the crucial aspects of this stage is our ability to detect which parts of the loop

form the iterator code and which the actual computation, i.e., the payload, using a

generalized iterator recognition analysis [166]. Intuitively, this analysis identifies the

set of variables that are updated on each iteration and determine if execution continues

in the loop body or exits out of it.

This allows the static stage of DCA to tackle a range of non-affine loop iterators,
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while avoiding the use of a limited ad hoc scheme. We have already discussed the

challenges of dealing with a wider range of iterator styles in Section 5.2. Figure 5.4(a)

highlights which lines would be identified and separated as iterator from the code of

Figure 5.1.

5.4.1.2 Payload Outlining

Next, we outline the payload part of the loop in a separate function. This allows

us easier handling of the code section in subsequent stages and in particular during

execution when coupled with our instrumentation. We identify the live-in, live-out and

live-through variables of the outlined region and provide them to the outlined function

as arguments. By construction the iterator values are consumed as live-in variables.

Figure 5.4(b) shows the resulting code after outlining.

5.4.1.3 Iterator Linearization

We proceed by instrumenting the identified iterator code in order to extract its values

during profiling. This process linearizes our subsequent accesses to values of the iterator

and is similar in spirit to the linearization described in [258]. Our variant is able to

tackle a wider range of loop idioms and data structure traversals as it is powered by a

generalized iterator recognition.

Figure 5.5(a) shows the code from Figure 5.4(b) after inserting calls to the DCA

runtime library. While this is depicted in a separate standalone loop (lines 1–4) for

simplicity, in practice it can be accomplished by proper placement of these calls in the

loop header when operating with low-level intermediate representation code.

5.4.1.4 Commutativity Testing Instrumentation

This stage concludes by placing additional calls to our runtime, enabling commutativity

testing of the loop (Figure 5.5(b)). These calls serve two basic purposes: (i) permute

the order of the loop iterations, and (ii) verify the commutativity property of the tested

loop. Their operation during execution is discussed in detail in the next section. The

final output is an instrumented program along with auxiliary reports on the loops that

were transformed.
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1 for (i = 0; i < N; ++i) {

2 rt_iterator_linearize(i);

3
4 }

5
6 for (i = 0; i < N; ++i) {

7 payload1(i, array);

8
9 }

10
11 void

12 payload1(int it, int *v1) {

13 v1[it]++;

14 }

1 while (ptr) {

2 rt_iterator_linearize(ptr);

3 ptr = ptr->next;

4 }

5
6 while (ptr) {

7 payload2(ptr);

8 ptr = ptr->next;

9 }

10
11 void

12 payload2(struct node *it) {

13 it->val++;

14 }

(a) Iterator Linearization.

1 for (i = 0; i < N; ++i) {

2 rt_iterator_linearize(i);

3
4 }

5
6 rt_iterator_permute();

7
8 while(rt_iterator_next()) {

9 payload1(

10 rt_iterator_get(),

11 array);

12 }

13 . . .

14 rt_verify();

15 void

16 payload1(int it, int *v1) {

17 v1[it]++;

18 }

1 while (ptr) {

2 rt_iterator_linearize(ptr);

3 ptr = ptr->next;

4 }

5
6 rt_iterator_permute();

7
8 while(rt_iterator_next()) {

9 payload2(

10 rt_iterator_get()

11 );

12 }

13 . . .

14 rt_verify();

15 void

16 payload2(struct node *it) {

17 it->val++;

18 }

(b) Commutativity Testing Instrumentation.

Figure 5.5: Code output for the last 2 intermediate steps (top to bottom) of DCA’s
static stage for an array-based (left) and a PLDS-based loop (right) respectively.
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5.4.2 Dynamic Stage

During the dynamic stage of our analysis, the instrumented program produced by the

static stage is executed multiple times by our runtime library. The goal of this stage,

in the spirit of Section 4.3, is to determine commutativity for a loop by executing its

iterations in different orders and comparing the resulting outcome with the one obtained

by the original, programmer-intended execution order (i.e., a “golden” reference).

5.4.2.1 Iterator Recording

Once a DCA-transformed loop is reached during execution, the linearization step

records the iterator values, using a random-access sequence container. Next, a set

of permutation schedules is selected which control the exact reordering of the loop

iterations. The originally prescribed order is executed by default for every loop under

test since the output is required as a reference for comparing against the subsequent

permuted executions.

5.4.2.2 DCA Execution

Exhaustively executing, using input data from the benchmark suite, all possible per-

mutations for a set of iterator values is exponentially expensive for loops with a large

trip count. Therefore, further addressing the scalability issues discussed in Section 4.3,

we provide reduced permutation presets (e.g., reverse or a configurable number of

random shuffles). This means accepting a chance of missing a commutativity violating

permutation, i.e., that our dynamic analysis is generally not safe. In our experiments in

this chapter, the configurable number of random shuffles was set to 100, adjusted for

the input class of the benchmarks. For example, in the case of the EP microbenchmark

from the NPB suite, the main top-level loop performs 216 (i.e., 65536) iterations using

input class C. Fully testing commutativity of this single outer loop, with the specific

input set, would require checking all 216! iterator order permutations. There is no clear

indication of the required number of random shuffles to provide sufficient accuracy

in our profiling, since a single violation would classify a loop as not commutative.

However, as evidenced and discussed in Section 5.5.4, this trade-off is still surprisingly

powerful in practice.
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5.4.2.3 Live-out Verification

The final step of the analysis tests the candidate loop for commutativity. After the

execution of loops in the preselected iteration permutation schedules is complete, the

runtime compares the produced output computation (i.e., live-outs). If the output of at

least one permuted execution differs from the original output (“golden” reference) we

mark the loop as non-commutative.

5.4.3 Parallelization

While the focus of this work is mainly on the detection of parallelizable loops, we have

also implemented a simple parallel code generation scheme to allow evaluation. We

achieve significant speedups for PLDS-based loops (Section 5.5.2.2).

Our strategy is limited at loop-level parallelism and employs the same techniques as

described in [248] concerning identification of variables for privatization and reduction

operations. Profiling information is used to detect privatizable variables per loop-

level by following the reader and writer statements for each memory location. The

exploitation of reduction operations uses the approach outlined in [195]. The produced

parallel code uses the OPENMP framework which lends itself naturally and easily to this

scope of parallelism, since it does not involve any other high-level code restructuring.

For PLDS loops, we adapt these techniques by traversing the elements of the data

structure ahead-of-time and place the visited nodes in a dynamically allocated array.

Then, we proceed to execute the generated array in parallel using similar OPENMP

pragmas as with array-based loops described above. Despite incurring additional time

and space overheads from the double traversal and the use of a helper array, our approach

still obtains speedups as discussed in Section 5.5.2.3 and Fig. 5.7. Adopting a less naive

parallelization mapping scheme, such as the one presented in [85], could contribute in

further alleviating the associated costs.

5.4.4 Safety

As already mentioned in Chapter 4 and Section 5.1, profile-guided parallelization

cannot inherently guarantee correctness for every potential concrete input. However, it

overcomes the overly conservative nature of static analysis, unlocking more potential

parallelism. In our system, we let the user approve the cases where correct parallelization

is not conclusively guaranteed.
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In this work, we have also studied the rate of loop misclassification (false posi-

tives) and found that DCA correctly identifies all the reported loops as parallelizable

(Section 5.5.4) for the specific inputs. This agrees with prior research which shows

that the occurrence or absence of potentially parallelization-inhibiting dependences

are fairly stable across different program inputs [76]. It is unclear how these results

could be generalized for other inputs (e.g., for classes or ranges of input values) since

for dynamically determined dependences, only a single counterexample is suffices to

inhibit parallelization transformations. As noted above, we have used inputs provided

with the benchmark suites.

5.4.5 Challenges and Limitations

Candidate loops can be deeply nested, thus we explore commutative loops hierarchically

in a top-down fashion, using one loop per test invocation. We mitigate this by executing

several test instances at the same time.

A candidate loop can appear in different execution contexts (e.g., different call

sites of containing function) during application runtime. Loop candidates can exhibit

commutativity in some execution contexts, but not in others. Currently, our analysis is

not context-sensitive. We leave this for future work.

Execution of regions in permuted order can lead to unpredictable behavior if those

loops are not commutative. We reliably detect these situations.

Generally, we assume that candidate loops do not contain I/O statements or produce

any other side effects not captured by liveness (volatile memory accesses, etc.). Any

such loops are excluded during the selection step of the static stage.

5.5 Empirical Evaluation

We evaluate DCA’s efficacy and the performance obtained by simple parallelization

of the detected commutative loops against dynamic (Section 5.5.2) and static (Sec-

tion 5.5.3) approaches. We also study aspects of its profitability and precision (Sec-

tion 5.5.4), along with its potency at the loop scope and beyond against expert paral-

lelization (Section 5.5.5).
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Figure 5.6: Overview of the scope of the baseline techniques used to compare with
with DCA. We classify them based on their use of dynamic information (y-axis) and
the loop idioms which are able to operate on (x-axis). DCA is able to handle both
array and PLDS-based loops using the same analysis, employing static and dynamic
compiler/runtime stages.

5.5.1 Experimental Setup

We provide a summary of benchmarks, compilers and other configuration elements of

our setup for the evaluation described in the remainder of this chapter. We give a more

detailed overview of the below compilers and benchmarks in Chapter 3.

Benchmarks. We use the NAS Parallel Benchmark (NPB) suite [19] (NPB 3.3, SNU

1.0.3) to evaluate array-based loops. The suite contains ten programs with a total of 1397

loops (listed in Tables 5.1 and 5.3). The NPB programs implement numerical analysis

kernels, in both sequential and OPENMP versions, written in C (originally derived

from FORTRAN). We also use a diverse selection of programs that employ PLDS-based

loops drawn from several benchmark suites, listed in detail in Table 5.2. Olden [47]

benchmarks employing recursion were rewritten in imperative form as in [203].

Inputs. We use input workload class B for NPB programs, except for MG and IS

which use class C. This is due to the very short execution time of MG and IS when using

input of class B on our hardware platform. For the selection of programs with PLDS

loops, we use the biggest workload, when available, otherwise we provide a custom

workload to also enable a long-running execution for the sequential version.
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Compilers. DCA was prototyped on the LLVM compiler infrastructure [156]. We

also use five state-of-the-art dependence-based tools as a baseline to compare with our

approach. These are:

• DEPENDENCE PROFILING [248]: a profile-driven dependence-based parallelism

detection approach targeting loops.

• DISCOPOP [160]: another profile-driven dependence-based approach aiming at code

regions of varying granularity.

• IDIOMS [96]: a constraint-based analysis focusing on the detection of complex

reduction and histogram operations.

• POLLY [100]: a polyhedral transformation framework.

• INTEL ICC [120]: a mature industrial compiler that uses data dependence analysis

and supports auto-parallelization.

IDIOMS and POLLY are also implemented on LLVM, which allows a loop-by-loop com-

parison. ICC was also used to obtain loop profiling information across the benchmark

programs that we assessed and the INTEL OPENMP runtime library for all parallelized

execution runs. The DISCOPOP results are taken from the literature since the tool

was not available at the time of writing [160]. Although DISCOPOP’s authors, after

private communication, kindly provided us with raw data from their experiments, the

discrepancies in the results are due to differences in the produced LLVM IR (e.g.,

similar loops duplicated at different call sites of the containing function due to inlining).

Figure 5.6 shows the scope of each baseline technique when broken down to the

following dimensions: i) their operation during execution-time or use of dynamic

information, and ii) the loop idioms they operate on from the benchmarks used in our

evaluation.

Configuration. To meet our evaluation goals we configured the tools with the

following criteria in mind: (i) during detection, maximize the identification capability

for each tool regardless of profitability, (ii) while during code generation, maximize the

profitable parallelization exploitation for each tool. Hence, we disable ICC’s paralleliza-

tion profitability heuristic (i.e., par-threshold option) for detecting parallelizable

loops, and maximize it for the code generation phase. POLLY’s profitability heuristic

is disabled during detection (via the flag -polly-process-unprofitable) and it is

only applied during code generation. All the static tools compile using optimization

level O2 with loop unrolling and vectorization disabled.

Other. The Coefficient of Variation (CV) was 5% or less for all execution time

measurements, except for CG generated by POLLY where the CV was 40%. We verified
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Table 5.1: NPB loops reported as parallelizable by the baseline dynamic approaches,
Dependence Profiling [248] and DiscoPoP [160], and as commutative by
DCA. The discrepancies with DiscoPoP’s results are due to the results being taken
from the literature (see also Section 5.5.1).

Benchmark Loops
DEPENDENCE

PROFILING
DISCOPOP DCA

(#) (#) (#) (#)

BT 182 168 176 168

CG 47 33 21 33

DC 105 — — 41

EP 9 6 8 6

FT 42 36 34 36

IS 16 12 20 12

LU 186 160 164 160

MG 81 48 66 48

SP 250 233 231 233

UA 479 — — 466

Total 1397 696 720 1203

DCA’s output on NPB using the internal suite verification routines. For the PLDS

programs, we used a combination of their reference output and custom profiling.

ICC failed to compile a parallelized version of UA, so we use its sequential execu-

tion time in all further speedup measurements. Both DISCOPOP and DEPENDENCE

PROFILING did not report results on DC and UA.

5.5.2 Performance against Dynamic Techniques

5.5.2.1 Detection of Array-Based Loops

Our experimental results on almost 1400 loops of the NPB suite show that DCA is

effective at detecting commutative array-based loops. This is significant, since further

experiments (Section 5.5.4) provide evidence that all the detected loops are indeed com-

prehensively commutative and hence parallelizable. Given this close correspondence,

the rest of this section also refers to commutative loops as potentially parallelizable.
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Table 5.2: PLDS-based loops which DCA detects as commutative automatically, while
existing parallelization techniques fail to identify any. These loops contain profitable
parallelism that was exploited manually by previous work. These previous results
have either reported the speedup over the sequential execution time of that loop only
(subcolumn titled “Loop”) or over the whole program execution time (subcolumn
titled “Overall”).

Benchmark Origin
Loop-Containing

Function
Profitability Detection Technique

Sequential
Coverage (%)

Potential
Speedup (×)

Expert
Manual

Loop Overall

429.mcf SPEC CPU2006 [110] refresh_potential 30 2.2 — DSWP variant 1 [204, 203]

300.twolf SPEC CPU2000 [109] new_dbox_a 30 1.5 — DSWP variant 2 [201]

ks PtrDist [15] FindMaxGpAndSwap 99 1.5 — DSWP variant 1

otter FOSS find_lightest_geo_child 15 2.5 — DSWP variant 2

em3d Olden [47] compute_nodes 100 ∼ 2 — DSWP variant 1

mst Olden BlueRule 100 1.5 — DSWP variant 1

bh Olden walksub 100 2.75 — DSWP variant 1

perimeter Olden perimeter 100 2.25 — DSWP variant 1

treeadd Olden TreeAdd 100 — ∼ 7 Partitioning [85]

hash Shootout ht_find 50 — ∼ 4 Partitioning

BFS Lonestar [149] BFS 99 — 21 Galois [194]

ising community main 95 — ∼ 6 ASC [147]

spmatmat SPARK00 [258] main 89 — ∼ 4 APOLLO [41]

water-spatial SPLASH3 [94, 217] INTERF 63 — 2 OPENMP

For each benchmark, Table 5.1 reports the total number of loops and the number

loops that each baseline dynamic approach reports as parallelizable, and compares these

loops with the loops detected as commutative by DCA. As seen in the table, DCA

uncovers potential parallelism that closely matches each of the dynamic techniques.

The detection effectiveness of DCA is attributed to its ability to capture the effects of

code that spans large regions with complex control flow, function calls and non-linear

array accesses.

5.5.2.2 Detection of PLDS-Based Loops

While DCA is effective at detecting commutative array-based loops, its true potential as

a unified analysis for parallelism discovery is best seen on PLDS-based loops. DCA is

able to detect automatically as commutative a broad collection of popular PLDS-based
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loops from earlier compiler studies, whereas the baseline tools, both dynamic and static,

hit their limits and fail to detect any of them as parallel. The focus of these earlier

studies has been on profitably exploiting these loops on modern parallel architectures

rather than detecting them as parallel. Unlike DCA, these studies rely on ad hoc manual

methods to identify and utilize PLDS-based loops. The PLDS-based loops detected

as commutative are summarized in Table 5.2. The table also reports, for each loop, its

origin, sequential coverage and potential speedup found by ad hoc manual methods

as described in the literature [204, 203, 201, 85, 194, 147, 41]. Sequential coverage

is defined as the percentage of total execution time spent in a specific program scope,

which in this context is one or more loops [137]. Remarkably, DCA detects commutative

loops even in complex programs, such as 300.twolf which contains doubly-nested linked

list traversals, similar in nature to Figure 5.1(b). Other loops, such as treeadd, employ a

worklist traversal idiom akin to BFS presented in Figure 5.2.

An interesting case is 429.mcf, the only loop in Table 5.2 known not to be statically

commutative. 429.mcf performs a complicated tree traversal, accessing sibling and

predecessor nodes, and contains a cross-iteration dependence. The dependence is not

exercised by the test or the reference workloads, hence DCA reports it as commutative.

Speculative parallelization approaches in the literature rely on the assumption that this

dependence is infrequent to parallelize the loop profitably.

In summary, DCA’s uniform approach is able to discover potential parallelism in

loops such as PLDS traversals that are well beyond the limits of dynamic dependence-

based analysis approaches. This opens a potential avenue for leveraging techniques

aiming at efficient parallelism exploitation of complex loops, such as speculative

parallelization.

5.5.2.3 Parallelization of PLDS-Based Loops

Our results demonstrate that DCA’s simple parallelization scheme can yield speedups

for PLDS-based loops (up to 36×), although it is not as widely effective as for array-

based loops. Figure 5.7 reports the parallelization speedup achieved by DCA for a

selection of the PLDS-based loops found as commutative in Table 5.2. The selection

combines simple kernels (such as spmatmat, a sparse matrix-matrix multiplication) and

loops from larger, more complex programs (such as water-spatial, an n-body wave

simulation).

For the remaining loops in Table 5.2, DCA’s simple parallelization scheme does

not yield significant speedups and requires more specialized parallel code generation
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Figure 5.7: Overall speedup over sequential code achieved by DCA parallelization for
PLDS loops. The parallel code generation techniques from Table 5.2 fail to detect
parallelizable loops automatically.

techniques (last column of that table) for profitable exploitation. In most of those cases,

while the target loops account for a significant fraction of execution time, any benefits

from our parallelization scheme are negated due to the high number of relatively short-

lived calls of their containing functions. However, in the cases where DCA’s simple

parallelization is not effective, its analysis results might still be exploited by more

sophisticated parallel code generation techniques such as those reported in Table 5.2.

Exploring the interaction between DCA’s parallelism discovery and these parallelization

techniques is part of future work.

5.5.3 Performance against Static Techniques

5.5.3.1 Detection of Array-Based Loops

Similarly to Table 5.1, Table 5.3 reports the number of loops that each static baseline

approach reports as parallelizable. It also presents a comparison of the combined results

of all three static approaches (Combined Static) and the number of loops detected as

commutative by DCA. DCA uncovers nearly twice as much potential parallelism (86%

of all loops) as the combined static baseline (49%).

For five out of the ten benchmarks in the suite, DCA finds over 80% of the loops as

potentially parallelizable, substantially more than the combined static baseline, which

achieves less than 50% for the same benchmarks. ICC is more robust in detecting



102 5. Loop Parallelization using Dynamic Commutativity Analysis

Table 5.3: NPB loops reported as parallelizable by the baseline static approaches
and as commutative by DCA. “Combined Static” indicates the results of the static
techniques (Idioms [96], Polly [100] and Icc [120]) combined.

Benchmark Loops IDIOMS POLLY ICC Combined Static DCA

(#) (#) (%) (#) (%) (#) (%) (#) (%) (#) (%)

BT 182 5 3 34 19 50 27 80 44 168 92

CG 47 9 19 8 17 23 49 25 53 33 70

DC 105 14 13 11 10 23 22 39 37 41 39

EP 9 2 22 2 22 3 33 4 44 6 67

FT 42 1 2 6 14 1 2 8 19 36 86

IS 16 7 44 3 19 3 19 11 69 12 75

LU 186 3 2 19 10 81 44 90 48 160 86

MG 81 8 10 5 6 21 26 32 40 48 59

SP 250 2 1 38 15 93 37 113 45 233 93

UA 479 23 5 43 9 180 38 209 44 466 97

Total 1397 74 5 169 12 478 34 611 44 1203 86

parallelizable loops than the other two baseline approaches. In some cases this is due to

more aggressive inlining of pure (i.e., no side effects) functions. On the other hand, ICC

is unable to detect complex reduction and histogram operations discovered by IDIOMS.

DCA correctly identifies all the above loops which are executed as commutative.

In the rest of the NPB suite, DCA also achieves high detection scores, outperforming

the combined baseline. CG contains a higher number of loops exhibiting cross-iteration

dependences, which neither DCA nor the rest of the approaches detect. MG displays

a somewhat unusual coding style with respect to the rest of suite, using I/O in several

nested loops and contains a number of loops that the input workloads do not exercise.

We have asserted that DCA can detect these loops as potentially parallelizable given the

appropriate input conditions, but excluded them from our final results for consistency.

Unsurprisingly, DCA detects the least number of potentially parallelizable loops for

DC, which performs numerous I/O operations.

5.5.3.2 Parallelization of Array-Based Loops

Our results show that the simple parallelization scheme proposed in Section 5.4.3 is

generally effective for array-based loops. Overall, by parallelizing the profitable loops

among those discovered as commutative in Section 5.5.3.1, DCA achieves an average

speedup of 3.6× (and up to 55.2×) over the sequential version of each NPB benchmark.

Figure 5.8 presents the speedup results for each benchmark.
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Figure 5.8: Overall speedup over sequential code achieved by Idioms, Polly, Icc
and DCA parallelization for NPB.

Since profitability analysis is out of DCA’s current scope, only the commutative

loops deemed as profitable in the expert NPB implementation (and the hottest ones

for the case where this information is not available) are selected for parallelization.

Remarkably, DCA detects as commutative all data-parallel loops deemed profitable in

the expert parallelization.

EP is a small kernel with a hot two-level loop nest performing an integral evaluation

via pseudo-random trials. Parallelizing the outer loop which contains the complex

reduction loop yields a speedup of 55.2×. DCA also achieves significant speedups

for BT, CG, MG, SP and UA (8.6×, 2.6×, 4.5×, 6.1× and 13× respectively). This is

attributed to DCA’s ability to detect and exploit loops that extend across many lines of

code, containing function calls and complex control flow.

For DC, FT, IS and LU, the relatively high number of detected commutative loops

does not translate into profitable parallelism. For example, DC is an I/O intensive

benchmark manipulating data at volumes much larger than a modern system’s memory

capacity, while LU contains dependences across hot function calls. Thus, these programs

require higher level of synchronization or extended code restructuring for their efficient

exploitation.

DCA (together with expert profitability analysis) consistently outperforms the

baseline parallelization by IDIOMS, POLLY, and ICC, reported in Figure 5.8. The same

profitability analysis is applied for IDIOMS as for DCA, whereas for ICC and POLLY

their optimal profitability analysis is used (Section 5.5.1). ICC and IDIOMS are able
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Table 5.4: DCA covers a significant fraction of execution time, providing high precision
detection results.

Benchmark Loops DCA
Combined

Static

Found
False

Positive

False

Negative

Sequential

Coverage

Sequential

Coverage

(#) (#) (#) (#) (%) (%)

BT 182 168 0 0 100 36

CG 47 33 0 0 91 7

DC 105 41 0 0 0 0

EP 9 6 0 0 100 37

FT 41 36 0 0 91 42

IS 16 12 0 0 60 56

LU 186 160 0 0 84 56

MG 81 48 0 0 87 56

SP 250 233 0 0 94 77

UA 479 466 0 0 86 57

to extract some latent loop parallelism in CG and EP, but are still outperformed by

DCA. IDIOMS is able to exploit EP, but the effectiveness of parallelization is limited

to the inner hot loop. The difference between ICC and DCA for FT and IS is due

to the unavoidable compiler optimization differences: manually implementing the

parallelization suggestions from ICC’s reports for IS and compiling it in our framework

results in the same performance that ICC obtains.

5.5.4 Aspects of Detection Profitability and Precision

In order to assess the accuracy of DCA’s predictions, all loops were further analyzed

semi-manually, employing expert algorithmic knowledge and a combination of targeted

profiling and testing of dependences and computations.

The results (Table 5.4) show that all loops determined as commutative by DCA are

indeed parallelizable (i.e., no false positives), following the spirit of the discussion in

Section 4.3. This result strengthens the significance of Tables 5.1 and 5.3, as it confirms

that DCA can indeed uncover many valid opportunities for parallelization on top of the

baseline approaches.
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Figure 5.9: Overall speedup over sequential code achieved by DCA and Expert Manual
(loop-only and whole program) parallelization for NPB. DCA matches the performance
of manual parallelization by experts at the loop level.

Future work could improve DCA’s effectiveness by applying combined tests for

multiple inputs and exploring inputs leading to execution paths that might affect com-

mutativity.

The loops found by DCA are significant in that they cover a considerable fraction

of the total execution time for most benchmarks in NPB, with above 80% for eight

out of the ten benchmarks in the suite and almost 100% for BT and EP. As shown by

the two rightmost columns of Table 5.4, DCA consistently outperforms the combined

static approaches. This agrees with the high detection rate shown in Table 5.3 and the

parallelism that is profitably exploited as reported in Figure 5.8.

Overall, DCA accurately detects a large amount of potentially relevant and profitable

parallelism, beyond the capabilities of static analysis approaches.

5.5.5 Scope of Parallelization Beyond Loops

The evaluation has so far focused on the detection and parallelization of loops, where

DCA succeeds in uncovering more hidden loop parallelism than several state-of-the-art

approaches. There exists, however, parallelism that is not strictly confined within loops.

Figure 5.9 compares the speedups of DCA on the NPB suite with those obtained by

the data-parallel loops as parallelized by experts (Expert Manual (Loop-only)) and a

full expert parallelization beyond single-loop data parallelism (Expert Manual). The
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results show that DCA succeeds in identifying and exploiting data-parallel loops and

that opportunity remains for further parallelization beyond their scope.

DCA is successful in extracting all the available parallelism from BT, EP and SP. It

is also fairly effective on MG and UA, where the performance discrepancy with the full

expert parallelization is due to the fact that the latter exploits whole parallel sections,

spanning across loops, thus improving locality and minimizing synchronization costs.

The rest of the benchmarks contain parallelism that is outside the loop-level focus

of DCA. The full expert parallelization of these benchmarks uses additional algorithmic

knowledge. DC and FT are largely restructured to take advantage of independent

work-sharing. LU uses a pipeline pattern to overcome the bottleneck in its hottest loop

nests. CG falls under the same category, however, DCA is able to exploit profitably

some of its remaining loop-level parallelism.

The gap between loop-level parallelism and what can be achieved by taking a

wider, structural view of program parallelism motivates further research on this topic.

We believe that commutativity analysis can also play a key role in discovering and

exploiting structured parallelism. We explore this potential in Chapter 6.

5.6 Summary and Conclusions

In this chapter, we have presented DCA, a novel, hybrid analysis for identifying paral-

lelizable loops in sequential legacy code, which relies on liveness-based commutativity.

DCA proceeds in two phases. First, it statically identifies and instruments the

potential live outputs and useful computation of a loop to allow the permutation of

its iterations during execution time. The static phase relies on state-of-the-art anal-

ysis techniques such as liveness-based commutativity [266] and generalized iterator

recognition [166]. Then, it determines dynamically whether the loop is commutative by

comparing the live output of the permuted executions with that of the original iteration

order.

The result of the analysis can be used as a strong indication of the loop’s paral-

lelizability. In fact, as confirmed by our extensive experiments, all loops reported as

commutative by DCA in our evaluation are indeed parallelizable. We do not expect DCA

to be used in a fully automated setting, rather as part of an interactive or semi-automatic

parallelism advisor, where the user has the final word over any code transformations. Po-

tential avenues to fully automate this technique along with overcoming other limitations

and suggesting future directions are discussed in Chapter 7.
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Applying DCA to the sequential version of the NPB suite (almost 1400 loops in

non-trivial scientific applications), we found numerous parallel loops, matching two

profile-driven dependence techniques, DEPENDENCE PROFILING and DISCOPOP, and

outperforming the combination of three static dependence methods, INTEL ICC, LLVM

POLLY and a constraint-based idiom recognition approach, finding nearly twice as

many. DCA was also able to uncover parallelism in irregular loops dominated by

PLDS structures, in the same uniform manner as for array-based loops, where all other

analyses tested failed.

After parallelization, our experiments showed that DCA resulted in an average

speedup of 3.6× across NPB (and up to 55×) on a 72-core host, and up to 36.9× for

the PLDS-based loops.

In conclusion, our evaluation showed that DCA, a liveness-based commutativity

loop parallelization technique that combines static and dynamic information, is capable

of discovering latent parallelism beyond dependence-based methods, over a wide range

of benchmarks and with high precision.

In the next chapter, we revisit the loop liveness-based commutativity concepts

presented in Chapter 4 and incorporated in DCA, moving towards the ability to identify

not just potential parallelism, but the pattern or skeleton form which that parallelism

takes.





Chapter 6
Detecting Data-Parallel Patterns

with Liveness-based Commutativity

In the previous chapter we introduced DCA, a technique based on liveness-based

commutativity and utilizing profiling information from program execution using specific

input sets. Evaluating DCA on a broad range of loops, following both array-based

and pointer-based traversal idioms, we were able to identify useful parallelism in

sequential code that exceeded the capabilities of other competing techniques which rely

on dependence analysis.

Looking into the form of the discovered parallelism, we find DOALL-style loop

parallelism which is straightforward to extract. This is due to the inherent independence

among the iterations of a DOALL loop. However, other loop structures exhibit data flow

which requires synchronization, since they combine the outcomes of various iterations.

For instance, one such case is the reduction operation that we have discussed in the

previous two chapters, where each iteration is reusing the result of the one immediately

preceding it, under the order specified in the execution of its sequential implementation.

Typically, the naive approach is to control and limit access around the shared state

required by each thread in the parallel version of such a loop form. However, this, as we

have seen in more complex cases in Chapter 5 (e.g., certain PLDS-based loops), while

it can ensure the correctness of the parallelization, it can also cripple its efficiency and

negate any potential benefits by the simultaneous execution of iterations. Nevertheless,

several of these loop forms have been found to have an efficient parallel implementation

which usually is achieved by employing a different algorithm in a parallel context.

In this chapter, we propose and apply a methodology which leverages our DCA

technique in a pattern-oriented detection manner. This enables us to broaden the scope

109
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1 out[0] = array[0];

2
3 for (i = 1; i < N; ++i) {

4 out[i] = out[i - 1] + array[i];

5 }

Figure 6.1: A loop performing a prefix sum operation over an array.

of detection towards the identification of latent parallel patterns in sequential loop code.

Specifically, we demonstrate that our approach can identify parallelism not only in

commutative loops, but also in certain non-commutative loops when pursued from a

pattern-oriented perspective, thus expanding the potential parallelization opportunities.

This chapter starts with Section 6.1 which motivates our study. We continue

with Section 6.2, which describes our pattern-oriented methodology and Section 6.3,

which evaluates its application with case studies over widely used data-parallel patterns

found in sequential code. We conclude and summarize in Section 6.4.

6.1 Motivation

Consider the loop in Figure 6.1 which performs a simple prefix sum operation over

a set of values in an array. Essentially, every output location in array out contains the

result of the reduction of all the input values from array up that index position.

Such operations pose a challenge to dependence-based detection methods for paral-

lelization because they exhibit loop-carried dependences. For our example in Figure 6.1,

the RAW dependence in the out array between the element at index i and the one at

(i - 1) does not allow any iteration reordering. This is the same reason prohibiting

parallelization as the one for reductions which was discussed in the motivating example

for commutativity in Chapter 4.

Moreover, liveness-based commutativity as implemented in DCA, described in the

previous chapter, is not able to detect the loop in Figure 6.1 as commutative. Consider

the execution of the loop from Figure 6.1 for the first three iterations (i.e., assuming

N >= 4 and integer arrays) presented in Figure 6.2(a) and when permuted, following

a reverse execution order, in Figure 6.2(b). The resulting contents of the out array

variable at line 18 differ between the two execution orders, thus DCA would correctly

not detect this loop as commutative and, by extension, as potentially parallelizable

because it is not, in fact, commutative. Examining the results of Figure 6.2(b), we
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1 // initialization
2 array[] = { 5, 7, 9, 1, . . . }

3 out[] = { 0, 0, 0, 0, . . . };

4 . . .

5 out[0] = array[0];

6 // out[] = { 5, 0, 0, 0 };
7
8 // first iteration
9 out[1] = out[0] + array[1];

10 // out[] = { 5, 12, 0, 0 };
11
12 // second iteration
13 out[2] = out[1] + array[2];

14 // out[] = { 5, 12, 21, 0 };
15
16 // third iteration
17 out[3] = out[2] + array[3];

18 // out[] = { 5, 12, 21, 22 };

(a)

1 // initialization
2 array[] = { 5, 7, 9, 1, . . . }

3 out[] = { 0, 0, 0, 0, . . . };

4 . . .

5 out[0] = array[0];

6 // out[] = { 5, 0, 0, 0 };
7
8 // first iteration
9 out[3] = out[2] + array[3];

10 // out[] = { 5, 0, 0, 1 };
11
12 // second iteration
13 out[2] = out[1] + array[2];

14 // out[] = { 5, 0, 9, 1 };
15
16 // third iteration
17 out[1] = out[0] + array[1];

18 // out[] = { 5, 12, 9, 1 };

(b)

Figure 6.2: Execution of the first three loop iterations in the original, programmer-
intended order (left) and in the reverse order (right). The contents of the out array
are depicted as comments right after each statement is executed.

see the contents of out are partly correct, specifically for position at index 1. This

is because the value of that position used the correct preceding partial reduction (i.e.,

position at index 0). In the other hand, the second and third iterations, when executed

out of order, used the wrong value since that had not been computed yet (i.e., the value

0 from the initialization of out).

Nevertheless, prefix sum is well-studied operation that can be parallelized [30]. In

short, when the operation applied over the input set is associative, we can perform

different reorderings of the intermediate computations, allowing for shorter span (i.e.,

the length of the longest series of computations which have to be performed sequentially)

and more parallelism. Figure 6.3 highlights graphically the differences between a serial

and parallel implementations of prefix sum over a small input array (i.e., size of 4

elements). First, in Figure 6.3(a), the order of computations for the intermediate results

is such that only one at a time can be computed because of the dependences between

them (i.e., t2 requires t1). However, taking advantage of the associativity of addition,
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Figure 6.3: Representation of the dataflow in prefix sum when implemented sequentially
(left) and in parallel (right). The required intermediate results are represented with
the grey squares between the input and output arrays. The ⊕ sign denotes a location
where a sum operation is performed to compute its contents using the incoming values.

we can calculate the intermediate results in parallel following a hierarchical approach.

This means t1 and t2 can be computed in parallel, but prior to t3 and t4, which in turn

can be executed in parallel.

Note that this parallel implementation performs more sum operations (4 versus 3)

and requires more intermediate space locations (4 versus 2). Despite this, it reduces

both the span of execution and increases the amount of parallelism. Different parallel

implementations provide different trade-offs between the work-span and the available

parallelism [111, 30, 31, 171].

The prefix sum is one instance of the scan parallel pattern (i.e., algorithmic skele-

ton) for any associative operator [31]. Their wide usefulness is recognized by their

inclusions as building blocks for various parallel programming languages, libraries and

frameworks [185] (Chapter 2). Figure 6.4 shows a use of the built-in prefix sum func-

tion from the SKEPU library [79]. These library implementations enhance portability,

allowing the control and abstraction of tuning and selection of various implementation



6.2. Methodology 113

1 # include <skepu>
2
3 int plus(int a, int b) { return a + b; } // operator expressed as function
4 . . .

5 const int N = . . .; // size definition
6 skepu::Vector<int> array(N), out(N); // input/output definition
7 . . .

8 auto prefix_sum = skepu::Scan(plus); // skeleton instantiation
9 . . .

10 prefix_sum(out, array); // skeleton execution

Figure 6.4: The prefix sum operation from Figure 6.1 implemented using the scan
pattern from the SkePU parallel programming framework.

aspects that affect a pattern’s performance, e.g., such as the work span or the amount

of intermediate work, as discussed earlier in this section. We took advantage of this

added benefit in the case of reductions when we used OPENMP for the parallel code

generation in DCA described in Chapter 5.

Therefore, a crucial challenge for liveness-based commutativity and, thus, DCA is

to extend their applicability of detecting data parallel patterns in sequential code. More

specifically, it would be important to achieve this by DCA in the detection of patterns

whose sequential loop-based form is not commutative, even though these loops are

parallelizable. In the rest of this chapter, we examine the potential of an analysis that

can discern among such patterns, incorporating DCA’s ability to determine about the

commutativity or non-commutativity of their constituent loops.

6.2 Methodology

6.2.1 Overview

In this section we present an approach which extends the applicability of DCA for the

detection of data-parallel patterns in sequential loops. We describe the main insight

behind it, provide a high-level overview of each stage and abstractly present its con-

stituent transformations performed using a specific data-parallel pattern. We provide

a more detailed look at the individual transformations and criteria required for each

pattern in their corresponding case study in Section 6.3.

Figure 6.5 presents a high-level overview of our methodology for the identification
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Figure 6.5: Overview of the steps performed by our data-parallel pattern identification
technique leveraging DCA. Note that DCA is applied to all loops that resulted from
the application of a transformation schema and the collated results are passed to
the next stage. The whole process is repeated for each available pattern description
(transform schema and criteria).

of data-parallel patterns. Our technique proceeds by examining a sequential program a

single loop at a time. The first step is to apply the syntactic transformation, encapsulated

in a schema description, to the loop. This produces a code fragment, typically consisting

of a sequence of loop nests. The transformation turns the original loop into a sequence of

loops which though explicitly still sequential, captures the phases of the corresponding

parallel library implementation of the pattern. For example, for the initial code fragment

of Figure 6.1, the corresponding transformed code is shown in Figure 6.6. This can

be seen as a collection of loops L0 to Ln inside a code section in the top right corner

of Figure 6.5.

As shown in Section 6.1, decomposing a candidate pattern loop to its expected
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1 int ssize = N / P;

2 int array[N], tmp[N], out[N];

3 int tid;

4
5 array[] = { 5, 7, 9, 1, . . . };

6 out[] = { 0, 0, 0, 0, . . . };

7
8 // phase 1
9 for (tid = 0; tid < P; tid++) {

10 tmp[tid * ssize] = array[tid * ssize];

11 }

12
13 // phase 2
14 for (tid = 0; tid < P; tid++) {

15 for (i = tid * ssize + 1; i < (tid + 1) * ssize; i++) {

16 tmp[i] = tmp[i - 1] + array[i];

17 }

18 }

19
20 // phase 3
21 for (tid = 0; tid < P; tid++) {

22 for (i = tid * ssize; i < (tid + 1) * ssize; i++) {

23 out[i] = tmp[i];

24 }

25 }

26
27 // phase 4
28 for (tid = 0; tid < P; tid++) {

29 for (i = 0; i < tid; i++) {

30 for (j = tid * ssize; j < (tid + 1) * ssize; j++) {

31 out[j] += tmp[(i + 1) * ssize - 1];

32 }

33 }

34 }

Figure 6.6: The sequential multi-loop code which results after applying our proposed
transformation for the loop in Figure 6.1.

constituent loops from its parallelized form allows us to test their commutativity. For

this purpose, we utilize DCA, which as we have seen in Chapter 5, is able to detect

a range of different loop idioms using profiling information. However, the results of
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DCA are not used in isolation for each loop, but grouped together and compared against

the expected commutativity for each component loop of the parallel pattern. The lack

of commutativity is also useful here, in contrast to its treatment as a parallelization

inhibitor in Chapter 5. Hence, the role of DCA is broadened, composed to a detection

enabler for parallel patterns in sequential code.

Subsequently, we apply DCA over every loop in the derived transformed code

section by executing the program using the provided input sets. We record the result

of DCA (i.e., commutative or non-commutative) for each loop and pass the collated

results to the last stage. In this stage, we apply a set of criteria associated with the

selected pattern that need to be satisfied to confirm the presence of this specific pattern.

These steps, from the transformation to the matching, are performed for every available

pattern whose transformation schema and identification criteria has been provided by

the user.

Recall from Figure 6.3(a) the corresponding graphical representation of the sequen-

tial implementation of the prefix scan where each computation per loop iteration can

only occur after the previous has been completed. In Figure 6.7 we present, as an

example to assist in the comprehension of our methodology, a similar graphical example

of the memory state and the operations which are performed on it by the transformed

scan code of Figure 6.1. These states and computations are organized in phases and are

executed from top to bottom and one after the other (i.e., sequentially). We present the

corresponding transformed code generated by our approach in Section 6.3 where we

investigate the identification of the scan pattern.

First, we notice that the memory locations of the input array, the intermediate tmp

and the output out are divided into segments (or blocks). In the fully parallel version,

which we got inspiration for our approach from, these correspond to areas of the shared

arrays over which each thread would operate on. This is a consequence of the labor

division, allowing each thread to read or write in these segments without requiring

access control (i.e., synchronization). Going over these segments in the sequential

version corresponds to using a loop for each phase in Figure 6.7. In the same vein,

processing each element per segment utilizes an inner loop for each (outer) segment

processing loop. This occurs in all phases where either the source, the destination

element or both are not drawn from a constant index (i.e., the locations marked with

thicker borders), and can be seen most clearly in the third phase which involves a copy

of the tmp contents to out.

The transformed code is now passed to the criteria checking phase. Our key insight
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Figure 6.7: Example result by applying our methodology over the loop from Figure 6.1
depicting the phases of the generated sequential scan pattern (top to bottom). It
graphically depicts the memory state and the operations on it as performed by the
transformed code. Unannotated and ⊕-annotated arrows represent a copy or a scan
operation, respectively.

is that, for the presence of the given pattern to be declared, the loops in the transformed

code should have the same commutativity properties as those common to all correct uses

of the pattern. These loops will be tested individually by DCA. It is easy to recognize

from the pictorial representation of the dataflow in Figure 6.7 that the outermost loops

(i.e., iterating over segments) of first and third phases are commutative. Additionally,
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although less straightforward to determine, the segment loop of phase four is also

commutative, since the operands of the scan within the segment are either: i) constant,

with tmp as their source, or ii) originate from locations within the same segment of out.

As a last example, we turn our attention to the element processing within a segment in

phase 2 of Figure 6.7. We notice that the scan operation uses an element of tmp from a

previous iteration, thus denoting that such a reuse makes the loop non-commutative for

reasons already presented in Section 6.1.

6.2.2 Syntactic Transformations

In its most basic form a syntactic transformation converts a candidate loop to a series of

loops, using the inputs and outputs of the original loop (as detected by liveness analysis),

iterator code and basic operator (e.g., addition in Figure 6.6), substituting them in

placeholder locations in the generated target code. Currently, these are implemented as

a combination of compiler passes and code templates provided by the user, who also

ensures their correctness after their application to a code fragment. This is on top of

using user assistance to determine the result of DCA (Chapter 5).

Figure 6.8 presents succinctly the transformation steps of our methodology for the

scan pattern in pseudocode. The first function (line 1) creates the generated code region

that contains all the resulting code from the application of each phase (lines 9 to 12).

This functions proceeds by generating: i) the placeholder code region, ii) the required

storage, iii) calling the constituent phase generation functions, and iv) collating the

phases in the region. For brevity, we present only the pseudocode for the generation

of the loop at the second phase (line 18). The GenerateScanLoopPhase2 generates

a two-level loop nest and calls the scan operation for each input segment. The input

and output values, as found by liveness analysis, are connected with the initial loop

input and output variables once the transformation has taken place in the location of the

original loop.

As noted in the previous section, our key insight is to utilize the known parallel im-

plementations of data-parallel patterns in order to facilitate the detection of that pattern

in sequential code. We have already discussed (Chapter 2) that parallel patterns help

encapsulate various aspects of the commonly found computations inside a particular

algorithmic pattern. Briefly, patterns encapsulate facets such as the organization of

computations, the arrangement and movement of data, offering the necessary abstrac-

tions to separate semantics from implementation details. This separation does not aim
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1 def GenerateScanTransform(seqLoop, scanOp, p):

2 region = Compiler.CreateRegion(. . .)

3
4 ssize = len(seqLoop.tripCount) / p

5 tmp = Compiler.CreateStore(ssize)

6 out = Compiler.CreateStore(ssize)

7 region.add([tmp, out])

8
9 loop1 = GenerateScanLoopPhase1(scanOp, region, p, ssize)

10 loop2 = GenerateScanLoopPhase2(scanOp, region, p, ssize)

11 loop3 = GenerateScanLoopPhase3(scanOp, region, p, ssize)

12 loop4 = GenerateScanLoopPhase4(scanOp, region, p, ssize)

13
14 region.add([loop1, loop2, loop3, loop4])

15
16 return region

17
18 def GenerateScanLoopPhase2(scanOp, region, p, ssize):

19 . . .

20 outer = Compiler.CreateLoop(

21 0, # lower bound
22 p, # upper bound
23 step)

24 inner = Compiler.CreateLoop(

25 inner.iterator * ssize + 1, # lower bound
26 (outer.iterator + 1) * ssize, # upper bound
27 step)

28 stmt = Compiler.CreateCall(

29 scanOp, # function
30 scanOp.inputs, # inputs
31 [region.tmp]); # outputs
32
33 inner.add(stmt)

34 outer.add(stmt)

35
36 return outer

Figure 6.8: Pseudocode of our methodology’s code transformation steps for the scan
pattern. For brevity, only the overall orchestration (line 1) and second phase processes
(line 18) are presented.
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to obscure, but enable and ease the use of these patterns as building blocks where the

user retains the ability to tune and adapt to their individual needs [58, 171]. In a sense,

we exploit this separation between semantics and implementation in the patterns, by

moving from the latter to the former. Following that, we apply a set of checks on

criteria that will allow us to discern the different semantics exhibited by the transformed

code and, thus, identify the corresponding data-parallel pattern. Additionally, we also

compare the outputs of the transformed code and original candidate loop and we reject

the pattern if they differ. This verification check expands on the notion of SESE regions

and the comparison of outputs in the spirit of liveness-based commutativity techniques,

such as DCA, described in the previous two chapters. In essence, we consider the

transformed code as a single SESE region and compare its live-out values with those of

the original loop.

As discussed earlier in this section, a further consequence of the transformation

following a specific data-parallel pattern is that the generated code will be potentially

decomposed to a series of loops or multi-level loops (i.e., loop nests). Intuitively, this

occurs due to the fact that parallel patterns provide a division of work and communica-

tion for the underlying computation which is aimed at parallel execution. Therefore,

it requires execution to occur over the produced segments and their contents which,

in a sequential execution context, means groups of loop nests. This also enables the

application of our DCA technique (Chapter 5) over each resulting loop and brings into

consideration not only its determinations for commutativity, but also non-commutativ-

ity. Since DCA focuses on the parallelization of loops, by not satisfying the required

commutativity conditions, a loop is not further processed. However, since our objective

is to expand the scope of parallelism detection which consists of potentially multiple

loop nests, both results offered by DCA are necessary and critical in describing and

restricting the specific underlying pattern.

For the decomposed loops in Figure 6.6, this means we are able to apply DCA to

each of them in order to determine their commutativity. Note that although almost all of

the resulting loops are parallel (except the loop of phase 2), we are not solely interested

in discovering their commutativity in order to proceed with parallelization. We take

into account both the commutativity or its absence to match the transformed loops to

the expected commutativity of the loop implementation of a data-parallel pattern, and

thus identify it.

Moreover, we exploit the fact that implementations or parallel patterns are generic

with respect to the number of threads involved. Taking this to the extreme of a sequential
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implementation, which simply captures the intended sequence of phases as loops,

provides two advantages:

i) it permits us to use DCA, which is geared to operate with sequential programs,

without any additional changes, and

ii) it lets us omit any required synchronization aspects from our transformation

templates, which would be required in multithreaded execution, simplifying our

transformation templates.

Thus, although we are using a transformation derived from the parallel implementation

of each pattern, our detection steps are performed in a sequential execution context.

Our objective is to assemble and identify all the loop commutativity criteria which will

allow us to correctly identify the underlying pattern present in sequential loop code.

6.3 Case Studies

In this section, we will apply the steps our transformation technique presented in Sec-

tion 6.2 and examine the requirements that need to be fulfilled to identify specific

data-parallel patterns. For clarity, we reiterate here that each pattern which we will

try to identify has its own distinct transformation schema and commutativity checking

criteria.

6.3.1 Scan Pattern

6.3.1.1 Background

The scan pattern computes all partial reductions of a collection of elements. In other

words, the scan takes [30, 31]:

i) a binary operator ⊕, with

ii) an order set [a0,a1,a2, . . . ,an−1], and

iii) (output) returns the ordered set [a0,(a0⊕a1), . . . ,(a0⊕·· ·⊕an−1)].

For example, a popular instance of this pattern is the prefix sum algorithm, presented

in Figure 6.1, which calculates, for every output location (i.e., the out array variable),

a summation of the input elements up to that point. Addition is the binary operator
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1 int N = 8;

2 int P = 2

3 int ssize = N / P; // 4
4
5 // segment 1 segment 2
6 array[] = { 5, 7, 9, 1, 3, 4, 1, 2 };

7 tmp[] = { 0, 0, 0, 0, 0, 0, 0, 0 };

8 out[] = { 0, 0, 0, 0, 0, 0, 0, 0 };

9
10 // end of phase 1
11 tmp[] = { 5, 0, 0, 0, 3, 0, 0, 0 }

12 out[] = { 0, 0, 0, 0, 0, 0, 0, 0 };

13
14 // end of phase 2
15 tmp[] = { 5, 12, 21, 22, 3, 7, 8, 10 }

16 out[] = { 0, 0, 0, 0, 0, 0, 0, 0 };

17
18 // end of phase 3
19 tmp[] = { 5, 12, 21, 22, 3, 7, 8, 10 }

20 out[] = { 5, 12, 21, 22, 3, 7, 8, 10 }

21
22 // end of phase 4
23 tmp[] = { 5, 12, 21, 22, 3, 7, 8, 10 }

24 out[] = { 5, 12, 21, 22, 25, 29, 30, 32 }

Figure 6.9: Example execution and output of the transformed code in Figure 6.6. The
state of intermediate and final results is depicted right after the end of each phase.

(i.e., ⊕) taking place in this implementation. The associativity of the binary operator

is the property that determines if a scan operation can be parallelized, by reordering

operations and some additional work on each step. Due to associativity, any adjacent

elements can be scanned (i.e., ak−1⊕ak) without having to wait for the partially reduced

value prior to those elements (i.e., a0⊕ . . . ⊕ak−2). This computation can happen when

that value is ready.

Scans have been identified as parallel building blocks in a wide range of applications,

such as [30, 151]: i) the implementation of sorting algorithms (e.g., quicksort, radix sort),

ii) polynomial evaluation, iii) solving linear systems (e.g., tridiagonal), iv) searching,

v) and parsing.
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6.3.1.2 Detection Steps

Applying our transformation steps as described in Section 6.2 in the prefix sum loop

of Figure 6.1, we derive the sequential multi-loop code in Figure 6.6. Initially, we

divide the input set to (N / P) segments, assuming we had P parallel processing units

or threads, at line 1. The first phase copies the leftmost element for each segment

from the input array to the intermediate output variable tmp, allowing the per segment

scanning in the next phase to start with the correct initial values. Then, during the

second phase, we compute for each segment of the input computes its partial prefix sum

(line 9), using the intermediate tmp. Note that the operation at line 16 is essentially the

same as the one in Figure 6.1, using a different output variable being the only difference.

The third phase, at line 21, we copy the intermediate results from the tmp array to the

final output variable out. Lastly, at the fourth phase at line 28, for every segment, the

rightmost value from each intermediate result in tmp needs to be added to every value

of the output segment out. In other words, this phase propagates and scans the partial

reduction result of each segment computation to the values of the segment after it.

Figure 6.9 presents an example execution of the transformed code when applied to

an example input set. It is worth noting that the first segment in the tmp array already

has the correct final contents after the second phase is completed. It is this segment’s

rightmost value (i.e., 22) that needs to be scanned with all the values in the second

segment to produce the correct final result (line 24).

Next, moving to the commutativity criteria checking phase, applying DCA on every

loop of the three top-level loop nests of the transformed code in Figure 6.9, we obtain

that all loops are commutative, except the inner loop of the second phase at line 15. This

is expected since this inner loop still exhibits a cross-iteration dependence where the

output value depends on the one at the previous index position in the tmp array. Hence,

the matching criteria for the scan pattern in the transformed code are: i) all loops in the

loop nests of all four phases of the transformed code to be commutative when DCA is

performed on them, except ii) the inner loop of the loop nest in the second phase which

should be non-commutative, and iii) the original and transformed code should produce

the same output.

6.3.2 Reduction Pattern

6.3.2.1 Background
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1 out = 0;

2
3 for (i = 0; i < N; ++i) {

4 out += array[i];

5 }

(a)
1 int ssize = N / P;

2 int array[N], tmp[P], out;

3 int tid;

4
5 array[] = { 5, 7, 9, 1, . . . };

6 out[] = { 0, 0, 0, 0, . . . };

7
8 // phase 1
9 for (tid = 0; tid < P; tid++) {

10 tmp[tid] = array[tid * ssize];

11 }

12
13 // phase 2
14 for(int tid = 0; tid < P; tid++) {

15 for(int i = tid * ssize + 1; i < (tid + 1) * ssize; i++) {

16 tmp[tid] += array[i];

17 }

18 }

19
20 // phase 3
21 for(int tid = 0; tid < P; tid++) {

22 out += tmp[tid];

23 }

(b)

Figure 6.10: A loop performing a reduction operation (accumulation) over an array
(reproduced from Section 4.4) (top). The sequential multi-loop code which results
after applying our proposed transformation for the loop in (a) (bottom).

The reduction pattern computes a single value by applying an operator over a

collection of elements. This combiner operator (or function) is applied in pairwise

fashion [87, 171], thus we can define a reduction in terms of:

i) a binary operator ⊕, with
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ii) an order set [a0,a1,a2, . . . ,an−1], and

iii) (output) returns a single value (a0⊕·· ·⊕an−1).

Reductions are closely related to scans since the latter can be expressed in terms

of the former, by applying the combiner operator successively over all ordered subsets

of the input (i.e., over one element, over two elements, and so on) and keeping the

intermediate results. For the same reasons as for scan operations, the associativity of

the binary operator is necessary to parallelize reductions. We have already discussed the

reasons for which detecting reductions poses a challenge for parallelization techniques

based on dependence analysis in the previous two chapters. Typically, such approaches

resort to specific and customized extensions within their models [87, 207]. On the

other hand, DCA is able to innately identify reduction loops as parallelizable within is

liveness-based commutativity model. We reuse the reduction loop from our motivation

in Chapter 4, presented in Figure 6.10, to exemplify our approach in this section.

Reductions have a plethora of applications in machine learning and scientific do-

mains (i.e., physics, statistics, etc.) [207, 96, 128]. A notable use of this pattern is in the

MAPREDUCE parallel programming framework and infrastructure where the reduce

operation is performed once for each unique key over records of “Big data” sets [66,

206].

6.3.2.2 Detection Steps

The detection method for reductions proceeds similarly to the previous steps for scans,

with the resulting transformed code in Figure 6.10(b). As in the case of scans, we notice

the division of the input (i.e., segments of ssize each) and the intermediate tmp store

arrays. This division allows each thread to work independently in an actually parallel

implementation. In our version it enables us to apply DCA over each generated loop

and check if this independence really exists without affecting the output.

The first phase (line 9) transfers the leftmost element from each segment of the input

to each corresponding segment of the intermediate tmp. This ensures using the correct

initial value for the subsequent computations and, more importantly, avoids requiring

to match an operator with its identity value (e.g., 0 for addition). Phase two performs

the reduction operation on the input for each segment, storing the result in tmp. Each

partial reduction reads and writes in a separate index position of tmp (line 16). Finally,

the third phase performs a final reduction of the partial results from the previous phase

to out (line 22).
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1 for (i = 0; i < N; ++i) {

2 out[i] = c * array1[i] + array2[i];

3 }

(a)
1 int ssize = N / P;

2 float array1[N], array2[N], out[N];

3 int tid;

4
5 array1[] = { . . . };

6 array2[] = { . . . };

7 out[] = { . . . };

8
9 // phase 1

10 for(int tid = 0; tid < P; tid++) {

11 for(int i = tid * ssize; i < (tid + 1) * ssize; i++) {

12 out[i] = c * array1[i] + array2[i];

13 }

14 }

(b)

Figure 6.11: A loop performing a map operation (SAXPY) over an array (top). The
sequential multi-loop code which results after applying our proposed transformation
for the loop in (a) (bottom).

The matching criteria for the reduction pattern expressed in the transformed code

are: i) both loops in the loop nests of all three phases of the transformed code to be

commutative when DCA is performed on them, and ii) original and transformed code

should produce the same output.

6.3.3 Map Pattern

6.3.3.1 Background

The map pattern applies an operation or a function to all the elements in a collection.

The map pattern represents computations that have no side effects and, thus, can be

performed without requiring any synchronization or communication (embarrassingly

parallel). It is often utilized in combination with other patterns such as reductions and
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scans (fused patterns) [171]. Figure 6.11(a) presents a simple loop which performs a

Single-Precision A*X+Y (SAXPY) map operation, combining vector multiplication

and addition, commonly used in various application domains and packaged in BLAS

libraries [171].

The map pattern lends itself naturally to the processing of modern parallel multicore

architectures. Due to the map’s conceptual simplicity and generality in expressing the

effect of independent operations, its use has become ubiquitous in parallel programming

frameworks (e.g., MAPREDUCE [66], OPENMP [50], etc.) and, even, standard libraries

of languages not necessarily associated with parallelism (e.g., Python’s map function

for processing iterable objects). The discovery and exploitation of map parallelism in

loops has a long history, from the study of DOALL loops [152] to being the goal of

compiler detection tests that utilize dependence [7].

6.3.3.2 Detection Steps

Figure 6.11(b) presents the transformed loop after applying our technique’s transfor-

mation steps on the loop in Figure 6.11(a). The input arrays (line 1) are divided into

segments and the map operation is applied in turn to each of them (line 12). The

simplicity of the map pattern does not require any data transfer between the partial

segment calculations, thus the transformed code consists of a single phase.

The matching criteria phase for this pattern expects: i) all loops in the single loop

nest of the transformed code to be commutative when DCA is performed on it, and

ii) original and transformed code should produce the same output. These conditions are

easily comprehensible considering the expected independence of a map’s operation.

6.3.4 Discriminating between Patterns

Table 6.1 summarizes the matching criteria of each phase for each parallel pattern

used in our methodology. For every phase of each pattern, every loop in that phase’s

loop nest is required to be commutative or non-commutative. In addition to these, we

also require and verify that the final outcome of each transformed candidate pattern is

the same as that of running the original unmodified sequential loop. We now discuss

the ways in which this approach promotes true positives and discourages false positives,

in pattern identification.
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Table 6.1: Summary of the pattern matching criteria of each phase for our methodology.
The Ë and 6 signs denote the requirement for a commutative and a non-commutative
loop, respectively. The notation Lni j corresponds to a loop of phase n placed in i-th
position at loop depth 1 and j-th position at loop depth 2.

Patterns Phase Criteria

Phase 1 Phase 2 Phase 3 Phase 4

Scan L11 Ë L21

↪→ L211

Ë

6

L31

↪→ L311

Ë

Ë

L41

↪→ L411

↪→ ↪→ L4111

Ë

Ë

Ë

Reduction L11 Ë L21

↪→ L211

Ë

Ë

L31 Ë —

Map L11

↪→ L111

Ë

Ë

— — —

6.3.4.1 Encouraging True Positives

Using our methodology and transforming a loop based on a schema that has its roots

in the parallel forms of common data-parallel patterns, we are able to derive different

criteria for discovering these patterns in sequential code, leveraging DCA. Moreover, we

utilize not only the existence of loop commutativity for parallelization as in Chapter 5,

but also its absence. Consider the criteria for matching the scan pattern, comprising

eight loops in total across its four phases in Table 6.1. Under our criteria, loop L211 is

expected to be non-commutative for correct detection of this pattern since, as described

in Section 6.3.1, it performs the local scan operation on each segment of the input. DCA

is unable to detect as parallelizable sequential loops which perform scan operations,

when examined in isolation (i.e., at the loop level). However, this is a vital feature in

our pattern-oriented detection methodology for discovering hidden parallelism. Our

methodology’s transformation step is the decisive enabler for: i) multiple applications

of DCA, and ii) expansion of the liveness information over a region of code (beyond a

single loop nest).
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1 int saxpy(int in1, int in2) { return 2 * in1 + in2; }

2
3 // segment 1 segment 2
4 int array1[] = { 5, 7, 9, 1 };

5 int array2[] = { 3, 4, 2, 6 };

6
7 // phase 1
8 . . .

9 // end of phase 1
10 tmp[] = { 5, 0, 9, 0 };

11
12 // phase 2
13 for(int tid = 0; tid < 2; tid++) {

14 for(int i = tid * 2 + 1; i < (tid + 1) * 2; i++) {

15 tmp[tid] = saxpy(tmp[tid], array1[i]);

16 }

17 }

18
19 // end of phase 2
20 tmp[0] = saxpy(tmp[0], array[0]) = 2 * 5 + 5 = 15;

21 tmp[0] = saxpy(tmp[0], array[1]) = 2 * 15 + 7 = 37;

22 tmp[1] = saxpy(tmp[1], array[3]) = 2 * 9 + 9 = 27;

23 tmp[1] = saxpy(tmp[1], array[4]) = 2 * 27 + 1 = 55;

24
25 // phase 3
26 . . .

27 // end of phase 3
28 out = tmp[0] + tmp[1] = 37 + 55 = 92;

29 // expected correct output from map operation
30 out[] = { 13, 18, 20, 7 };

Figure 6.12: Example of applying our reduction transformation steps to a loop
employing a map pattern. Our output verification check will disallow matching this
loop to the reduction pattern since the output result between the original loop and the
transformed code differ (lines 28 and 30). The code from the first and third phases is
omitted for clarity.

6.3.4.2 Avoiding False Positives

It is also interesting to consider the ways in which our methodology behaves correctly

when a pattern test is applied to a piece of code which actually matches a different
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pattern (i.e., how we avoid false positives).

In order to review the robustness of our methodology, we now consider an example

of its outcome when we test a candidate loop against a pattern which does not match.

For instance, if we apply the reduction schema to a candidate loop that employs the

map pattern, then it should produce a transformed program, which once tested, does not

meet the criteria for the reduction pattern.

Figure 6.12 presents an example of the transformation result if we suspend the

application of the schema criteria on live- and live-outs and assume that a sequential

loop that performs a map operation gets transformed with the reduction transform

schema. Figure 6.12 combines parts of the transformed code and its output, omitting the

first and third phase for clarity and uses an instance of the SAXPY map presented earlier

in this section (line 1). We notice that treating the extracted saxpy operation in the

second phase (line 15) as a reduction operator yields incorrect results that propagate to

the final out variable (lines 28 and 30). Even if we ignore the difference in output size

(i.e., scalar versus array), the final results differ and will fail our output verification.

6.4 Summary and Conclusions

In this chapter, we have presented a methodology which utilizes liveness-based commu-

tativity, as implemented in DCA, and facilitates the detection of parallelism in the form

of patterns in sequential loop code.

Our methodology proceeds by applying a series of transformation to a candidate

loop to obtain a code section consisting of multiple loops. The transformation steps

convert the loop based on a schema that is derived from the parallel implementation

of each pattern we aim to discover, but repurposed for sequential execution which

avoids the need for any synchronization. This allows us to leverage DCA by applying

it separately on each resulting loop of the transformed code. Then, we compare

DCA’s determinations for each loop, retaining results for both commutativity and non-

commutativity, with an expected set of criteria in order to match the candidate loop to

pattern.

Using this approach, we are able to discover data-parallel patterns such as maps,

reductions and scans. The detection of loops performing a scan operation is a step

towards extending the efficacy of liveness-based commutativity for parallelization, since,

when examined using simple DCA, they are not indicated as parallelizable. Despite its

simplicity, our transformation avoids probable misclassifications by utilizing an output
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verification step that rejects a pattern if results differ from the original candidate loop.

Future work will aim to automate and enhance the transformation schema for each

pattern.





Chapter 7
Conclusions

This chapter concludes the presentation of our work in this thesis.

We start with a synopsis of our investigations in Section 7.1 and continue with a

summary of our contributions in Section 7.2. We conclude in Section 7.3 with a critical

analysis of our work and explore potential future directions.

7.1 Introduction

In this thesis, we have examined the detection and extraction of parallelism from

sequential source code.

To this end, we use liveness-based commutativity as the main enabler for the

techniques developed and examined in our work. Commutativity is the property of

a code region whose order of execution we can permute without affecting the final

program outcome. Liveness-based commutativity utilizes information from the classic

compiler liveness analysis in order to determine whether a program’s outcome is altered

or not by reordering the execution of code regions.

Our study has been aimed at loops, where applications usually spend most of their

execution time. The candidate loops that we are interested in exhibit array-based access

idioms, found mostly in the HPC and scientific domains, and pointer-based loop chasing

idioms, a hallmark of applications that utilize PLDS. Consequently, we have explored

the potential of a technique built on top of symbolic execution, combining symbolic and

concrete input values. Identifying the limitations of this approach, we then developed a

new technique that relies on profiling information to detect latent loop-level parallelism.

Finally, we investigate the use of liveness-based commutativity in identifying higher-

level parallel algorithmic skeletons in sequential code and thereby extending its scope

133
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of detection.

7.2 Contributions

In Chapter 4, we introduced our concept of liveness-based commutativity and adapted it

for loops in order to express and, consequently, test commutativity conditions between

their iterations. We developed a method to examine loop commutativity conditions

based on liveness leveraging symbolic execution, which allows a concise representation

of inputs as value ranges (i.e., symbolic values) expressed using sets of constraints. We

structured the loop commutativity testing in such way that it can be expressed as a path

constraint that can be checked for equivalence using a symbolic execution engine’s

constraint solver. For our case studies we selected representative loops from NPB suite

and other sources (e.g., OLDEN benchmarks) which follow common iteration idioms

over arrays and PLDS.

Despite the fact that symbolic execution presents an attractive and elegant process

of expressing outputs in terms of constraints of inputs, thus enabling the extraction

and derivation of various program properties, in practice it is limited due to scalability

issues. Despite having taken actions to remedy some of these issues (e.g., limited

coverage, etc.), our case studies demonstrate its applicability is inhibited by features

existing in real-world programs. Informed by these findings, we then seek to alleviate

these shortcomings using a program’s execution with actual input sets as an additional

information source.

In Chapter 5, we introduced DCA, a hybrid static and dynamic technique based

on liveness-based commutativity which utilizes profiling information, derived from

execution runs using provided input sets, to detect and exploit loop parallelism. For

our evaluation, we used almost 1400 loops across 10 applications in the NPB suite

which perform array-based computations for various scientific applications. We also

targeted PLDS-based loops, which have been studied previously in the literature, from a

wide variety of benchmarks, such as the SPEC CPU and OLDEN suites among others.

We compared DCA to five state-of-the-art dependence-based approaches, matching or

outperforming their detection capabilities using liveness-based commutativity as our

single analysis model.

For the NPB programs, we found that DCA is able to match the detection capabilities

of two other dynamic approaches based on dependence analysis, discovering over 1200

loops (86% of the total) as parallelizable. When compared to three static compiler
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techniques over the same suite, DCA found twice as many parallelizable loops as all of

them combined.

For PLDS-based loops, we have drawn upon the literature to collect a wide range

of loops in programs that use pointer-based data structures. The approaches described

in those works were focused on the exploitation of PLDS-based loops on parallel

architectures and relied on ad hoc methods to select them. On the other hand, DCA is

able to detect automatically all these loops as potentially parallelizable, going beyond

the capacity of all dependence-based tools used as our baseline. DCA is able to handle

uniformly loops using regular, array-based induction variables and pointer-chasing

idioms.

For the exploitation of the discovered parallelism, we employed a simple paralleliza-

tion approach, based on [248], that utilizes the profiling information collected during

detection to also select the hottest (i.e., the highest sequential execution coverage) loops.

We were able to obtain an average speedup of 3.6× across NPB and up to 55× on

our test platform. For PLDS-based loops, we achieved speedups that reached up to

36×. DCA can be used orthogonally with more sophisticated parallel code generation

schemes as discussed in Section 7.3.

Moreover, since DCA requires user input to approve results, a common aspect of

profile-guided approaches, we have assessed its accuracy. We found no false positives

in our technique’s predictions, hence, all discovered loops are indeed parallelizable

for all valid inputs. Lastly, the NPB suite gives us the opportunity to compare our

parallelization against that performed manually by experts. At the loop-level, DCA was

able to extract all available parallelism, with all the remaining parallelism uncovered

by manual transformations being outside our scope (i.e., extending beyond and across

loops).

In Chapter 6, we developed a methodology, based on liveness-based commutativity

and leveraging DCA, to further extend to scope of parallelism discovery in sequential

code. Our methodology transforms a candidate loop, based on a schema, into a code

section comprising multiple loops, applies DCA on them, and compares with a set of

criteria corresponding to the commutativity properties of various data-parallel patterns.

Applying these steps over sequential loops, we are able to identify specific forms of

pattern-based parallelism in sequential code. This allows us to extend the scope of

detection with the identification of patterns, such as scans, that DCA (and dependence

analysis) is not able to find as parallelizable. This methodology not only utilizes the

existence of commutativity, but also its absence in the specification of the matching
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criteria for each pattern.

7.3 Critical Review and Future Directions

7.3.1 Liveness-Based Commutativity Analyses

In Chapters 4 and 5, we presented and evaluated two techniques which leveraged

liveness-based commutativity for parallelization leveraging information derived from

symbolic and dynamic execution contexts.

Currently, the overheads of liveness-based commutativity () using symbolic exe-

cution are very limiting for any useful determination regarding the examined loops

due to the inherent path explosion associated with iteration exploration. While the

characterization of inputs with symbolic classes is attractive, there is no clear approach

on how this can be further lifted from low-level ranges, based on the underlying variable

types, tailored without domain and problem knowledge from the user. Further, the user

is required to be heavily involved during the whole process of commutativity checking,

from input set manipulation to code fragment extraction and verification of results.

Lastly, fundamental modelling limitations in symbolic execution (i.e., floating-point

numbers) continue to pose an unresolved challenge that impacts the application of

any such approach to codebases and workloads that employ them, such as HPC and

numerical analysis.

One future research path would be to investigate the use of program slicing tech-

niques in order to alleviate the shortcomings of symbolic execution when used with

liveness-based commutativity. Program slicing [270] is a technique to determine the

set of statements in a program (i.e., the program slice), which may affect the values at

some program region of interest (i.e., slicing criterion). The usual application of these

techniques is in debugging, but their uses have been expanded, producing multiple vari-

ants since its inception [278]. Slicing could be used to reduce and simplify a candidate

program region to be tested for commutativity conditions.

Fuzzing, or fuzz testing, is a technique for the fast, automatic generation of inputs

to test programs for security vulnerabilities [157, 97]. Recently published research has

started investigating the combination of symbolic execution in tandem with fuzzing

in order to overcome each other’s limitations (whitebox fuzzing) [105, 190]. Briefly,

the main challenge in fuzzing is generating such inputs that thoroughly exercise the

intended program sections under test. In the context of implementing liveness-based
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commutativity analyses, fuzzing could help selectively concretize values that could lead

to a fast fail of the commutativity conditions tests. Another potential use of fuzzing,

that could widen the applicability of symbolic execution, would be to direct its input

generation towards parallelization-specific goals (e.g., discovering what values could

cause fast failing of commutativity tests). Recent research has also examined the use

of a more targeted application of symbolic execution by allowing the user to specify

regions of code that can be excluded, thus focusing on the exploration of important

paths [250].

Symbolic execution could also be used in an indirect manner, as a mechanism of

specification inference mechanism for program parallelization, treating parallelization-

inhibiting dependences as program defects. While this also suffers from scalability

issues, there have been adaptations which have worked towards mitigating such chal-

lenges in other application fields, such as program repair [229], and could make future

work on this aspect more tractable.

Several opportunities for future research lie in the exploration of combining DCA

with other dynamic analyses.

In terms of parallelization discovery, DCA is sensitive to the potential of combi-

natorial explosion, due to long iteration counts, potentially deep loop nest structures

and different execution contexts (e.g., different call sites of the containing function).

Currently, there is no consideration in mitigating the associated overheads apart from

performing independent loop invocations. There is also no attempt to reuse or compress

profiling information across loops in a loop nest or execution contexts. The paral-

lelization safety of the discovered loops is not guaranteed since it is based on profiling

information using a finite input set. Hence, the user involvement in the decision to

proceed with parallelization requires expert knowledge. Lastly, this information is

presented in a low-level format, exposing the data dependences between variables,

making this task onerous.

Probabilistic techniques can help reduce the overhead of the dynamic analysis

created by the requirement to permute the iteration space of a loop. One such potential

technique is loop perforation [232] which could be utilized to reduce the amount of

loop iterations executed and hence the overall computational workload. While the

perforated result differs from the original, its use in computations that can tolerate such

changes (e.g., ML-based algorithms) and regulate trade-offs between efficiency and

accuracy, can be acceptable and beneficial. This difference in results from algorithmic

changes or computation reordering (e.g., parallelization) is not new in computing. For
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example, developers of HPC applications already deal with the heavy use of floating-

point arithmetic, where experts have included error threshold checks (e.g., the NPB suite

provides a verification step for each program). However, perforation algorithms actively

search the space of the generated variants for optimality (i.e., maximize performance

for a specific acceptable accuracy loss).

Another set of related techniques that could alleviate the overhead of iteration

reordering are those that enable program execution replay. These techniques record

enough information from the execution of a program about its behavior, so that a second

execution can loyally replay the behavior, producing the same result [183, 256, 182].

Typically, the objective is to enable debugging (e.g., reverse-execution debugging) or

resolve difficult to reproduce faults. However, there have been techniques that aim to

reproduce specific program properties for performance such as [49], where code regions

are extracted and executed in isolation using an identified representative working state

(i.e., memory and cache). This could allow an extension of DCA that could accurately

test commutativity conditions for individual loop nests.

In Chapter 2, we briefly presented speculative parallelization approaches more

closely related to our work. We consider such approaches orthogonal to DCA’s detection

capabilities, thus speculation can be leveraged for the actual parallel code generation

stage of the analysis. DCA is an Ahead-of-Time (AoT) analysis with zero overheads

during the program’s parallel execution. However, if the two approaches are used in

conjunction, then speculative execution can benefit from a reduction of the associated

runtime costs (Chapter 2) and DCA can completely avoid user involvement (i.e., fully

automatic). The manner in which such a combination could prove profitable is a further

avenue for future research.

Moreover, although we did not use any specific hardware features, there are ways

that architectural support can assist in our proposed techniques, such as Transactional

Memory (TM) or even Value Prediction, which has received renewed interest from

the community following the advent of processors with a variety of general-purpose

cores [78]. For instance, if the path of speculative parallelization is investigated, there

is a body of research that has studied ways in which TM can help in the efficient

maintenance of speculative state and rollback implementation [218].

As we presented in Chapter 5, DCA relies on concretes inputs to execute a target

application and retrieve the required values through the generated profiles. While the

results are valid for those specific input sets, we have also explored the precision of

the predictions made by our analysis and found that they are adequate and hold for all
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potential valid inputs.

An interesting future research direction would be to explore the generation of

representative program input sets. Another way would be an approach similar to [28]

used in the context of Feedback-Directed Optimization (FDO), where profiles from

several program runs are combined in a statistically sound method, supporting both

offline and online information collection. Similarly, in [77], the effect of different input

sets is measured using statistical analysis and the results are clustered together based on

the program behavior that they induce. Techniques like DCA, which rely on liveness-

based commutativity could potentially present good candidates for such statistical

approaches. This is because their results are based on a candidate region’s outcome,

unlike dependence-based methods, where a single violating read/write operation pair

between two memory locations is enough to stop parallelization.

In our implementation, the main focus of profiling was the extraction of adequate

information in support of DCA’s requirements. Despite that, future revisions can

incorporate techniques for the efficient storage [179] (e.g., using compression) or

collection of traces [144]. For example, SD3 [144] parallelizes the gathering of profiling

information itself and could be applied orthogonally.

Lastly, even though parallelization detection using DCA can be applied to each

individual loop in a loop nest, our current parallelization scheme exploits only the

outermost loops. This strategy typically avoids the costs associated with setup and

synchronization of parallelism which typically negate any speedup gains from paral-

lelization when performed on inner loops [50]. Exploring the use of commutativity

with other parallel code generation techniques, more suitable for inner-loop parallelism

such as vectorization [7], could further expand DCA’s applicability and advance its

integration along other compiler transformations and optimizations. Deciding on the

granularity of parallelism, its form and the order which these should be optimally

combined is a complicated problem which could also benefit from the use of ML-based

techniques for parallel code generation [248].

7.3.2 Pattern Detection with Liveness-based Commutativity

In Chapter 6, we presented a methodology to identify data-parallel patterns in sequential

code leveraging DCA, thus extending the scope of our discovery capacity.

The current implementation is limited to data-parallel patterns which are sought

using an inflexible detection scheme, which uses a combination of compiler transfor-
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mations and code templates. Furthermore, the user is required to design, implement

and verify the results of the commutativity for each decomposed loop in a pattern under

detection and also check the correctness of the match with the expected criteria for it.

While DCA is able to handle PLDS-based loops, pattern detection with has not been

expanded to attempt discovery in such codes. It is unclear how our technique could

be expanded to address combination of data-parallel patterns (fused or composable

variations).

Future work can examine if our methodology can be expanded to include the

identification of other skeletons (e.g., stencils, recurrences, etc.) and provide a unified

way to describe them. This could allow the description of patterns by the users and

facilitate a holistic integration, from detection to code generation, by taking advantage

of parallel programming frameworks (e.g., SKEPU [79]). Using skeleton frameworks

can alleviate the task of mapping and tuning the extracted parallelism to the target

parallel architectures.

Enhancing the results of commutativity with shape analysis [93] could further

amplify parallelism and pattern detection beyond the scope of loops. Additionally, in-

corporating methods which automatically discover and verify commutativity conditions

for data structures [146] could limit the reliance of profiling information and reduce or

eliminate user involvement in the process of parallelization.

Another facet of our approach is the application and search for every available

pattern description at our disposal. At the moment, the interaction of each pattern

transformation and matching occurs in isolation from each other. Implementing a

specific order in the application of each pattern could obviate duplication of effort in

parts of our technique (e.g., the transformation of and criteria matching for the first phase

each pattern). However, this is an orthogonal aspect, since the apparent inefficiency

could be offset by parallelizing these steps in our methodology while retaining the

isolation of each pattern specification.

Lastly, several parallel patterns appear in fused forms in many parallel programming

frameworks [171]. These special cases are combinations of multiple patterns used in

chained succession (e.g., map-reduction or map-scan fusions) where one consumes the

output of the previous pattern. The fused patterns tend to improve the efficiency of

parallel execution by reducing communication and synchronization overheads [171].

Our approach does not contain descriptions of fused pattern variants, however, this

could be remedied by:

i) providing distinct descriptions for fused variants, or
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ii) adding decomposition stages to separate such occurrences, thus enabling their

detection with the currently available descriptions.

7.3.3 User Interface Improvements

The current medium of user interaction in DCA is through low-level reports which

were originally designed to assist us in identifying individual candidate loops and be

easily parsed by our development utilities. As a result, this output is not well-suited

for consumption by developers and used as a productivity booster. Despite this, it is

possible to extend and enhance the current reports and user feedback, in similar fashion

to tools such as [161, 288], to:

i) Enable association between the results and the original source code by using

source-level debugging information (e.g., a format such as DWARF [75]). This

can further enable a two-way communication and update between reports and

source code via an Integrated Development Environment (IDE) plugin or other

external tools in the development software ecosystem.

ii) Exploit the liveness information used in liveness-based commutativity by DCA to

focus and filter the operations and data flow for the candidate loops presented to

the user. This can occur in combination with visualizing dependence information,

since this can help in validating access synchronization to shared variables.

iii) The involvement of the user can follow a plan, be more guided and minimize the

number of required user tweaks. For example, an advisor-like tool can suggest

a specific set of steps to take in order to validate DCA’s transformations. Such

a tool could be powered by preset user configurations, heuristics or ML-based

predictions.

Lastly, all the aforementioned suggestions can also be combined at various degrees to

improve the overall user experience.
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