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Abstract 

This study investigates the potential differences between spatial and temporal transferability of the 

HBV rainfall-runoff model parameters in 576 Iranian catchments. Our goal is to determine how 

parameter transferability is affected by (a) parameter transfer modes (temporal or spatial) and (b) 

different climate conditions. In the temporal mode, we decide in each catchment based on a 

benchmark baseline that accounts for the seasonality of flows. In the spatial mode, we examine 

physical similarity and spatial proximity methods. The main conclusions are that: (1) the HBV 

model struggles to beat the benchmark in lowland catchments, (2) under stationary conditions, 

rainfall-runoff models have greater temporal transferability than spatial transferability, (3) under 

non-stationary climate conditions, the number of catchments that perform best in terms of temporal 

transferability is smaller than in stationary climate conditions, and (4) the rainfall-runoff model has 

better transferability from drier to wetter conditions.  

  

Keywords: Rainfall-runoff model, benchmark baseline, spatial and temporal transferability. 

 

Introduction 

Streamflow simulation in ungauged catchments remains a challenging task in hydrological science 

(Sivapalan et al., 2003, Stoll & Weiler, 2010). Regionalization is a frequently used technique for 

estimating the amount of water resources in ungauged catchments. Regionalization involves the 

transfer of hydrological information (e.g. calibrated parameter sets) from gauged to ungauged or 

poorly gauged catchment(s) in order to estimate the streamflow time series (Razavi & Coulibaly, 

2013). Over the last two decades, an increasing number of studies have applied different parameter 

transfer methods using hydrological models (e.g., Choubin et al., 2019, Dakhlaoui et al., 2017, 

Kokkonen et al., 2003, Li et al., 2014, Masih et al., 2010, Perrin et al., 2001, Reichl et al., 2009, 

Vogel, 2005, Wagener & McIntyre, 2005, W. Yang et al., 2020, Young, 2006).  

 

Regionalization's main concern is with the operational application of hydrological models outside 

of calibration periods and at other catchments, where the parameter sets are subjected to actual 

examination (Patil & Stieglitz, 2015, Refsgaard & Knudsen, 1996). Parameter transfer, or 

regionalization, outside of calibration period can be in time (for simulating streamflow for periods 
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for which no observations are available) in space (for simulating in ungauged sites) or both 

(spatiotemporal).  

 

The most frequently used approach in regionalization studies is the temporal transfer of model 

parameters (Patil & Stieglitz, 2015). Temporal transfer implicitly assumes that the calibrated 

parameters are temporally stable. Several recent studies, however, have demonstrated that calibrated 

model parameters are not temporally stable (e.g., Brigode et al., 2013, Eregno et al., 2013, Merz et 

al., 2011, Yang et al., 2018) and their values are determined by the calibration period's 

hydroclimatic conditions (Juston et al., 2009, Razavi & Tolson, 2013).  

A comprehensive review of the literature indicates that climate conditions are becoming non-

stationary (IPCC 2014), and the reliability of the model transferability must be examined under 

climate variability. In recent decades, model transferability under stationary climate conditions has 

received considerable attention. However, accurate water resource forecasting under non-stationary 

climate conditions requires greater attention than ever before, as water-related problems such as 

drought and flooding are becoming more frequent as a result of global warming's effect (Li et al., 

2012). Non-stationary climate conditions also impose some constraints on the application of 

hydrological models, which may cause them to become less applicable in new conditions (KlemeŠ, 

1986).  

 

The Differential Split-Sample Test (DSST) is a popular method for assessing a model's 

transferability under contrasting conditions. DSST assumes that the observational data are divided 

into various calibration and validation periods based on their climatic differences (KlemeŠ, 1986). 

Numerous studies have revealed a significant decline in the model’s transferability over time when 

using DSST (Fowler et al., 2016, H. Li et al., 2015, Wilby & Dessai, 2010). 

 

Another widely used approach in regionalization studies is the spatial transfer of model parameters 

from gauge to ungauged catchments, often refer to as prediction in ungauged basins (PUB). 

Numerous studies have been conducted over the years to develop and compare methods for 

transferring model parameters between gauged and ungauged catchments (McIntyre et al., 2005, 

Patil & Stieglitz, 2014, Sivapalan et al., 2003, Yang et al., 2018). Hrachowitz et al. (2013), Blöschl 

et al. (2013), and Parajka et al. (2013) provide a comprehensive overview of the achievements and 

discussions in PUB research during the PUB decade (2003-2012) initiative of the International 

Association of Hydrological Sciences (IAHS).  
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The transfer of calibrated model parameters between donor gauged and ungauged catchments cab 

based on Physical Similarity (PS) or Spatial Proximity (SP). They are the two most frequently used 

methods for spatial parameter transfer. The SP involves the transfer of calibrated parameters from 

neighboring gauged catchments to the ungauged catchment (Parajka et al., 2005). The implicit 

hypothesis of the SP approach is that two adjacent catchments behave similarly in terms of 

hydrological response because their physical and climatic characteristics are likely to be similar 

(Chiew et al., 2008, Petheram et al., 2009). However, adjacent catchments may already have 

distinct characteristics and thus behave differently (Kennard et al., 2010, Petheream & Bristow, 

2008, Thornton et al., 2007).  

PS is the second method of parameter transfer (Kay et al., 2007, Samaniego et al., 2010). This 

method involves transferring calibrated parameters from the most physically similar catchment to 

the ungauged catchment (Bao et al., 2012, Bárdossy, 2007, McIntyre et al., 2005, Samuel et al., 

2011). However, determining which physical characteristics are necessary for successful parameter 

regionalization continues to be a challenge. The Euclidian distance is used to quantify the similarity 

of catchments (Kay et al., 2007).  Catchment similarity is implemented in this paper using two of 

the most frequently used catchment descriptors (CDs), namely the aridity index and mean elevation.  

 

Prediction of streamflow time series in ungauged catchments under contrasting climate conditions is 

increasingly becoming an important global challenge in hydrology. Iran is a case in a point of a 

country where regionalization may be critical due to: (a) its low gauge density and climatic 

diversity, and (b) a high likelihood of climate non-stationary due to impacts of climate change 

(Mansouri Daneshvar et al., 2019). Interestingly, Iran also contains hydroclimatic regimes that are 

substantially different to those found in the other in France (e.g., Oudin et al., 2008, 2010), Austria 

(e.g., Merz & Blöschl, 2004, Neri et al., 2020, Parajka et al., 2007), Australia (e.g., Li & Zhang, 

2016, 2017, Zhang & Chiew, 2009), and the US (e.g., Patil and Stieglitz, 2014; Patil and Stieglitz, 

2015), where a majority of PUB studies have been conducted in the past. Thus, the purpose of this 

study is to determine whether a hydrological model can be used to predict runoff time series under 

stationary and non-stationary conditions in Iran using the available dataset, covering an extensive 

range of climate types and conditions in data-scarce regions. To this end, the key objects of this 

study are to: 

(1) Assess temporal transfer of model parameters under contrasting climate condition. 

(2) Compare temporal and spatial parameter transfer under stationary and non-stationary climate 

conditions. 

(3) Compare the physical similarity and spatial proximity methods for transferring model 

parameters from gauged to ungauged catchments. 
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2 Study area and dataset 

2.1 Study area 

The selection of the catchments throughout Iran is influenced by the aim of this study, i.e., to 

compare temporal and spatial transferability under stationary and non-stationary conditions. 

Therefore, the selected catchments must meet two requirements: (i) the availability of long-term 

hydro-climatic data for the same years period to make it possible to select contrasting climate 

conditions and (ii) the availability of high quality hydro-climate data with the minimum of data 

errors, and (iii) availability of physiographic characteristics for the study catchments. Thus, a 

sample of 576 Iranian catchments (Figure 1) is selected, which fulfilled these requirements. This 

catchment set covers a wide range of hydro climatic conditions and physiographic characteristics 

(Tables 1 and 2). 

The dataset includes daily temperature, potential evapotranspiration, precipitation, and streamflow 

for the years 2000-2014. The mean annual precipitation (MAP) varies between 360 and 2000 mm/ 

year. Precipitation varies greatly across the country especially in the north, northwest, west, and 

central regions (from less than 400 to more than 2000 mm). The catchment area ranges from 65 to 

12000 km2. The elevation varies from -298 to 5595 m a. s. l. The average annual temperature 

(MAT) ranges from -3 to 39°C (IEM, 2018, IRIMO, 2018). Agriculture, rangeland, and forest are 

the three major land-use classes in the study catchments. From the northwest, northeast, and west to 

the central parts, the aridity increases (Appendix A presents aridity index and some physiographic 

characteristics at study catchments).   

We classified the study catchments into three climate regions (arid, warm temperate, and snow) 

according to the Köppen-Geiger classification system (Figure 1). Figure 1a, shows that catchments 

in the snow class are located in Iran's western and northwestern parts. Warm temperate catchments 

can be found in Iran's northern, western, interior western, northeastern, and southwestern regions, 

while arid catchments can be found almost everywhere else. Severe precipitation and snow 

influence the hydrological regime in the snow and warm temperate classes, whereas rainfall 

influences the arid region. Using the k-means algorithm, the study catchments are also clustered 

into homogeneous areas (Figure 1b). The number of clusters (k = 3) is the same as the number of 

climate regions (Table 1).   

 

2.2 Forcing dataset 

2.2.1 Preparation of the precipitation and temperature data 
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Daily precipitation time series are collected for all catchments from point observations at gauge 

locations, but rainfall fields were estimated through the IDEW method (Appendix B presents the 

description of the IDEW method). Daily temperature time series are generated using a regression-

based method using observations from the Iran Energy Ministry and Iran Meteorological 

Organization. Elevation is used as an explanatory factor. The Hargreaves method (Hargreaves et al., 

1985) is used to estimate reference evapotranspiration using maximum, minimum, and average 

temperatures. The time series of three model inputs was shown to be homogenous using the 

Standard Normal Homogeneity Test (SNHT) (Haimberger, 2007), with no breakpoints observed. 

The missing values in the data sets are estimated using the regression method using the values from 

neighboring gauges (elevation as an auxiliary variable). In general, a gauge's temperature data 

correlated well with corresponding data from neighboring gauges (R2 > 0.93) that were used to fill 

in the missing records.  

This correlation is R2 > 0.87 in the case of precipitation data. On average, 7.8% and 10.4% of 

temperature and precipitation data for all 576 catchments, respectively, needed to be filled. The 

missing values in the discharge data set are also reconstructed using the drainage-area ratio 

technique proposed by Farmer and Vogel. (2013). On average, 4.1% of the discharge data for all 

576 catchments had to be filled. 

 

2.2.2 Hydro-climatic variability 

The character of the entire period (2000-2014) is determined by hydro-climatic variables such as the 

mean monthly temperature (T), precipitation (P), PET (mm), and runoff (mm) across the various 

climate regions (arid, warm temperate, and snow regions). 

Figure 2 shows the hydro-climatic attributes estimated using the period 2000-2014 for the 576 study 

catchments. These Figures demonstrate a high degree of inter-annual variability in precipitation 

followed by runoff, PET, and temperature in the study catchments from 2000 to 2014. The annual 

mean values for the hydro-climatic attributes are shown in Table 2 for three climate regions.  

Figure 2a (right panel) shows that the MAP of the snow region varies between 461-616 mm/year; 

the MAP of the warm temperate region varies between 426-628 mm/year, and the MAP of the arid 

region varies between 380-591 mm/year. As we can see, MAT increased by an average of 0.55°C in 

the snow region, 0.32°C on average in the warm temperate region, and 0.09°C in the arid region. 

PET variability also correlates with temperature variability in three climate regions. Although 

runoff variability is smaller over water years, there are differences between climate regions (runoff 

in snow region varies between 41.7 and 120 mm/year, in the warm temperate region varies between 

42.2 and 112.7 mm/year, and in the arid region varies between 40.2 and 82.6 mm/year). 

 



Page 7 of 55 
 

 

2.3 TUW model  

The TUW model was developed by Viglione and Parajka (2019) as a semi-distributed version of the 

HBV model (Bergström, 1976). It consists three routines: snow, soil moisture, and flow response 

and routing (Ceola et al., 2015, Parajka et al., 2007, Viglione & Parajka, 2019). The model treats 

the elevation zones as discrete entities that contribute to the total output flow in their own right. 

Daily precipitation, air temperature, and potential evapotranspiration are used as inputs (Appendix 

C). Finally, based on the sub-catchment areas, the different outputs from the elevation zones are 

averaged (Neri et al., 2020). 

The snow routine uses a simple degree-day notion to represent snow accumulation and melt, with a 

degree-day factor DDF and a melt temperature parameter TM. A snow correction factor SCF is used 

to correct the catch deficit of precipitation gauges during snowfall. To distinguish between rainfall, 

snowfall, two threshold temperature parameters, TR, and TS are utilized. The soil moisture routine 

represents runoff generation and changes in the catchment's soil moisture state and includes three 

parameters: the maximum soil moisture storage FC, a parameter representing the soil moisture state 

above which evaporation occurs at its maximum rate, known as the limit for potential evaporation 

LP, and a parameter in the non-linear function relating runoff generation to the soil moisture state, 

known as the non-linearity parameter β. An upper and lower soil reservoir represents runoff routing 

on hillslopes. Excess rainfall enters the upper zone reservoir and exits through three routes: outflow 

from the reservoir using a fast storage coefficient K1; percolation to the lower zone using a constant 

percolation rate Cperc; and, if a storage state luz threshold is exceeded, through an additional outlet 

using a very fast storage coefficient K0. Water exits the lower zone based on a slow storage 

coefficient K2. The outflow from both reservoirs is then routed using a triangle transfer function that 

reflects stream runoff routing, with the base of the transfer function, BQ, estimated using the CROUTE 

and BMAX parameters to scale the outflow (Neri et al., 2020, Parajka et al., 2007). Parajka et al. 

(2007) and Ceola et al. (2015), respectively, provide more details on the model structure and use in 

R.  

 

3. Methodology 

3.1. Differential and classical split-sample tests 

To quantify the uncertainty associated with climate variability, this study employs a differential 

split-sample test (DSST). When a model is to be used to simulate streamflow under various climate 

conditions in gauged and ungauged catchments, DSST is (KlemeŠ, 1986, Ruelland et al., 2015, 

Tramblay et al., 2013, Vaze et al., 2011, Westra et al., 2014, W. Yang et al., 2020, X. Yang et al., 
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2018, Zheng et al., 2018). This test is meaningful whenever a significant difference exists between 

the sampled wet/dry period climatic conditions and those founded in the available historical record. 

Thus, the sub-periods are composed of groups of hydroclimatically contrasted years in accordance 

with KlemeŠ (1986).   

To create these sub-periods, the water years are divided into two categories based on the annual 

precipitation mean from 2000 to 2014 (Figure 2). Wet and dry years are defined as those with a 

MAP greater or less than the 30-year median. The differences in MAP and MAT range between -

5.4% and +13.4% and from -13% to +3%, respectively, indicating a significant climatic contrast 

between the calibration and validation periods for DSST (Figure 2).  

Additionally, this study employs a classical split sample test (CSST) (Yapo et al., 1996) to 

determine which sub-periods have the best temporal transferability. This test is the most frequently 

used operation for evaluating model performance in stationary conditions. Our data period is 

divided into identical calibration and validation periods under this CSST. Therefore, we classified 

the water years into CSST (A and B) and DSST (C1, C2, D1, D2, E, and F) based on (i) climate-

contrasted periods and (ii) the length of sub-periods (Figure 3). Numerous studies on model 

transferability have demonstrated that the optimal calibration period ranges between three and eight 

years when using a split sample test approach (Boughton, 2007, Li et al., 2010, Yapo et al., 1996). 

 

 

3.2 Model calibration and evaluation 

Adjusting the parameters of hydrological models is an essential part of hydrological simulations. 

The goodness-of-fit was improved by optimizing these parameter values until the difference 

between measured and simulated runoff was satisfactory (NSE ≥ 0.5) during model calibration.  

Through the DEoptim package in R, the Differential Evolution optimization algorithm (DEoptim) 

(Storn & Price, 1997) was used to calibrate the model parameters (Ardia et al., 2011). The 

algorithm is a member of the class of genetic algorithms that aim to maximize a specified objective 

function (Mitchell, 1998). DEoptim parameters were set to itermax = 400, population size (NP) = 

400, trace = FALSE, crossover probability = 0.5, step-size = 0.8. The default strategy was used in 

the optimization procedure (DE/local-to-best/1/bin).  

The DEoptim algorithm performed with six distinct maximum function calls set to 1000, 2000, 

8000, 10,000, 15,000, and 20,000. Depending on the catchment, any number of function calls 

between 8000 and 10,000 produced the best results for the validation mode. There is only a slight 

variation in final performance between catchments calibrated for 8000 and 15,000 function calls, 

and the results are not significantly worse when the number of function calls equals 2000. 
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Model transferability was evaluated using Nash-Sutcliffe Efficiency NSE (Nash & Sutcliffe, 1970). 

The NSE criterion is a form of the normalized least-squares objective function. It places more 

emphasis on high flows. It is optimal when set to 1. NSE = 1 − ∑ ( )∑ ( )                                                                                                                    

(1) 

where Qi
sim and Qi

obs are the daily simulated and observed runoff values at time i, respectively. obsQ  

is the mean value of daily observed runoff. A warm-up period of one year prior to each calibration 

period was used to mitigate the impact of uncertain initial conditions on model performance.  

Preliminary analysis of catchment datasets was undertaken exhaustively and catchments with poor 

performance (for whatever reason) were excluded from the catchment dataset (997 preliminarily 

catchments reduced to 576 catchments). Out of 576 catchments in calibration, 11 catchments had 

lower calibration performance than other catchments (due to their proximity to karstic aquifers in 

western Iran). They are located in a semi-arid region with a mean NSE of 0.56 to 0.61 in 

calibration, but neighboring catchments with similar climatic conditions had a mean NSE of greater 

than 0.66. Under experiments, the calibration for these 11 catchments was utilized with random 

seeds (35 times). The standard deviation and lower and upper ranges of their parameters were 

examined for both training and testing data sets to determine that they were transferrable for 

regionalization. We repeated the process for the nearby catchments that performed better in the 

calibration. When the parameters of these two sets of catchments were analyzed, it was found that 

these 11 catchments are within a reliable range and can be used for regionalization. 

 

3.3 Defining a benchmark for model performance 

The NSE has an inherent benchmark in the form of the mean flow, giving NSE = 0 (Knoben et al., 

2020). When comparing model performance under different climate conditions, however, the 

definition of an appropriate benchmark is critical. This is especially important in model 

transferability studies conducted under a wide range of hydro-climate conditions (Parajka et al., 

2005). Here, we considered an NSE benchmark that was similar to Knoben et al. (2020). 

To interpret model NSE values, we must first specify a benchmark score (Seibert et al., 2018). The 

benchmark score is the lowest value we expect the model to achieve in each sub-period before 

deeming it suitable for the catchment under consideration.  

The interannual mean value for every calendar day is a simple benchmark (Knoben et al., 2020, 

Schaefli & Gupta, 2007, WMO, 1986). Thus, using data from the calibration periods, we calculate 

both the interannual median and mean flow per calendar day for each catchment. We then compare 
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the rainfall-runoff model's performance during the validation periods to the catchment's benchmark 

score. This benchmark NSE value represents the minimum level of accuracy we expect from the 

model before deeming acceptable for a given catchment.  

We reported the difference between the model’s NSE value and the benchmark value in each 

catchment, as well as the number of catchments where the model outperforms the benchmark. 

Figure 4 illustrates the detailed step-by-step implementation of all processes and model 

transferability. 

 

4 Results 

4.1 Model performance in both classical and differential split-sample tests 

The CSST and DSST were used to determine calibration and validation periods in this study. These 

two tests are based on splitting periods into sub-periods, which show climatic conditions. We 

calibrated the model for 576 catchments in the CSST over two consecutive calibration periods 

(2000-2006 and 2007-2014), and then transferred the calibrated parameter sets to validation periods 

(2007-2014 and 2000-2006).  

The boxplot of NSE values for the specified calibration, validation, PS, and SP over CSST and 

DSST are shown in Figure 5. The calibration and validation NSEs have changed over time as 

illustrated in this Figure. As expected, the median NSE values are highest during both CSST and 

DSST calibration periods. It is clear from this analysis that case A has superior temporal (validation 

mode) and spatial (PS and SP) transferability than case B over CSST. Except for E and F, temporal 

transferability outperformed spatial transferability in all DSST cases. As illustrated in Figure 5, the 

temporal transferability varies according to the climate contrasted period. As a result, this 

performance is still inferior in wetter to drier cases (B, C2, D2, E, and F) compared to drier to 

wetter cases (A, C1, and D1).  This finding validated the model's reduced robustness in wet 

conditions when calibrated on dry conditions.  

 

Overall, PS outperformed SP over both CSST and DSST. Comparing spatial and temporal 

transferability reveals that in the most extreme cases (i.e., E and F), PS and SP have lower median 

NSE values than validation.  This superiority is more pronounced in the case of PS than in the case 

of SP. In these two cases, PS and SP are preferred over validation in catchments where contrasting 

climatic conditions or a temporal lag between the calibration and validation periods have resulted in 

poor temporal transferability. Generally, transferring calibrated parameters from a 

physically/geographically similar catchment to an ungauged catchment is preferable to transferring 
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calibrated parameters from a climate condition that is dissimilar to the ungauged catchment (see 

Figures 12g and 12 h in Section 4.6).  

Additionally, Figure 5 shows the criteria of Moriasi et al. (2007). There are four performance 

categories: (i) very good (NSE > 0.75), (ii) good (0.65 <NSE ≤ 0.75), (ii) satisfactory (0.5 < NSE ≤ 

0.65), and unsatisfactory (NSE ≤ 0.5). According to the criteria of Moriasi et al. (2007), the model 

exhibits satisfactory temporal and spatial transferability for cases A and B over CSST. For DSST, 

the model exhibits satisfactory temporal and spatial transferability in all cases except validation in 

C2, D1, and D2, where the model exhibits good temporal transferability. 

 

4.2 Stability of model parameters over time  

The Figures 6 and 7 illustrate a 1:1 comparison of 15 HBV model parameters for climate and 

homogeneous regions, respectively, over two calibration periods (2000-2006 and 2007-2014). Table 

3 shows the r1 correlation coefficients and median values of calibrated parameters for two periods. 

The degree-day factor (DDF) exhibits the greatest stability over time, as indicated by a correlation 

coefficient of 0.61. The weakest relationship is obtained for the storage coefficient for slow 

response, K2, with a correlation coefficient of 0.31. This confirms that, as shown in section 4.1, not 

only model performance, but also parameter values, can vary significantly across calibration 

periods.  

 

To determine the extent to which parameter variation between the two calibration periods can be 

attributed to differences in precipitation and temperature, we plotted the change in parameter value 

against ΔP and ΔT. (Figures 8 and 9). It was found that eight of the fifteen calibrated parameters 

(SCF, DDF, LP, K1, K2, FC, β, and Cperc) exhibit remarkable variation between the two calibration 

periods (Figure 5). At the country level, Figures 8 and 9 show that, for DP, parameter values show 

an increasing trend parallel with an increase in ΔP for all parameters except for SCF and Cperc 

(Figures 8a to 8h and 9a to 9h); for ΔT, the difference in all parameters shows an increasing trend 

parallel with an increase in ΔT with the exception of LP, FC, and Cperc. 

 

4.3 Temporal and spatial transferability at regional scale  

To increase the reliability of the results and investigate the preference of the model transferability to 

climate conditions, we implement parameter transfer at two climate-related and homogeneous 

regions (regional scale). Figure 10 shows the boxplots of calibration and model transferability for 

climate (Figure 10a) and homogenous (Figure 10b) regions over CSST and DSST.  

For case A and B, the HBV model has superior temporal transferability over CSST in the arid class 

compared to snow and warm temperate. The arid class retains its superiority in temporal 
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transferability over DSST for C1 and D1. In general, PS has superior spatial transferability to SP 

when over CSST and DSST. Additionally, the Arid/c1 class/cluster exhibits superior spatial 

transferability to all other classes/clusters except A, C1, C2, and E.  In general, the warm 

temperate/c3 shows less temporal and spatial transferability than other classes/clusters. The model 

is more transferable under D1 and D2, but less so under E and F, where there are temporal lag 

distances between the calibration and validation periods.  

Additionally, the model's transferability is evaluated according to the criteria of Moriasi et al. 

(2007) criteria (dashed lines in Figure 10).  This criterion further confirms that the arid and snow 

classes have superior temporal and spatial transferability to the warm temperate class (Figure 10a). 

Temporal transferability is greatest for D1 and D2, where the arid class has “very good” 

transferability. For PS, the arid and snow have “good” transferability for D1 and D2, whereas the 

snow class transfers satisfactory (Figure 10a).   

E and F have the poorest temporal transferability of all the cases. The model exhibits satisfactory 

temporal transferability across all three climate regions, with arid and snow classes performing 

better than warm temperate (Figure 10a).  These two cases' poor temporal transferability is 

explained by the contrasting climatic conditions and the temporal lag distance between the 

calibration and validation periods (see Figure 3), which means that weighting fractions are not 

uniform across all donor catchments. As a result of this finding, it is justified for E and F to have a 

worsened temporal transferability. This finding is consistent with the general findings by Patil and 

Stieglitz (2015) in the United States, where they found that the temporal parameter transfer method 

degrades as the temporal lag distance between the calibration and validation periods increases.  

Overall, PS outperformed SP at the country level in the spatial mode. The snow and warm 

temperate classes continue to outperform the dry class in the spatial transfer mode. These two 

methods show better performance in D1, D2, C1, and F than in other cases. Figure 10b shows 

temporal and spatial transferability within homogeneous regions. c1 is more transferable in 

temporal mode than c2 and c3. Among all cases, c1 has the strongest temporal transferability under 

D1, while c2 and c3 have the weakest under E and F. In spatial mode, c1 retains its superiority over 

c2 and c3. Under A and B, C2 and c3 have the poorest spatial transferability. According to the 

criteria of Moriasi et al. (2007), the model is spatially transferrable for all clusters except c1, which 

is spatially transferrable under D1 and D2.  

 

4.4 Defining benchmark NSE value  

The spatial distribution of benchmark NSE values for the 576 catchments over the entire validation 

period (2000-2014) is shown in Figure 11. The performance of the benchmark values (i.e. the 

median or mean daily streamflow series) varies across space (Figure 11a). NSE values are lowest 
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(NSE ≤ 0) in the lowlands of western and southwestern Iran and are highest in the highlands 

throughout the country with values up to NSE = 0.815. There is no spatial coherence between 

climate regions in terms of benchmark values. Approximately 55% (n = 318) and 45% (n = 258) of 

these benchmarks are obtained using the mean and median calendar day streamflow, respectively 

(Figure 11b). These results set a threshold for minimum expected model temporal transferability by 

indicating the predictability of the streamflow regime is. 

 

4.5 Model transferability over classical and differential split sample-tests 

The NSE values of two cases (A and B) in validation over the CSST are shown in Figure 12 (left 

panel). Although there are expectations for the pattern, there is no strong spatial distribution. NSE 

values for validation range from 0.4 to 0.9. Geographically, temporal transferability is typically 

lowest in the west, central, and certain parts of the southeast (Figure 12a). These areas share to be 

arid and warm temperate (see Figure 1a). Figure 12b illustrates which catchments the model 

outperformed the benchmark NSE score.  

Comparing model efficiency (validation mode) to pre-defined benchmark values in each catchment 

helps put the maximum model efficiency values into context (see Figure 12a/12c and Figure 

12e/12f). The difference between model efficiency and benchmark score is smallest in mountainous 

catchments in the northwest, north, and western parts of the country and is generally greater in 

southwestern lowlands. For case A, in 130 catchments, the HBV model was unable to outperform 

the benchmark (validation ∆NSE is less than the benchmark score), the majority of which are 

characterized by a high fraction of snowfall occurring during cold seasons. 

Figure 12a (case A) demonstrates that in the western and northwestern highlands, the number of 

catchments exceeding the benchmark, for whatever reason, is greater than in other parts. This partly 

explains the model includes a snow module that ensures the model can outperform the benchmark. 

Conversely, catchments in the interior, western, and northeastern parts of the arid and warm 

temperate regions are generally more difficult to model, as spatially variable rainfall events cause 

streamflow to vary in amplitude. Thus, the model must be applied with caution here. For case B 

(Figure 12c), the model performs worse than it does in the rest.  

Here, climate conditions are not relatively similar in both cases. In case B, the calibration period's 

climate condition is wetter than the validation period's climate condition, whereas in case A, the 

climate condition is reversed (see Figure 3). In the case of B, the HBV model was not able to 

outperform the benchmark in 179 catchments. 95 out of 576 catchments are identical in these two 

cases (A and B) where the benchmark was not exceeded. Overall, our results indicate that the model 

is more transferable from drier to wetter conditions (case A) than from wetter to drier conditions 

(case B) over CSST.  
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The analysis of the model’s performance change between calibration and validation reveals that 

performance change distributions are not similar across DSST. All wetter to drier cases (C2 and D2) 

exhibit less robust model performance than the drier to wetter cases (C1 and D1). The NSE values 

for climate contrasted periods (C1, C2, D1, and D2) in each catchment over the DSST are shown in 

Figure 13. As seen in these Figures, the number of catchments that exceed the benchmark in drier to 

wetter conditions is 80% (n = 461) and 92% (n = 534) for C1 and D1, respectively (Figures 13b and 

13f). Conversely, in wetter to drier conditions (C2 and D2), the number of catchments that exceed 

the benchmark is decreases. This explains why the model is not transferable in at least 19% (n = 

107) and 10% (n = 59) of the catchments for C2 and D2, respectively (Figures 13d and 13h).  

To explore model capability more closely under contrasting climate conditions, we considered a 

four-year and an eight-year temporal lag distance between the calibration and validation periods in 

case E and case D, respectively. Between calibration and validation periods, here is the most 

contrasting climate condition in case F (see Figure 3). The results show that in these two cases the 

model has the least temporal transferability (see Figure 5b and Figures 13i to 13l). By comparing 

these two cases, we can deduce that the longer temporal lag distances (four and eight years, 

respectively) resulted in greater climatic contrasts between the calibration and validation periods, 

resulting in further degradation of temporal transferability.  

Under all of these contrasting conditions, the model has lower temporal transferability in the 

northwestern and western parts of the country than in other regions (Figure 13, left panel). Case F 

has a lower transferability throughout Iran. The proportion of catchments exceeding the benchmark 

is greater in case E than in case F. (242 vs. 225). This explains why the model is inapplicable in 

these two extreme cases, at least in 58% (n = 334) and 61% (n = 351) of the study catchments, 

respectively (Figures 13j and 13l).   

 

 

4.6 Comparing spatial and temporal parameter transfer modes  

To determine the optimal mode of model transferability between CSST and DSST, we compare 

temporal and spatial transfer modes. Figure 14 shows the catchment locations where the temporal or 

spatial parameter transfer method performs best.  

Following are three conclusions that can be drawn from this Figure: (i) no apparent coherence is 

noticeable regarding the catchments that prefer the temporal or spatial parameter transfer methods 

over the CSST and DSST, (ii) in general, PS outperformed SP in the majority of catchments. This 
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result demonstrates the significance of CDs (aridity index and mean elevation) over the 

geographical distance in the spatial mode. Thus, the superiority of PS over SP confirms the 

importance of catchment dynamics on CDs and (iii) temporal outperformed the spatial in a large 

number of catchments (ranging from n = 466 to n = 527) under stationary conditions (A, B, C1, C2, 

D1, and D2). Temporal still dominates spatial (both PS and SP) in non-stationary conditions (cases 

E and F), but in fewer catchments (n = 271 to n = 305). As a result, spatial transfer of model 

parameters from a physically (geographically) similar catchment to an ungauged catchment could 

be a viable option for only those catchments with limited model parameters temporal transferability. 

This finding contradicts the general conclusion by Patil and Stieglitz (2015) across the US, which 

found that when the temporal lag distance between calibration and validation periods is increased, 

the relative superiority of the temporal parameter transfer start behaving like spatial mode. 

 

 

4.7 Controls on model transferability 

The effect of two groups of static and dynamic CDs on the model transferability is investigated. The 

relationship between the model performance and (i) the climate variables' changes (mean annual 

temperature and mean annual precipitation) (ii) CDs (aridity index, elevation, and area) is presented 

below. Here, temporal transferability is assessed by calculating the difference between the 

calibration NSE (donor) and the NSE calculated in the same period but with calibrated parameters 

transferred from other periods (receiver). 

Figure 15 shows the correlation matrix between differences in model performance between 

calibration and validation periods (DVAL) and differences in precipitation (DP), temperature (DT), 

catchment area, mean elevation, and aridity index at the local scale (the whole country). As seen in 

these Figures, DP has a positive correlation with DVAL in all eight cases. The main reason for that 

is that precipitation changes between calibration and validation periods have a significant impact on 

model transferability. The strongest correlation coefficients are found in cases E (r = 0.53) and F (r 

= 0.39). In other cases, the correlation is weak. Over CSST, case B has a stronger correlation than 

case A (r = 0.23 vs. r = 0.18). For all eight cases, there is a weak correlation between DT and 

DVAL, indicating that small temperature differences between calibration and validation periods 

(see Figure 3) have less impact on temporal transferability than DP (Appendix D presents the 

spatial distribution of DP and DT under all eight cases).   

For B, C1, D1, and E, the aridity index has a positive correlation with DVAL; however, for A, C2, 

and F, it has a negative correlation. For D2, the correlation is zero. This correlation is positive for 

A, D1, and D2 in the elevation case, indicating that high-elevation catchments have better temporal 
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transferability. This correlation is positive for C2 and D2 in the catchment area case, implying that 

larger catchments have worse temporal transferability.  

Figure 16 shows the relationship between the CDs and the difference in NSE values between 

calibration and spatial mode for physical similarity/spatial proximity (DPS/DSP). The difference 

between the calibration NSE (donor) and the NSE calculated in the same period but with calibrated 

parameters transferred under PS and SP is used to assess spatial transferability in this case 

(receiver).  The aridity index and elevation have more control over spatial transferability in general.  

 

 

 

 

 

 

5 Discussion 

5.1 Assessment of spatial and temporal transferability 

The model's performance was evaluated in this study by establishing benchmarks based on daily 

flow observations during the calibration period (Figure 11).  This results in benchmark NSE values 

ranging from -0.23 and 0.815, with benchmark values in 55%of catchments being higher than what 

would be obtained using the mean annual flow. The benchmark score allows us to assess model 

performance by demonstrating the data's inter-annual variability and the efficiency values that can 

be easily obtained in a given catchment. Our findings reveal that when it comes to benchmark 

values, there is no clear spatial organization. The number of catchments that outperformed the 

benchmark is higher in highland catchments, as shown in Figures 11, 12, and 13 (NSE values and 

benchmark score). This explains why the dense networks of measuring gauges ensure that the 

model will outperform the benchmark.  

Two regionalization methods are used to assess spatial transferability. Physical similarity 

outperformed spatial proximity across Iran. This finding confirms that catchment descriptors 

(aridity index and mean elevation) have a greater impact on transferring parameters from gauged to 

ungauged catchments than the geographical distance between their centroids. This discrepancy in 

performance could be due to a lack of streamflow and meteorological network in some parts of the 

country, making it difficult to choose the best parameter transfer strategy between climate regions. 

Given the conclusion by Oudin et al. (2008), it is impossible to determine the most robust 

regionalization method when the streaming network density is less than 60 gauges per 100,000 km2. 
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For a more detailed analysis, we examined the temporal and spatial transferability of different 

climate/homogeneous regions of Iranian catchments. The regionalization performance is shown in 

Figure 10 for all climate (arid, warm temperate, and snow) and homogenous (c1, c2, and c3) 

regions. The overall performance of regionalization is inconsistent with the regionalization studies 

in Parajka et al. (2013). Almost all regionalization studies have concluded that the distance-based 

regionalization methods perform better in humid and cold catchments (in this case, snow class and 

c3 cluster) than in arid catchments (in this case, arid/warm temperate classes and c1/c2 cluster). 

Additionally, they concluded that PS and SP perform similarly; however, our results demonstrated 

that the PS is superior to SP. 

 

5.2 Temporal model transferability under non-stationary climate conditions 

This study demonstrates that the difference in climate conditions between calibration and validation 

periods gradually affects the model's transferability when applied to Iranian catchments under 

contrasted-climatic conditions. The HBV rainfall-runoff model is found to be transferable to colder 

and/or wetter conditions. However, its transferability deteriorated when climate conditions involved 

an increase of more than 14% in MAP (see case F in Figure 3) and an 8-year temporal lag distance 

between calibration and validation. A similar conclusion was found by Dakhlaoui et al. (2017) in 

northern Tunisia and Coron et al. (2012) in southwest Australia, Sleziak et al. (2016) in Austria, and 

Oudin et al. (2006) in the US, who concluded that a significantly increasing trend in precipitation 

resulted in a decreasing trend in model transferability. Our findings suggest that, hydrological 

modelers should prefer similar calibration and verification periods in simulation studies. This would 

significantly maintain model's robustness in non-stationary conditions. It is also confirmed by the 

benchmark values that the model calibrated in wet conditions has no temporal transferability to dry 

conditions (Figures 13).  

The validation results indicate that the number of mountainous catchments (highlands) exceeding 

the benchmark is greater than the number of low-elevation catchments (lowlands). This finding 

confirms that both the term ‘acceptable model’ and the term ‘superior performance’ are ascribed to 

climatic conditions (Figures 12 and 13).  

Model performance in terms of temporal transferability is highly dependent on our definition of 

“acceptable” and “not acceptable” model performance. Without an explicit statement about our 

expected benchmark values, we might have concluded that our model performs worse in lowlands, 

although expectations to the pattern exist (see negative values in Figure 11). In fact, this would have 

been following literature that states that it is harder to obtain high-efficiency values in arid 

catchments than it is to obtain such values in humid locations (e.g. Fowler et al., 2018, Knoben et 

al., 2020, Krysanova et al., 2017, Melsen et al., 2018). There is no robust spatial coherence in arid 
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or wet catchments where our model performs poorly or strongly, using our specified benchmark. 

Despite the difficulties encountered by hydrological modelers in arid regions (Pilgrim et al., 1988), 

our model outperforms the benchmark in both humid and arid regions, but not equally.  

 

5.3 Effect of climate variables and catchment descriptors on model transferability 

This study demonstrates that two distinct types of catchments descriptors, dynamic and static, have 

varying effects on temporal and spatial transferability. The relationship between model 

transferability and these catchments descriptors is more complicated and depends on the region-

specific.  

For example, in terms of temporal transferability throughout Iran, precipitation changes between 

calibration and validation are more significant than temperature changes (Figure 15). Dakhlaoui et 

al. (2017) confirmed this finding in northern Tunisia. They demonstrated that the tested models are 

incapable of temporal transfer when climate conditions involve an increase of more than +1.75 °C 

in annual mean temperatures and a decrease of more than 25% in annual precipitation. 

In France (Oudin et al., 2008) and Australia (Z. Zhang et al., 2008), performance decreases with 

increasing mean elevation, whereas performance increases with increasing mean elevation in 

Austria (Parajka et al. 2005). Our research does not corroborate this finding. Here, the pattern of air 

temperatures is similar to that of the aridity index, which contradicts the study in Austria (Parajka et 

al., 2005) but is consistent with Oudin et al. (2008) in France. Our findings confirm that both 

climate conditions and regionalization methods have an effect on the model's transferability. Future 

work should focus on the effect of the land-use changes/soil characteristics on model robustness 

under climatic variability, as this will help to explain some of the human impact on model 

robustness. 

 

5.4 Transferability of models at the local and regional levels  

Model transferability at local and regional scales indicates that arid and snow climate regions, as 

well as the c1 and c2 clusters, have higher temporal and spatial transferability than the entire 

country (local or all study catchments combined), whereas the warm temperate climate region and 

the c3 cluster have lower transferability than the entire country (compare Figures 5 and 10). Thus, 

the model's superior at the regional scale confirmed a degree of homogeneity in both the state 

variables (snow, soil moisture, etc.) and the model's response to the same meteorological forcing. 

This conclusion is also consistent with the conclusion by Lachance-Cloutier et al. (2017) in Quebec, 

Canada. According to Parajka et al. (2013) regionalization studies involving a large number of 

catchments produced better results than studies involving a small number of catchments throughout 

the world. Our study does not corroborate this finding. 
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Due to the fact that the median nearest neighbor distance at the local scale is different from the 

median nearest neighbor distance at the regional scale, it can be concluded that the geographical 

distance between the donor and target catchments has a significant effect on the results. That is why 

the SP results for these two scales differ (the regional is somewhat superior). 

 

6 Conclusions 

This study's main aim was to determine the effect of various combination of climate conditions, 

spatial and temporal transferability on the performance of streamflow simulations in ungauged 

catchments. We calibrated HBV conceptual rainfall-runoff model in 576 catchments covering three 

climate regions according to the Köppen-Geiger classification, with the Nash-Sutcliff Efficiency 

(NSE) as the objective function. To determine the model's efficiency for each catchment, a 

benchmark was defined based on the median or mean calendar day streamflow. The robustness of 

the HBV model in temporal mode was investigated using a differential split-sample test (DSST) and 

classical split sample-test (CSST) based on the climate classification of the observation period.  

Temperature and precipitation, were used as climate variables to classify the study period into 

climate-contrasted periods. The results indicated that the contrasting climatic conditions between 

calibration and validation periods gradually reduced temporal transferability. While our study 

model was transferable to colder and/or wetter conditions, its efficiency degradation was greater 

when precipitation decreased than when precipitation increased. The transferability studies should 

take into account the similarity in climatic conditions between the calibration and validation periods 

in order to reduce the simulation uncertainty. In highlands with contrasting climate conditions, the 

benchmark baseline proved easiest to beat. The model can outperform the benchmark in both arid 

and wet catchments, but the benchmark must be carefully chosen. 

Under stationary climate conditions, we investigated the performance of the physical similarity and 

spatial proximity regionalization methods in spatial mode. We found that physical similarity 

outperformed spatial proximity in a larger number of catchments.  

The HBV model was more transferable in the temporal than spatial mode; however, there does not 

appear to be any coherence in transferability over two CSST and DSST. In cases where the 

difference between calibration and validation climate conditions is greatest (most extreme cases), 

the proportion of catchments that exceed the benchmark score is lower than in other non-stationary 

conditions. Temporal predominates over spatial in these most extreme cases, but in a smaller 

number of catchments than the stationary condition. Comparing model transferability across climate 

regions revealed that arid climate regions have greater transferability than snow and warm 

temperate climate regions.  
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Comparing the effects of static (mean elevation and catchment area) and dynamic (aridity index and 

difference in precipitation/temperature between calibration and validation periods) catchment 

descriptors on model transferability revealed that dynamics had a greater effect. Additionally, the 

results of this study confirmed that daily data can be used as a reliable scale for the PUB paradox of 

transferability in an arid and semi-arid country like Iran.  

The insights acquired in this study provide a useful reference for adapting calibration and validation 

periods in order to achieve the most appropriate mode of model parameter transfer. We recommend 

incorporating additional approaches and hydrological models to demonstrate the effect of model 

selection on model transferability.  
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Appendix A 

 

 
Figure A1. Spatial distribution of aridity, elevation, area, slope and aspect at 576 study catchments. 

 

 

 

 



Page 29 of 55 
 

Appendix B 

Preparation of precipitation data  

Daily precipitation time series for all catchments are aggregated from the Iran precipitation dataset 

provided by the Iran Energy Ministry (IEM) (IEM, 2018) and Iran Meteorological Organization 

(IMO) (IMO, 2018). In this dataset, rainfall data are collected from point observations at gauge 

locations, but we estimated rainfall fields through IDW and Elevation (IDEW) method. The IDEW 

is an interpolation technique and offers the possibility of defining elevation and distance weighting, 

making it more suitable for mountainous regions of Iran. This technique was shown to be more 

suitable for mountainous catchments in the Karkheh River Basin and southwestern Iran (Masih et 

al., 2011, 2010; Modallakdoust et al., 2008). The equation for this method is as follows:   =∑ ( ) + ∑ ( )                                                                                                       

(A1) 

where  is interpolated precipitation for grid cell (mm/time step), Wz(-) and WD (-) are total 

weighting factors for elevation and distance, respectively, pi is precipitation value (mm/time step) of 

the i-th gauge station, and N is the number of precipitation gauges used for interpolation of the 

current grid cell. Similarly, w(z)i (–) and w(d)i (–) are the individual gauge weighting factors for 

elevation and distance, respectively, and Z (–) and D (–) are the normalization quantities given by 

the sum of individual weighting factors w(z)i and w(d)i, respectively, for all interpolated gauges. 

The weighting factors w(d)i and w(z) based on the elevation and inverse of distance are as follows: ( ) = 1⁄ 					 					 > 0                                                                                                            

(A2)  

( ) = 1 																									 						 ≤1 													 						 < < 	0																																				 						 ≥				                                                                                 

(A3) 
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where d is the distance (km) between the current grid and the precipitation gauge, z is the absolute 

elevation difference (m) between the current grid cell and the precipitation gauge, b (–) and a (–) are 

constants for elevation and distance weightings, respectively, and zmax (m) and zmin (m) are the 

maximum and minimum limiting values for computing elevation weightings. 

Time series of daily precipitation data are used for interpolation in 5 × 5 km2 grids, which are then 

aggregated at the catchment scale. The parameters of interpolation, i.e., the exponents a and b, the 

radius of influence, and importance factors WZ and WD and, are determined by cross-validating the 

interpolated precipitation using Jack-Knife method (Varljen et al., 1999). The cross-validation was 

done for 1081 selected grid cells/precipitation gauge locations scattered throughout Iran. 

The monthly R2 (coefficient of determination) ranges from 0.58 to 0.92. Considering the high 

spatial variability of precipitation in highlands, the R2 values are considered satisfactory. A detailed 

comparison of model efficiency under areal precipitation and gauge (point observations) data is 

beyond the scope of this paper. The main parameters used for the interpolation were: WD = 0.8 and 

WZ = 0.2, radius of influence = 80 km, a = 2, and b = 1 (Masih et al., 2010). The limiting values for 

elevation weighting zmax and zmin are selected as 4600 m and 40 m, respectively. 
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Appendix C 

  

Figure C1. The structure of TUW model scheme - lumped version (from Neri et al., 2020). 
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Appendix D 

The difference in climate variables 

The spatial distribution of precipitation (DP) and temperature (DT) variability between calibration 

and validation periods under all eight cases.  
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Figure D1. Spatial distribution of the difference in precipitation (DP) and temperature (DT) between 

calibration and validation periods. 
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Tables 

Table 1. Catchment descriptors mean values for different climate and homogenous regions (n = 576). 

Catchment descriptor 
Climate region Homogenous region 
Snow Warm temperate Arid c1 c2 c3 

No. of catchments 73 235 268 146 256 174 
Aridity index (-) 0.32 0.55 1.01 1.16 0.61 0.57 
Area (km2) 1025 1594 2681 3332 1953 1043 
Mean elevation (m) 1500 1048 900 515 1037 1473 
Mean slope (%) 24.1 23.2 17.4 16 23.4 23.9 
Rangeland (%) 8.3 6.1 11.4 13.2 6.6 8.5 
Agriculture (%) 12.5 14.2 15.5 14.6 14.6 14.7 
Forest (%) 4.5 10.2 7.06 8.6 8.8 6.2 
Residential (%) 3.1 4.1 3.7 3 4.2 3.6 
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Table 2. Annual mean values of the hydro-climatic attributes for the different climate and homogeneous 

regions from 2000 to 2014). 

Climate variable 
Climate region Homogeneous region 

All catchments 
Arid Warm temperate Snow C1 C2 C3 

P (mm/month) 416 548 615 627 519 510 527.5 

T (oC) 17.2 12.3 11.5 11.3 12.8 16.4 13.5 

PET (mm) 512 391 344 326 382 518 416.2 

Runoff (mm) 51 74 86 81 66 61 69.3 
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Table 3. The HBV model's calibrated parameters, their value ranges (lower and upper limits), correlation 

coefficient (r1), and median values for two calibration periods. 

Parameter Description Lower Upper Median r1 

SCF Snow correction factor [-] 0.9 1.5 1.17 0.57 
DDF Degree day factor [mm/oC day] 0 5 2.41 0.61 

TR 
Threshold temperature above which precipitation is rain 
[oC] 

1 3 1.82 0.48 

TS 
Threshold temperature below which precipitation is snow 
[oC] 

-3 1.0 -0.63 0.57 

TM Threshold temperature above which melt starts  [oC] -2 2 0.05 0.44 
LP Parameter related to the limit for potential evaporation [-] 0 1 0.41 0.43 
FC Field capacity [mm] 0 600 301.56 0.57 
β The nonlinear parameter for runoff production [-] 0 20 10.18 0.41 
K0 Storage coefficient for very fast response [day] 0 2 0.82 0.47 
K1 Storage coefficient for fast response [day] 2 30 15.1 0.53 
K2 Storage coefficient for slow response [day] 30 250 137.26 0.31 
lUZ Threshold storage state 0 100 46.21 0.49 
Cperc Constant percolation rate [mm/day] 0 8 3.29 0.38 
BMAX Maximum base at low flows [day] 0 30 14.14 0.45 
CROUTE Free scaling parameter [day2 /mm] 0 50 19.88 0.32 
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Figure captions: 

Figure 1. Map of Iran with the selected streamflow gauges belong to climate regions (a) and homogenous 

regions (b).  

Figure 2. Variability in mean monthly (left panel) and annual (right panel) precipitation, temperature, PET, 

and runoff over Iranian catchments for three climate regions and the entire country (Iran). The long-term 

mean is indicated by dashed line. 

Figure 3. Climatic classification of the water years for all study catchments from 2000 to 2014 period. 

Annual mean precipitation (mm) and temperature (oC) values for the calibration and validation are included 

in parenthesis. Dry and wet conditions are indicated by yellow and blue colors, respectively. 

Figure 4. A detailed step-by-step implementation of all processes and model transferability. 

Figure 5. Boxplot of calibration and model transferability under classical and differential split-sample tests. 

The dashed lines at the top (NSE = 0.75), middle (NSE = 0.65), and bottom (NSE = 0.5) indicate the criteria 

of Moriasi et al. (2007). 

Figure 6. A 1:1 plot of all 15 HBV model parameter values for each of the calibration periods at climate 

regions. The legend for climate regions indicated in Fig. 1a. 

Figure 7. A 1:1 plot of all 15 HBV model parameter values for each of the calibration periods at the 

homogeneous regions. The legend for homogenous regions indicated in Fig. 1b. 

Figure 8. A 1:1 plot of the difference in model parameters (ΔParameter) and (a to h) difference in 

precipitation (ΔP), (i to p) difference in temperature (ΔT). The legend for climate regions indicated in Fig. 

1a. 

Figure 9. A 1:1 plot of the difference in model parameters (ΔParameter) and (a to h) difference in 

precipitation (ΔP), (i to p) difference in temperature (ΔT). The legend for homogenous regions indicated in 

Fig. 1b. 

Figure 10. Boxplot of calibration and model transferability for climate (a) and homogeneous regions (b). 

The dashed lines at top (NSE = 0.75), middle (NSE = 0.65), and bottom (NSE = 0.55) indicate the criteria of 

Moriasi et al. (2007). c1, c2, and c3 correspond to homogenous regions clusters 1, 2 and 3, respectively.  

Figure 11. (a) Benchmark NSE(Q) score that the HBV model must beat to be considered acceptable in each 

catchment. (b) Benchmark type (median or mean calendar day flow). 

Figure 12. NSE mean values for case A and case B (a and c). The location of the catchments where the 

model outperformed the benchmark score (b and d). Difference between the validation NSE and the 

benchmark score in each catchment (e and f). 

Figure 13. Mean values of NSE over differential split sample-test (left panel). The location of the 

catchments where the model outperformed the benchmark score (right panel). 

Figure 14. Map of catchment locations where the temporal or spatial parameter transfer method is the best 

performing mode over classical and differential split-sample tests.   

Figure 15. Correlation matrix between catchment descriptors and difference in NSE values of calibration 

and validation periods (DVAL) (local scale). Differences in precipitation and temperature values between the 

calibration and validation periods are denoted by DP and DT, respectively. 
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Figure 16. Correlation matrix between catchment descriptors and difference in NSE values of calibration 

and regionalization methods (local scale). For physical similarity and spatial proximity, DPS and DSP are 

differences in NSE values between calibration and spatial modes.  
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Figure 7.  
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Figure 8.  
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Figure 9.   
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