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Abstract

A new approach for the parallel computation of the Laplacian in the Fourier
domain is presented. This numerical problem inherits the intrinsic sequencing
involved in the calculation of any multidimensional Fast Fourier Transform
(FFT) where blocking communications assure that its computation is strictly
carried out dimension by dimension. Such data dependency vanishes when
one considers the Laplacian as the sum of n independent one-dimensional ker-
nels, so that computation and communication can be naturally overlapped
with nonblocking communications. Overlapping is demonstrated to be re-
sponsible for the speedup figures we obtain when our approach is compared
to state-of-the-art parallel multidimensional FFTs.
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1. Introduction

The Laplacian is a widely used differential operator. In fluid mechanics,
for instance, the three dimensional Laplacian accounts for the diffusion of the
particles in a fluid, so that it is an essential term in the Navier-Stokes equa-
tions [1]. In the study of semiconductors the diffusion of carriers is also ruled
by the Laplacian [2]. Another field of physics where the Laplacian plays an
essential role is in electrodynamics where the wave equation always includes
the Laplacian accounting, this time, for the wave diffraction in space. In the
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offield of digital image processing, the Laplacian is a widely used sharpening

technique to detect edges and, in turn, enhance image perception [3].
The Laplacian is usually found as a term in Partial Differential Equations

(PDEs) which can be solved, among others, by spectral methods [4]. They
provide the spatial evolution of the system while the time evolution is pre-
served, thus turning PDEs into Ordinary Differential Equations (ODEs). In
terms of numerics, this offers a dual way of computing space and time, i.e.
a time-marching approach based on finite differences for time and a spec-
tral method for space [4]. Focusing our interest on wave propagation, this
strategy can be also applied to the study of propagation of quasi-stationary
beams, where the role of time is replaced by the longitudinal coordinate that
gives the evolution of the beam along the direction of propagation [5].

When Fourier series are used in spectral methods, the Laplacian is nu-
merically computed in the Fourier domain by means of the Fast Fourier
Transform (FFT) [1] which has been essential in the field of numerical signal
processing since its publication in 1965 [6]. The search of improvements in
its performance linked to the reduction in the number of FLOPS was the
origin of subsequent works, where alternative solutions to the 2-radix ap-
proach, such as the split-radix [7, 8] or the prime factor [9, 10] algorithms
were presented. An excellent review of three decades of literature can be
found in [11], where any reader can get more insight all relevant aspects of
the FFT computation. A second milestone in the development of the FFT
was the FFTW library [12], since it showed that the FFT performance is
tightly related to an optimal use of hardware resources rather than the strict
count of FLOPS of any implementation. Its subsequent success among the
scientific community was based on the auto-tuning process that, fully trans-
parent to the the programmer, guaranteed for each computer the optimal
implementation.

It is precisely in the parallel computation of the FFT where this connec-
tion between hardware and performance can be found since the early years of
the supercomputing era. Any kind of parallel system in the market received
its corresponding FFT implementation that was designed taking into account
the supercomputer architecture. From the pioneering vector supercomputers
[13, 14] or hypercubes machines [15–17] to the more recent shared memory
systems, such as GPUs [18–20], hundreds of FFT designs and implemen-
tations have been reported (see [21] and references therein). Nevertheless,
in the search of portable solutions to be run on heterogeneous distributed
memory systems, parallel FFTs libraries (see [22] and references therein)

2



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofhave been developed based on the message passing paradigm.

In this work, however, we do not present yet another contribution on par-
allel FFTs, since we focus on a different problem, which is the computation of
the Laplacian as a whole, i.e. the kernel composed by forward and backward
parallel multidimensional FFTs separated by the Laplacian in the Fourier
domain. This kernel, usually embedded in the parallel computation of large-
scale simulations in the field of fluid mechanics [23], has not deserved any
particular attention, so that efficient parallel fluid solvers have exclusively fo-
cused on the design of novel parallel FFT libraries [24]. On the other hand,
we show here that the kernel posses an intrinsic data independency that can
be exploited to overlap computation and communication tasks. Traditionally,
parallel multidimensional FFTs are based on the transpose method [25] that
strictly alternates local computation stages and communication tasks (data
transposes) in a divide-and-conquer strategy. Blocking communications as-
sure that one dimension is computed when only the previous one is complete.
This inherent sequencing can be removed when one faces the computation of
the Laplacian not as one n-dimensional problem, but as n one-dimensional
kernels. Since no data dependency exists between them, the computation of
one kernel can take place while the result of a different one is currently being
sent. Computation and communications tasks can be naturally overlapped
with nonblocking communications.

The nonblocking facilities of parallel libraries were initially proposed to
enhance the performance of certain numerical problems in the pioneering
works of Hoefler [26–28]. As regards the FFT, most studies targeted at the
three dimensional problem (3D FFT), which was considered as an excellent
test-bed for exploiting the potential benefits of overlapping, since at least two
communications steps are sandwiched among highly demanding computa-
tions. In [29], for instance, existing FFTs parallel libraries, such as P3DFFT
[30], were redesigned to accommodate the potential overlapping associated
to the computation of successive FFTs. In the search of data independency
that allows overlapping, some authors have proposed a pipeline technique, i.e.
chopping local data into smaller blocks, so that a sub-block can be sent while
other is still being processed [31, 32]. Other works, however, have shown that
the mere replacement of the nonblocking capabilities of the Message Passing
Interface (MPI) standard [33, 34] by other alternatives [35] can enhance the
FFT performance. The nonblocking approach has been also incorporated in
more specific problems, such as the study of turbulence in fluid dynamics,
where overlapping was shown to speedup the numerical solution of Pseudo-
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automatically locate and maximize the overlapping of communication and
computation [37, 38], have been also applied to the FFT case [39]. As far
as we know, the intrinsic overlapping embedded in the computation of the
Laplacian has not been reported in the literature before and constitutes the
basic motivation of our work.

This paper is structured as follows. In Sec. 2 we develop our proposal
for the two-dimensional case highlighting the differences with the classical
approach based on state-of-the-art FFTs. Since overlapping plays a major
role we briefly present for this particular problem a simple model for the
overlapping that help us understand the performance results. These are
displayed in Sec. 3 where series of tests are carried out for different problem
sizes and number of cores. Data are analyzed and discussed in Sec. 4 where
speedup figures are shown and explained in terms of the theory. Section 5
summarizes the main conclusions and presents the guidelines for future work.

2. A nonblocking approach for the Laplacian

The Laplacian of a two dimensional (2D) function u(x, y) can be calcu-
lated in the Fourier domain taking into account the differentiation property
of the Fourier transform

∇2u(x, y)
F←→ −(Ω2

1 + Ω2
2)U(Ω1,Ω2) (1)

where U(Ω1,Ω2) accounts for the 2D continuous Fourier Transform of u(x, y),

i.e. u(x, y)
F←→ U(Ω1,Ω2), while Ω1 and Ω2 are the continuous frequencies.

In the discrete domain, the numerical computation of the Laplacian can
be expressed as a two-step procedure where a 2D forward Discrete Fourier
Transform (DFT) is first computed

U [k1, k2] =

N2−1∑

n2=0

(
N1−1∑

n1=0

u[n1, n2]ω
−n1k1
N1

)
ω−n2k2
N2

, (2)

to be multiplied by H[k1, k2] = −(k2
1+k2

2) and converted back to the discrete
domain by means of a 2D backward DFT

y[n1, n2] =
1

N

N2−1∑

k2=0

(
N1−1∑

k1=0

H[k1, k2]U [k1, k2]ω
n1k1
N1

)
ωn2k2
N2

. (3)

4



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofIn Eq. (2) u[n1, n2] is a 2D array that results from the sampling of u(x, y)

over a finite square with N = N1 × N2 data points, so that n1 and n2 are
integers verifying 0 ≤ n1 < N1 and 0 ≤ n2 < N2. In Eq. (3) y[n1, n2] contains
the 2D Laplacian, k1 and k2 are the discrete frequencies and ωNj

= ei2π/Nj

for j = 1, 2.
Our approach is based on the special form of H[k1, k2] that can be consid-

ered as a particular case of those functions verifyingH[k1, k2] = H[k1]+H[k2].
Taking into account the linear property of the DFT, the substitution of Eq.(2)
in Eq.(3) turns the right side of Eq. (3) into

1

N

N2−1∑

k2=0

(
N1−1∑

k1=0

H[k1]

{
N2−1∑

n2=0

(
N1−1∑

n1=0

u[n1, n2]ω
−n1k1
N1

)
ω−n2k2
N2

}
ωn1k1
N1

)
ωn2k2
N2

+

1

N

N2−1∑

k2=0

(
N1−1∑

k1=0

H[k2]

{
N2−1∑

n2=0

(
N1−1∑

n1=0

u[n1, n2]ω
−n1k1
N1

)
ω−n2k2
N2

}
ωn1k1
N1

)
ωn2k2
N2

. (4)

In Eq. (4), the forward and backward transforms along one dimension
cancel each other since H[k1] and H[k2] do not depend on k2 and k1, respec-
tively, so that Eq. (3) can be rewritten as

y[n1, n2] = yc[n1, n2] + yr[n1, n2]

=
1

N1

N1−1∑

k1=0

(
H[k1]

N1−1∑

n1=0

u[n1, n2]ω
−k1n1
N1

)
ωk1n1
N1

+
1

N2

N2−1∑

k2=0

(
H[k2]

N2−1∑

n2=0

u[n1, n2]ω
−k2n2
N2

)
ωk2n2
N2

,

(5)

where yc[n1, n2] and yr[n1, n2] account for the 1D kernel along the columns
and rows of the matrix, respectively. Eq. (5) simply represents the calcula-
tion of ∇2 = ∂2/∂x2 + ∂2/∂y2 in the Fourier domain where each dimension
is independently calculated. The 1D kernel involves, in the case of yr[n1, n2],
N1 forward and backward DFTs of length N2 where a point-to-point complex
multiplication by H[k2] is sandwiched between them. An analogous defini-
tion addresses yc[n1, n2]. The four nested sums involved in Eqs. (2) and (3)
are reduced to two in Eq. (5), thus turning a single 2D problem into two
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Laplacian depend on both partial results. Of course, this procedure can be
extended to n > 2 dimensions.

The number of FLOPS in Eq.(2) and Eq. (3) when compared to Eq.(5)
is, in both cases, O(N logN). Nevertheless, the potential benefits of Eq. (5)
are revealed when one evaluates them in terms of parallel computing.

2.1. Parallel computing evaluation

The parallel computation of the Laplacian according to Eqs. (2) and (3)
is illustrated in Fig. 1(a) where a slab (1D) distribution of processors is
assumed, so that rows are locally stored and columns are distributed among
P = 6 processors. Figure 1(a) shows the timeline corresponding to all the
operations involved, i.e. 2D forward and backward FFTs separated by a
point-to-point multiplication that represents the Fourier transformation of
the Laplacian (solid black circles in the middle of the figure). Each 2D
FFT involves the three operations enclosed by the horizontal parentheses, i.e.
the computation of forward 1D FFTs to the rows, a data transposition and
the computation of forward 1D FFTs to data that were initially spread out
among processors. The final transpose is saved as the Fourier transformation
of the Laplacian is transposed [40], so that the backward 2D FFTs starts
with the computation of the columns, instead of rows. One can proceed to
compute a new dimension when only the previous one is completed. This
imposes a strict sequentially between computation and communication which
is guaranteed by blocking communications.

The solution we propose in Eq. (5) is represented in Fig. 1(b) where the
two 1D kernels of Eq. (5) are represented. Each 1D kernel involves forward
and backward 1D FFTs separated by the point-to-point multiplication by
H[k1] or H[k2] (black solid circles in the middle of the two kernels). An
initial double data distribution allocates N1/P rows and N2/P columns in
each processors, and both kernels are locally computed after that. The solely
scattering of N1/P rows of a global array among processors would be ineffi-
cient in this case, since a subsequent data transpose should follow the initial
scattering to get the columns in each processor. Two consecutive collective
communications would be necessary on data which remain the same.

Figure 1 also shows that a data movement is necessary to transpose the
result of one 1D kernel and perform the final sum in Eq. (5). This data move-
ment and the computation of the second 1D kernel can take place simulta-
neously, since no data dependency exists. Communication and computation
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Figure 1: Blocking (a) and nonblocking (b) approaches for the parallel computation of the
Laplacian in the Fourier domain. The vertical arrows in the bottom picture represent the
kernel computation along the columns which are also local to each processor.

tasks can be overlapped based on the use of nonblocking communications, as
it is illustrated in Fig. 1(b). The overlapped solution arises naturally from
Eq. (5), in contrast to other nonblocking approaches for the FFT [32] where
overlapping is obtained by the segmentation of large tasks. As the timeline
of Fig. 1 suggests, our approach should lead to a reduction in the elapsed
time when compared to the general approach represented in Fig. 1(a).

2.2. A simple model for overlapping

The impact of overlapping on the elapsed time for this particular problem
can be predicted based on a simple model we present in Fig. 2. The number
of processors P that a parallel system dedicates to solve this problem and the
time involved in its solution are displayed in the x and y axis, respectively.
We decompose the elapsed time telapsed (solid black line) as the sum of two
complementary contributions, i.e. computation tcomp and communication
tcomm which are represented with dashed black lines in Fig. 2. In this case,
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number of cores per node [41].

Figure 2: Theoretical enhancement of overlapping for this particular problem. Elapsed
time for a solution with (red) or without (black) overlapping. Maximum theoretical
speedup is achieved when computation and communication times are the same.

The grey area under both lines represents the potential overlapping, so
that toverlap = min{tcomm, tcomp}. The elapsed time for a solution with over-
lapping te,overlap = telapsed − toverlap = max{tcomp, tcomm} is represented with
a red solid line which is superimposed on the dotted black one. The red line
shows a minimum when tcomm = tcomp, thus obtaining the maximum theoret-
ical speedup S = telapsed/te,elapsed = 2. On the other hand, in those systems
when tcomm ≫ tcomp or vice versa, overlapping will not provide any significant
improvement. Such is the case, for instance, of GPUs where communication
time prevails over computation time in large-scale FFTs [42].

The model of Fig. 2 represents an ideal situation where we have assumed
that the whole code of any numerical problem can be overlapped and all
system resources could be scheduled to guarantee that communication and
computation demands can be fulfilled simultaneously. A more realistic anal-
ysis should take into account these issues, as well as hardware characteristics
such as the cache size. The real overlapping must thus lie beyond the theo-
retical one, as it is represented in Fig. 2 by the dotted blue line inside the
grey area.
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Table 1 illustrates the code that develops the scheme shown in Fig. 1(b).
While the lines in red italic font correspond to the inter-core explicit commu-
nication, the instructions in blue regular font account for the computation of
the two 1D kernels, the final sum of Eq. (5) and the local data movements
that must take place before and after each transmission to complete a paral-
lel transpose [25]. Although these intra-core data movements are essential in
the communication process, it can not be overlapped with the explicit com-
munication. The code sandwiched between the nonblocking functions (in red
italic font) constitute the overlapped section of our approach.

rows ← global /* local data allocation of N1/P rows*/

columns ← global /* local data allocation of N2/P columns */

/* 1D kernel: */

fftwexecute(plan1,columns) /* N2/P forward FFTs of N1 points */

columns ← H[k1]· columns /* point-to-point multiplication */

fftwexecute(plan2,columns) /* backward FFTs */

columnsT← columns /* local data movement before sending */

MPI Ialltoall(columnsT,...,columns,req) /* nonblocking sending of data */

/* 1D kernel: */

fftwexecute(plan3,rows) /* N1/P forward FFTs of N2 points */

rows ← H[k2]· rows /* point-to-point multiplication */

fftwexecute(plan4,rows) /* backward FFTs */

MPI Wait(req)

columnsT ← columns /* local data movement after reception */

rows ← rows + columnsT /* y ← yr + yc */

Table 1: Code implementing Eq. (5) with nonblocking communications.

The implementation of our proposal has been written in C and commu-
nication issues have relied on the MPI library [43]. We have employed the
nonblocking version of the all-to-all communication (MPI Ialltoall) and the
FFTW library [12] to perform the forward and backward FFTs involved in the
1D kernel. The data allocation resources of the FFTW-MPI have also been
used to provide the distribution of data not only among the columns, but
also the rows of a global array.

The local data movements before and after the all-to-all communication
are essentially data block transposes that can be very time demanding and
dominate the overall time for large problem sizes in small scale systems [32].
This crucial issue arises when one faces the design of any multidimensional
FFT, but data transpose is by itself a subject in parallel computing [25, 44]
and deserves a great attention when large amount of data are involved [45].

9
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misses [46] which are specially harmful in terms of performance. Cache-
oblivious algorithms have been proposed to minimize such effect regardless
of the cache size [47]. They propose data reordering based on Morton order
[48] and have have shown their effectiveness not only on data transpose and
linear algebra problems [49], but also in the design of collective MPI-based
communications [50]. In our work, instead of a naive approach for data
transpose, we have used cache-oblivious algorithms [47] where the optimum
sub-block or matrix size has been experimentally chosen.

(a) (b)

(c) (d)

Figure 3: Elapsed time of our proposal (blue) and the conventional scheme (red) for
different problem sizes. The number of cores is 32 (a), 64 (b), 128 (c) and 256 (d).
Speedup figures are displayed in Fig. 6.

We compare our implementation with the code summarized in Tab. 2
that shows the computation of the Laplacian based on the classical approach
represented by Eqs. (2) and (3). The computation of 2D FFTs relies on
the FFTW-MPI [12] that constitutes an excellent reference for 2D problems
like this, where only a 1D (slab) data distribution among processors is rea-
sonable. This library has also developed its own specific blocking all-to-all

10
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nication process can also be tuned [12]. As it can be seen in Tab. 2, we
call the FFTW-MPI functions with the appropriate flags [12] in order to save
innecessary data transposes.

plan1T=fftw mpi plan dft 2d(...,FFTW MPI TRANSPOSED OUT); /*plan for a 2D forward FFT */

plan2T=fftw mpi plan dft 2d(....,FFTW MPI TRANSPOSED IN); /*plan for a 2D backward FFT */

rows ← global /* local data allocation of N1/P rows */

fftwexecute(plan1T) /* 2D forward FFTs of N points without final transpose */

plan2T ← Ht[k1, k2]·plan1T /* multiplication by the transposed Laplacian */

fftwexecute(plan2T) /* 2D backward FFTs of N points to transposed data */

Table 2: Code implementing Eqs. (2) and (3) with blocking communications.

(a) (b)

(c) (d)

Figure 4: Elapsed time of our proposal (blue) and the conventional scheme (red) for
different problem sizes. The number of cores is 24 (a), 48 (b), 96 (c) and 192 (d). Speedup
figures are displayed in Fig. 7.

Our work has been carried out at the Castilla y León supercomputing
centre, SCAYLE. We have access to the Haswell cluster which is composed
of 114 nodes and each node has 2 octa-core Intel Xeon E5-2630 v3 (Haswell)
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are interconnected through an Infiniband FDR network at 56 Gb/s. Series of
tests have been carried out to compare the performance of the codes described
in Tabs. 1 and 2.

(a) (b)

(c) (d)

Figure 5: Elapsed time of our proposal (blue) and the conventional scheme (red) for
different problem sizes. The number of cores is 40 (a), 80 (b), 160 (c) and 320 (d).
Speedup figures are displayed in Fig. 8.

Figures 3, 4 and 5 show the elapsed time of both solutions for different
problem sizes N = N1×N2 and number of cores. In Fig. 3 we have assumed
that the number of cores P is a power of two, so thatN = 2k whereN1 = N2 if
k is even, and N1 = 2N2 otherwise. Nevertheless, this condition on P is very
restrictive, since most computing systems hardly scale as a power of two.
We have thus performed tests for ordinary scenarios where P decomposes
as prime factors different from two. Since the number of data points in
the matrix must verify N/P 2 ∈ Z [12], non-power-of-two Discrete Fourier
Transforms (DFTs) must be employed, which always has a negative impact
on performance. To minimize this effect, we choose P containing one single
prime factor different from two. As one can see in Fig. 4, while the number
of cores evolves as P = 3 · 2m with m = 3, 4, 5, 6, the number of data points

12
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argument is valid for Fig. 5, where we have replaced P = 3 by P = 5.
Elapsed times approximately span over three orders of magnitude, so

that a logarithmic plot has been used in the y-axis. The time represented in
the y-axis is the mean value that results from calculating the Laplacian 50
times, in order to assure the FFTW has finished the warm-up iterations and
has chosen a definitive and optimal solution among all possibilities tested.
Since the number of nodes we can access in the cluster is limited, we have
employed the maximum number of cores per node (16 cores) in order to study
the scalability of our solution.

4. Discussion

With the exception of one case we comment below, our nonblocking so-
lution exhibits a better performance than the blocking approach based on
the 2D-FFTWMPI. Since the computational load of both solutions is quite
similar and relies on the same FFTW library, the enhancement lies on the com-
munications side. All pictures in Figs. 3, 4 and 5 also show that our design
scales with the number of cores.

All plots in Figs. 3, 4 and 5 undergo a significant fall in performance of
both solutions that does not takes place simultaneously. Our solution dra-
matically gets worse when N/P 2 = 210, while the 2D-FFTWMPI replicates
such behaviour when N/P 2 = 211. As it is confirmed in the tests that only
evaluate communication time (see Fig. 9), it is a communication issue. Intra-
node data communication, that prevails in our tests, is performed through
memory copies of data on a shared memory space [50, 51] which may even-
tually get full. Larger memory demands are fulfilled through cache misses
which have a very negative impact on the performance, thus masking any
other possible improvement [46]. This can also explain why our solution get
worse first when compared to the 2D-FFTWMPI. Our proposal doubles the
amount of local data, thus increasing the memory demands when compared
to a conventional solution.

4.1. Speedup

The logarithmic plots of Sec. 3 provide a general overview of the perfor-
mance of both solutions, but they do not allow us to quantify the speedup.
Speedup figures from Figs. 3, 4 and 5 are plotted in Figs. 6, 7 and 8, respec-
tively. We have highlighted in red the exact value in each series where the
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Figure 6: Speedup figures for the cases of Fig. 3.

2D-FFTWMPI behaves better than our solution. The maximum values are
slightly greater than 2 in certain cases because our solution not only benefits
from overlapping, but also from the replacement of one data transpose by a
double initial data allocation. When both factors occur simultaneously, one
gets such figures.

4.2. Analysis of results

In order to explain such figures, we have carried out a second series of
tests that analyse the code in Tab. 1 evaluating separately computation and
communication. Results are displayed in Fig. 9 where we have interpolated
the data series with a 1:8 ratio to focus on the shape of the curves. Although
we have analysed the four cases of Fig. 3, we only show the case of 32 cores
since the behaviour is quite similar for a different number of cores. The
overall elapsed, computation and communication times are represented with
black squares, blue diamonds and red points, respectively. We have also
added a magenta line with triangles which is the sum of the blue and red
ones, so that the difference between the black and magenta lines represents
the time saved by overlapping. This difference is more significant in the five
cases labelled with upper-case letters in Fig. 9 that correspond to the bars
of Fig. 6(a) where speedup reaches the largest values. Overlapping is thus
responsible for these speedup figures.
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Figure 7: Speedup figures for the cases of Fig. 4.

The prediction of the theoretical model of Fig. 2 reinforces this idea.
According to the model, speedup is maximum when computation and com-
munication times are comparable. This is precisely what the labeled cases in
Fig. 9 show, where the blue and red lines cross or have a very similar value.

Figure 9 also shows that elapsed time is dominated by communications
or computation depending on the the problem size. While computation time
evolves according to the computational load O(N logN), communication
time is severely affected by the cache miss we have analysed before. For
large values of N , the black and magenta lines are superimposed and the po-
tential benefit of overlapping vanishes. This was also predicted by the model
of Fig. 2 since one enters a regime where tcomp ≫ tcomm.

5. Conclusions and future work

This work has presented a new approach for the parallel computation of
the Laplacian in the Fourier domain. In contrast to the classical approach
based on computing successive multidimensional FFTs where blocking com-
munications separate local computations, we have presented a solution that
computes the Laplacian as n distinct one dimensional kernels. Communica-
tion and computation are overlapped by means of nonblocking communica-
tions, thus removing the inherent sequentially of the classical approach. This
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Figure 8: Speedup figures for the cases of Fig. 5.

higher level of parallelism has led to a general better performance with the
exception of very particular cases. This work also shows how the benefits of
overlapping are limited to scenarios where computation and communications
times are comparable. This balance will depend on the problem size, paral-
lel resources and hardware characteristics of the nodes and it should be an
essential programmer task to find it out and work around it.

Our work has presented the performance results of the 2D Laplacian based
on a slab (1D) decomposition for a small-scale cluster. The extension of the
problem to the 3D case depends on the cluster size. Rewriting the 3D Lapla-
cian as ∇2 = ∇2

T +∂2/∂z2 where T denote the two transverse coordinates (x
and y) one has a straightforward mapping for the slab decomposition which
is suitable for a small-scale cluster. The expected speedup should not be
very different from the figures we have presented in this work. However, in
the case we had access to a large-scale cluster, a pencil (2D) decomposition
should be considered instead, like in other similar 3D problems such as the
3D FFT [52]. An estimation of the speedup in such scenario can be calcu-
lated based on the code percentage that can be overlapped. While the ratio
between the number of kernel computations and communication steps is 2:1
in the 2D case (see the code in Table 1), it would turn into a 3:2 ratio in the
3D case. Communication demands grow in relation to the computational
kernels as the number of dimensions goes up, thus increasing the amount
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Figure 9: Elapsed (black squares), communication (red points) and computation (blue
diamonds) times. Magenta triangles represent the the sum of the blue and red ones.

of code that is prone to be overlapped. As a result, higher speedup figures
should be expected for the 3D Laplacian on a pencil decomposition.

This work was supported by the Consejeŕıa de Educación, Junta de
Castilla y León [grant number VA296P18].
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Inherent overlapping in the parallel calculation of the Laplacian 

Nonblocking communications benefit from data independency 

Nonblocking approaches lead to better performance results than blocking solutions 

 

  



Journal Pre-proof

Author Biography
Jo
ur

na
l P

re
-p

ro
of

Julio Sanchez-Curto received his Ph.D. in 2009 from the University 

of Valladolid. He joined the Department of Signal Theory and 

Communications at the University of Valladolid, where he holds an 

Associate Professor position since 2018. His main research 

interests include microwave engineering, optical solitons, 

nonlinear interfaces and the development of parallel algorithms 

for nonlinear propagation problems. 

 



Journal Pre-proof

Conflict of Interest
Jo
ur

na
l P

re
-p

ro
of

Declaration of interests 
 

☒ The authors declare that they have no known competing financial interests or personal relationships 
that could have appeared to influence the work reported in this paper. 
 

☐The authors declare the following financial interests/personal relationships which may be considered 
as potential competing interests:  
 

 

 

 
 

 


