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Abstract

Replication is a hallmark of scientific research. As replications of individual studies are
resource intensive, techniques for predicting the replicability are required. We introduce
a new technique to evaluating replicability, the repliCATS (Collaborative Assessments
for Trustworthy Science) process, a structured expert elicitation approach based on the
IDEA protocol. The repliCATS process is delivered through an underpinning online
platform and applied to the evaluation of research claims in social and behavioural
sciences. This process can be deployed for both rapid assessment of small numbers of
claims, and assessment of high volumes of claims over an extended period. Pilot data
suggests that the accuracy of the repliCATS process meets or exceeds that of other
techniques used to predict replicability. An important advantage of the repliCATS
process is that it collects qualitative data that has the potential to assist with problems
like understanding the limits of generalizability of scientific claims. The repliCATS
process has potential applications in alternative peer review and in the allocation of
effort for replication studies.

1. Introduction 1

Scientific claims should be held to a strong standard. The strongest claims will be 2

reliable, in that multiple observers examining the same data should agree on the 3

facts/results, replicable, in that repetitions of the methods and procedures should 4

produce the same facts/results, and generalizable, in that claims should extend beyond a 5

single dataset or process. Evaluating the strength of scientific claims on the basis of 6

these criteria, however, is not straightforward. 7

Replication studies are a key technique for assessing the strength of evidence in 8

particular studies and claims made in resultant research papers. They contribute to the 9

progressive development of robust knowledge with respect to both inferences from 10

empirical data and deductions made from empirical evidence; policy-making and public 11

trust both draw on such developments. Interestingly, several large-scale replication 12

projects in the social sciences and other disciplines have shown that many published 13

claims do not replicate [1–4]. These failures to replicate may indicate false positives in 14

the original study, or they may have other explanations, such as differences in statistical 15

power between the original and the replication, or unknown moderators in either. 16

Barriers such as logistics, opportunity, expense and career incentive all militate 17

against replicating published studies. Datasets like national censuses are not feasibly 18

recreated. Historical circumstances are impossible to study again. Even where the 19

contextual factors are more favourable, the expense of full replication studies requires 20

analysis of the potential benefits against costs [5]. Therefore, analytical techniques for a 21

prognostic assessment of the reliability, replicability and generalizability of research 22

claims without attempting full replications are of substantial value because they can 23

provide similar benefits at much lower cost. They can also inform decisions about where 24

to direct scarce resources for such full replications. 25

This paper outlines an expert elicitation protocol designed to accurately predict the 26

replicability of a large volume of claims across the social and behavioural sciences. We 27

also describe results from a pilot study that suggests this is a fruitful approach for 28

predicting replicability. We discuss how this technique has the potential to provide 29

information about aspects of the credibility of scientific claims beyond replicability, such 30

as the generalizability of claims. 31

The elicitation procedure in this paper is based on the IDEA protocol [6, 7], a 32

modified Delphi process, with experts working in small groups to provide quantitative 33

predictions of the probability of successful replication. The elicitation also gathers 34
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qualitative data to investigate the reasoning behind predictions of replicability. This 35

qualitative data provides insights into participants’ judgements about the credibility 36

signals of claims beyond replicability. 37

The IDEA protocol was applied to assessing the replicability of research claims in 38

the social and behavioural sciences by the repliCATS (Collaborative Assessments for 39

Trustworthy Science) project as a component of the Systematizing Confidence in Open 40

Research and Evidence (SCORE) program funded by the US Defence Advanced 41

Research Projects Agency. The overall goal of the SCORE program is to create 42

automated tools for forecasting the replicability of research claims made within the 43

social and behavioural science literature. In Phase 1 of the SCORE program, we elicited 44

expert assessments of replicability for 3000 research claims. These assessments formed a 45

benchmark for the comparison of the performance of automated tools developed by 46

other teams within the SCORE program. In Phase 2 of the SCORE program we will 47

elicit assessments of replicability for another 3000 research claims while expanding the 48

elicitation to include additional credibility signals. 49

2. Previous approaches to predicting replicability 50

Several previous studies have attempted to predict the outcomes of replication studies. 51

These have typically run alongside large-scale replication projects and used replication 52

outcomes as the ground truth to test prediction accuracy. The two main techniques that 53

have been used for human-derived predictions are surveys and prediction markets [2, 8]. 54

In the former, experts give independent judgements which are aggregated into 55

quantitative predictions of replicability. In the latter, participants trade contracts that 56

give a small payoff if and only if the study is replicated and prices are used to derive the 57

likelihood of replicability. Some other studies have fully automated predictions of 58

replicability, such as machine learning techniques [9, 10] although such techniques are 59

not considered further in this paper. 60

There are multiple ways of measuring the success of human predictions. The most 61

straightforward is ‘classification accuracy’. For this we treat predictions >50% as 62

predictions of replication success and <50% as predictions of replication failure. 63

Classification accuracy is the percentage of predictions that were correct (i.e. on the 64

right side of 50%), excluding predictions of 50%. The classification accuracy from 65

previous prediction studies has ranged between 61% and 86%. The lower limit was 66

reported by Camerer et al. [1] for both surveys and prediction markets on the 67

replicability of 18 laboratory experiments in economics. The higher limit was from 68

Camerer et al. [2] for surveys and prediction markets on predicting the replicability of 69

21 social science experimental studies published in Nature and Science between 2010 70

and 2015. In both studies, surveys and prediction markets performed well. Other 71

studies have reported small but noteworthy differences. For the surveys and markets 72

running alongside the Many Labs 2 project [3], prediction markets had a 75% 73

classification accuracy while pre-market surveys reached 67%. There is also evidence 74

that for some kinds of social science research claims non-experts are able to make fairly 75

accurate predictions for the replicability of research claims [11]. 76

3. Design of the repliCATS process 77

3.1 The IDEA protocol 78

The repliCATS project introduces a new approach to predicting the replicability of 79

research claims. This is neither a prediction market, nor a simple one-off survey. The 80

IDEA protocol, which forms the basis of the repliCATS approach, involves four steps, 81
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represented in the acronym IDEA: ‘Investigate’, ‘Discuss’, ‘Estimate’ and ‘Aggregate’ 82

(Fig 1). Each individual is provided a scientific claim and the original research paper to 83

read, and provide an estimate of whether or not the claim will replicate (Investigate). 84

They then see the group’s judgements and reasoning, and can interrogate these 85

(Discuss). Following this, each individual provides a second private assessment 86

(Estimate). A mathematical aggregation of the individual estimates is taken as the final 87

assessment (Aggregate). 88

Fig 1. Overview of the IDEA protocol, as adopted in the repliCATS
project.

3.2 Research goals 89

In Phase 1 of the SCORE program, the repliCATS project had three main research 90

goals: accuracy, scalability and insight. That is: to match or improve previous 91

quantitative predictions of replicability; to develop an efficient and scalable process able 92

to be applied to large volumes of claims; and to collect qualitative data that contribute 93

to evaluating credibility signals beyond replicability. The IDEA protocol was applied to 94

each of these goals in a range of ways. 95

An essential goal of the repliCATS project is to improve upon the already good 96

accuracy of current techniques for predicting replicability. Fine tuning expert accuracy 97

in forecasting replicability is a non-trivial challenge. The primary ways in which the 98

IDEA protocol is expected to meet the exacting demands of this task are by harnessing 99

the wisdom of the crowd and diverse ideas, sharing information between participants to 100

resolve misunderstandings and promote further counterfactual thinking, and by taking 101

an aggregate of the judgement. These help to improve accuracy, and reduce 102

overconfidence by reducing biases such as anchoring, groupthink, and confirmation bias. 103

The IDEA protocol aims to improve accuracy through controlling groupthink by 104

aggregating group assessments mathematically and not behaviourally [12–15]. That is, 105

group members are not forced to agree on a single final judgement that reflects the 106

whole group. Mathematical aggregation can be more complex than taking the 107

arithmetic mean. Several aggregation techniques have been pre-registered by repliCATS 108
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(https://osf.io/m6gdp/). Described in detail in Hanea et al (in review), these fall into 109

three main groupings: 1) linear combinations of best estimates, transformed best 110

estimates [16] and distributions [17]; 2) Bayesian approaches, one of which incorporates 111

characteristics of a claim directly from the paper, such as sample size and effect size 112

(Gould et al, in prep); and 3) linear combinations of best estimates, mainly weighted by 113

potential proxies for good forecasting performance, such as demonstrated breadth of 114

reasoning, engagement in the task, openness to changing opinion, informativeness of 115

judgements, and prior knowledge (inspired by Mellers et al. [18, 19]). 116

There are other hypothesised benefits of the IDEA protocol in terms of accuracy. 117

Groupthink is also controlled by recruiting groups that are, ideally, as diverse as 118

possible (Page, 2008). Work in structured elicitation has described how the sharing of 119

information can improve the accuracy of group judgements [20]. The IDEA protocol 120

implemented by the repliCATS project implements this feature, in contrast with 121

survey-based methods of prediction, which generally do not allow for the sharing of 122

information between participants. The IDEA protocol also reduces overconfidence in 123

individual judgements through the use of three-point elicitations, that is asking 124

participants to provide lower and upper bounds for their assessment, as well as their 125

best estimate [21,22]. This technique [23,24] is thought to encourage information 126

sampling [23] and prompt participants to consider counter-arguments [25]. (However, 127

see also [26] for counter-evidence regarding this sequencing.) 128

In addition to accuracy, the repliCATS project aims to provide a scalable process. 129

The IDEA protocol is typically implemented through group sizes between four and 130

seven, with perhaps one or two groups of experts per problem, each working under the 131

guidance of a facilitator. This process allows for a rapid evaluation of claims, in contrast 132

with prediction markets that rely on many participants engaged in multiple trades. At 133

the same time, the repliCATS online platform (see [27] section 3.3) allowed an 134

implementation of the IDEA protocol for many experts addressing many problems, with 135

the capacity for the assessment of 3000 claims in 18 months. 136

Finally, the repliCATS project will generate valuable qualitative data to provide 137

insight on issues beyond the direct replicability of specific evidentiary claims. Such 138

problems include: identifying the precise areas of concern for the replicability of a given 139

claim; understanding the limits of generalizability and hence potential applicability of a 140

claim for a research end-user, and assessing the quality of the operationalization of a 141

given research study design. For example, a research claim may be highly replicable and 142

yet offer a poorly operationalized test of the target hypothesis [28]. In such a case, 143

knowing only the predicted replicability of the claim says little about the status of the 144

overall hypothesis. Similarly, even if a claim is well-operationalized, understanding how 145

applicable a claim is for research end-users means understanding its limits of 146

generalizability. This aspect of the repliCATS project, as an implementation of the 147

IDEA protocol, is arguably the most critical point of difference from previous 148

approaches to predicting replicability. Although both surveys and prediction markets 149

can be adapted to collect this kind of data, the advantage of the repliCATS process 150

described here is that such data is produced directly through the elicitation itself, 151

resulting in more straightforward and richer data generation, collection and subsequent 152

analysis. 153

3.3 The repliCATS platform 154

To implement our approach we developed a cloud-based, multi-user software platform 155

(‘the repliCATS platform’) that supports both synchronous face-to-face workshops and 156

asynchronous remote group elicitations [27]. A full description of the elicitation appears 157

in the S1 Appendix. Fig 2 provides a snapshot of the technical operationalization of this 158

elicitation as supported in the repliCATS platform. In particular, Fig 2 shows an 159
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example of aggregated group judgements and reasoning from round 1, as shown to 160

participants in round 2 prior to submitting their final judgements and reasoning. 161

Fig 2. Feedback provided to participants about the group responses to the
question about the probability of finding the same result in a replication
study.

The repliCATS platform also incorporates several technical features designed to 162

improve participants’ confidence in completing their assessments, as well as support or 163

enhance the elicitation process. These features include ready access to general decision 164

support materials and a glossary; tooltips for each question to provide additional 165

guidance on answering each question; additional interactive discussion elements such as 166

the ability to upvote, downvote and have threaded comments; and gamification in the 167

form of participant badges. The badges were designed to reward participation as well as 168

to reward behaviours considered to be beneficial for improving participants’ and group 169

judgements. For example, participants were awarded badges for seeking out decision 170

support materials, interacting with group members’ reasoning, and consistently 171

submitting their reasoning while evaluating claims. 172

4. Current applications of the repliCATS process 173

The primary current application of the repliCATS process has been through the 174

SCORE program. Alongside this, the platform has been used in a number of 175

experiments and classroom teaching contexts as briefly described below. 176

Phase 1 of the SCORE project ran from February 2019 to 30 November 2020. In 177

this phase, the repliCATS project was provided with 3000 social and behavioural 178

science claims for evaluation by another team involved in the SCORE program. This 179

independent team was also responsible for conducting replication studies for a subset of 180

the 3000 claims. The claims were drawn from 62 peer-reviewed journals across eight 181

social and behavioural science disciplines: business research, criminology, economics, 182

education, political science, psychology, and sociology. Full details of these journals are 183

provided in the S2 Appendix. 184

Expert predictions of replicability were gathered through a combination of 185

face-to-face and asynchronous workshops, as well as fully remote elicitations. One third 186

of the claims, as well as the data for the pilot study presented below, were elicited in 187

three large workshops held alongside relevant conferences. Two of the workshops were 188

held alongside the Society for Improvement of Psychological Science (SIPS) conference 189
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in July 2019 (Netherlands) and May 2020 (virtual workshop); and the third was 190

alongside the inaugural Association for Interdisciplinary Metaresearch & Open Science 191

(AIMOS) conference in November 2019 (Melbourne). In workshops, participants were 192

divided into small groups with a facilitator and assessed claims synchronously. Different 193

workshop groups took differing amounts of time for each claim but on average 194

assessments were completed in under 30 minutes. 195

4.1 Community and Participation 196

In Phase 1, 759 participants were registered on the repliCATS platform. Of these, 550 197

users assessed one or more of the 3000 claims. Because of confidentiality requirements, 198

not all online participants could be matched with individual user identities, nor could 199

all student participants be matched to demographic profiles. Participant activities were 200

approved by the Human Research Ethics Committee of The University of Melbourne, 201

ethics ID number 1853445. For the teaching use of the repliCATS platform described in 202

section 6.2, additional ethics clearance was obtained from the University of North 203

Carolina. 204

4.2 Pilot study 205

To validate and test the process, we conducted a pilot workshop (Wintle et. al., in 206

prep.) alongside the SIPS conference in 2019. This experiment was conducted 207

independently of the SCORE program. A pre-registration for this experiment can be 208

seen at https://osf.io/e8dh7/. Five groups of five participants separately assessed the 209

replicability of 25 claims drawn from previous replication projects. When each group’s 210

data was aggregated, the pilot groups achieved a classification accuracy of 84% (and an 211

Area Under the Curve measure of 0.94). This indicates that the repliCATS technique 212

performed comparably or better than existing methods for predicting replicability. 213

However, this value should be interpreted with caution. We expected that the accuracy 214

of the participants might be higher for the pilot claims than for the 3000 SCORE claims. 215

The majority of articles in the pilot study were from psychology papers. As most 216

participants at the SIPS conference were psychology researchers, they may have known 217

more about the signals or replicability in psychology than in other disciplines. It was 218

also expected that in some instances participants were familiar with the results of 219

replications for the claims they evaluated, as these results were publicly available prior 220

to SIPS 2019. 221

4.3 Qualitative data 222

The repliCATS process generates data that describes participants’ reasoning about the 223

claims being evaluated. This typically includes justifications for the assessment of the 224

target question about replicability, as well as judgements about the papers’ importance, 225

clarity and logical structure. While such reasoning data has been a part of previous 226

applications of the IDEA protocol, it has not been the focus of previous studies. The 227

repliCATS project thus extends the IDEA protocol through a structured qualitative 228

analysis of a substantial corpus. 229

This data has the potential to address a number of questions that are of interest for 230

replication studies, for research end-users, and more broadly in metaresearch and the 231

philosophy of the sciences. Some of these target problems, like understanding the quality 232

of operationalization of a given research design, or the limits of generalizability of a 233

particular claim, were described in Section 3.2 above. Other issues include identification 234

of particular strengths or weaknesses in a given research claim, with implications for 235

how a claim might be further investigated. Participants’ justifications might indicate 236
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weaknesses with a particular kind of measurement technique, suggesting that further 237

work should be focused on that aspect of experimental design. Alternatively, they might 238

indicate a very high level of prior plausibility for the claim, in which case further work 239

on the theoretical background of the claim might be more fruitful. 240

The analysis of this qualitative data is described in Bush et al. (in prep). In brief, a 241

subset of the data (776 of the set of 3000 claims in Phase 1 of the SCORE program, 242

which comprised 13901 unique justifications from a total dataset of 46408 justifications) 243

was coded by a team of five analysts against a shared codebook, with each justification 244

being coded by at least two coders. Several principles were applied in developing the 245

codebook for analysis. Inclusion and exclusion criteria were developed for codes most 246

relevant to the research questions. In particular, this included both direct markers of 247

replicability (e.g. statistical details) and proxy markers of replicability (e.g. clarity of 248

writing). The total size of the codebook was limited to ensure its usability. The 249

codebook was developed iteratively, with discussion among coders between each round 250

of development to provide a form of contextualised content analysis. In addition, the 251

inter-coder-reliability (ICR) for each code was assessed at various points in this process. 252

The ICR results were used for reviewing the convergence of textual interpretation 253

between analysts, and after coding, mixed-method aggregation techniques only utilised 254

those codes that had met a pre-registered ICR. 255

5. Challenges for the repliCATS process 256

The advantages of the IDEA protocol described above also come with challenges. Some 257

of these challenges were due to the nature of the elicitation, some were based on research 258

goals of the repliCATS project, and some were based on the broader SCORE program. 259

5.1 Challenges with elicitation 260

A problem for any research involving human subjects is elicitation burden – both the 261

quantity and quality of information provided by experts are thought to decline the 262

longer the elicitation process takes, similar to participant fatigue in surveys and 263

experiments [29]. There is thus a trade-off between the extent of information desired for 264

research purposes and the number and richness of questions asked. As noted, the 265

average time taken for a group to assess a claim in repliCATS workshops was just under 266

30 minutes. Such a bounded time of participation was also necessary because the 267

majority of research participants were volunteers who were unpaid, or only minimally 268

compensated for their time. Although aspects of the elicitation are believed to be 269

intrinsically rewarding - by design - this is another reason for minimizing the burden on 270

participants. 271

In order to address the elicitation burden, the repliCATS platform was designed to 272

be user-friendly, and online workshops were flexible in terms of participant schedules. 273

However, the trade-off for such elicitations is that it reduced the capacity for 274

participants to engage in discussion, which is a key aspect of the IDEA protocol. 275

Participants in widely-spaced time zones could not have synchronous discussions, and 276

could only exchange comments over a period of days. Future online workshops using the 277

repliCATS process will aim to group participants, as best as possible into compatible 278

time zones, although other logistical constraints do not always make this possible. (By 279

contrast, face-to-face workshops allow for full discussions, at the cost of committing 280

participants to a set schedule and physical co-location.) 281

A related difficulty is that research participants might have multiple interpretations 282

of key terms for the elicitation. Indeed, there can be considerable conceptual slippage 283

around many of these terms, such as conflicting taxonomies attempting to define 284
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replication practices. While the discussion phase of the IDEA protocol can be used to 285

work on resolving such ambiguities, it can be difficult or impossible to completely 286

eliminate such differences in interpretation. This difficulty was addressed by 287

encouraging participants to describe their interpretations through textual responses, 288

allowing both team members and qualitative analysts to understand these ambiguities 289

better. The repliCATS platform also provides the definitions for key terms such as 290

‘successful replication’ where specific definitions are used within the SCORE program. 291

The provision of such information also involves trade-offs between definitional specificity 292

and richness of response. 293

Another challenge is that participants may hold opinions about aspects of a study 294

that could bias their judgements about replicability. One such issue relates to the 295

perceived importance of a study, whilst another relates to stylistic features of how the 296

paper is written. While both of these may be proxies for the replicability of a study in 297

some contexts, they need not be. Even more directly relevant markers, like the quality 298

of the experimental design, need not suggest non-replicability. For example, a poorly 299

operationalized study where the dependent variable is auto-correlated with the 300

independent variable will, in fact, be highly replicable if you repeat the study exactly. 301

For these reasons, the elicitation was designed to separate out judgements about 302

replicability while allowing participants to explicitly express their opinions about 303

matters like the clarity, plausibility and importance of the study. This is done through 304

two questions prior to the question about replicability, and one question afterwards. 305

Figure 2 shows an example of one of these questions, about the comprehensibility of the 306

research claim, answered on a 7-point scale. 307

5.2 Challenges with recruitment 308

Ideally, for most forecasting problems, IDEA groups are deliberately constructed to be 309

diverse. People differ in the way they perceive and analyze problems, as well as the 310

knowledge they bring to bear on them. Access to a greater variety of information and 311

analyses may improve individual judgements. The accuracy of participants’ answers to 312

quantitative and probabilistic judgements has been shown to improve between peoples’ 313

independent initial judgements and the final judgements they submit through the IDEA 314

protocol [6, 7]. Offset against this is that domain-specific knowledge is clearly relevant 315

to understanding the details of research claims and thus being able to assess their 316

replicability. The balance between diversity and domain knowledge in good assessments 317

of replicability is poorly understood. This problem warrants further research. The 318

repliCATS recruitment strategy meant that we were not able fully to control for or 319

consistently recruit diversity in groups. Where participants are allowed to self-select 320

claims to assess, such diversity is even harder to achieve, even if the overall participant 321

pool contains a large amount of diversity. 322

5.3 Challenges posed by the SCORE program 323

The main challenge presented by the SCORE program was the need to evaluate 3000 324

research claims in approximately 12 months (allowing for platform development time at 325

the start of Phase 1 and analysis of results at the end). Preferably, multiple groups 326

would have assessed each research claim and assessments compared and aggregated 327

across groups, as was done with the pilot study (Section 4.1 above). The high volume of 328

claims involved, however, precluded this as a feasible approach. 329
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6. Future applications of the repliCATS approach 330

The repliCATS process has intended applications beyond its use in the SCORE 331

program. Work on some of these potential applications has begun as described below. 332

6.1 Capacity building in peer review 333

There are few peer review training opportunities available to researchers [30] and even 334

fewer that have clearly demonstrated evidence of success [31,32]. As a consequence, 335

many early career researchers report that they frequently learn how to review in passive 336

and fragmentary ways, such as performing joint reviews with their advisors and senior 337

colleagues, e.g. via participation in journal clubs or from studying reviews of their own 338

submissions [33]. 339

Participants in the repliCATS project noted the benefits of the feedback and 340

calibration in the repliCATS protocol: “I got a lot of exposure to a variety of research 341

designs and approaches (including some fun and interesting theories!) and was afforded 342

[the] opportunity to practice evaluating evidence. In practicing evidence evaluation, I 343

feel like I sharpened my own critical evaluative skills and learned from the evaluations 344

of others.” This type of feedback was particularly common from early career researchers, 345

although more experienced researchers also described the value of the process as 346

professional development in peer review. 347

This feedback suggests the potential to deploy evaluations of research papers 348

through the repliCATS process as explicit training in both research design and peer 349

review. A pilot application of such student training has already been undertaken at the 350

University of North Carolina, Chapel Hill where the repliCATS process was deployed as 351

an extra credit undergraduate student activity. 352

6.2 repliCATS as an alternative peer review model 353

Surprisingly little is known about how reviewers conduct peer review. More than a 354

quarter of a century after the remark was made, it is still the case that “we know 355

surprisingly little about the cognitive aspects of what a reviewer does when he or she 356

assesses a study” [34]. Nor are journal instructions to reviewers especially informative 357

here with criteria for acceptance usually expressed in general terms, such as “how do 358

you rate the quality of the work?”. 359

Initiatives such as Transparency and Openness Promotion (TOP) guidelines offer 360

guidance for authors and reviewers at signatory journals [35] (see also 361

https://www.cos.io/initiatives/top-guidelines). These are important for ensuring 362

completeness of scientific reporting. The repliCATS project is not an attempt at 363

competing guidelines. Its goal is not to provide checklists for reviewers (or authors or 364

editors). Rather, repliCATS reconceptualizes peer review as a process that takes 365

advantage of collective intelligence through an expert deliberation and decision-making 366

process, and thus one to which a structured elicitation and decision protocol is 367

applicable. In phase 1 of the SCORE program, repliCATS focused on providing 368

accurate elicitations of replicability. In phase 2 of the SCORE program, the project 369

scope will be significantly expanded, providing judgements on multiple credibility 370

signals, using the same underlying structured elicitation and decision protocol. 371

Despite limited implementation among popular journals in the social sciences [36], 372

there are existing models of interactive peer review that encourage increased dialogue 373

between reviewers, such as the one used in the Frontiers journals. However, these 374

typically rely on behavioural consensus, with its attendant disadvantages. In contrast, 375

the repliCATS project has the strong advantage of a predefined end-point, avoiding 376

‘consensus by fatigue’. It is transparent by design, and the underlying IDEA protocol is 377
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directly informed by developments in the expert elicitation, deliberation and decision 378

making literature. 379

6.3 repliCATS for commissioned review 380

One particular example of alternative forms of review includes commissioned reviews, 381

such as for papers or research proposals prior to submission. This potential application 382

was suggested by a number of repliCATS participants. Variations on this theme include 383

reviews of a suite of existing published research intended as the basis of a research 384

project or as the evidence base for specific policy, action or management decisions. The 385

former is likely to appeal to early career researchers, for example, at the start of their 386

PhD candidature, and the latter to end users and consumers of research. 387

6.4 repliCATS as a model for allocating replication effort 388

Replication of studies is not always possible nor is it always desirable. Some studies 389

cannot be replicated, as described above, due to, for example, their historical nature. 390

Such studies may still have the potential to inform decisions and assessment of their 391

reliability may still be valuable. Nor is replication always ideally suited for assessing the 392

reliability of a claim, even when it is a viable approach. In any case, replications are 393

typically resource-intensive. 394

There are several approaches to determining how best to allocate scarce resources to 395

replication studies. One suggested approach is to apply the results of prediction markets 396

to this question [8]. Other approaches propose selection of studies for replication based 397

on a tradeoff between the existing strength of evidence for a focal effect and the utility 398

of replicating a given study. In Field et al. [37], a worked example is given on how to 399

combine strength of evidence (quantified with a Bayesian reanalysis of published 400

studies) with theoretical and methodological considerations. Pittelkow et al. [38] follow 401

a similar procedure, applied to studies from clinical psychology. Isager et al. [39] outline 402

a model for deciding on the utility of replicating a study, given known costs, by 403

calculating the value of a claim and the uncertainty about that claim prior to 404

replication. The key variables in this model – costs, value, and uncertainty – remain 405

undefined, with the expectation that each can be specified outside the model (as 406

relevant to a given knowledge domain). This approach to formalizing decisions can help 407

clarify how to justify allocating resources toward specific replication practices. 408

Complementing the latter approach, the repliCATS process can generate data about 409

specific research claims that can be used as inputs to a formal model. For example, the 410

repliCATS approach is able to provide data on uncertainty, such as the extent of 411

agreement or disagreement within groups about the replicability of a given claim, and 412

the potential uncertainty of individual assessments as seen in interval widths. Textual 413

data in Phase 1 of the SCORE program provided information about the theoretical or 414

practical value of specific claims, and further development of the repliCATS platform in 415

Phase 2 of the SCORE program will develop ways of eliciting this kind of information in 416

a more quantitative form. 417

7. Conclusion 418

Assessment of the credibility of scientific papers in general, and predicting the 419

replicability of published research claims in particular is an example of an expert 420

decision-making problem. In such cases the use of a structured protocol has known 421

advantages. The repliCATS platform implements a user-friendly realization of the IDEA 422

protocol for the assessment of published research papers. Experiments have shown that 423
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this platform has the capacity to undertake both rapid review of small numbers of 424

claims while being scalable to a large volume of claims over an extended period. Pilot 425

results suggest that the accuracy of prediction of replicability for research claims by the 426

repliCATS process meets or exceeds previous techniques. Analysis of the full results 427

from Phase 1 of the SCORE program is forthcoming and will shed light on whether 428

repliCATS reliably improves replication prognostics. A particular advantage of the 429

repliCATS process is the collection of rich qualitative data that can be used to address 430

questions beyond those of direct replicability, such as the generalizability of given claims. 431

Future work will expand the assessment of claims made possible through the repliCATS 432

platform to incorporate a broader set of credibility signals, with potential application to 433

support alternative models of peer review. 434

S1 Appendix. Details of elicitation questions used in the repliCATS 435

process. 436

Round 1 elicitation questions 437

1. How well do you understand this claim? 438

Response format: 7-point scale with free-text box for comments 439

2. What’s your initial reaction: is the underlying effect or relationship plausible? 440

Response format: Binary Yes/No 441

3. What is the probability that direct replications of this study would find a 442

statistically significant effect in the same direction as the original claim (0-100%)? 0 443

means that you think that a direct replication would never succeed, even by chance. 100 444

means that you think that a direct replication would never fail, even by chance. 445

Response format: Three-point elicitation with free-text box for comments 446

4. Considering the major factors that influenced your thinking in making these 447

judgements, please describe any important aspects that you have not covered above. 448

Response format: Free-text box for comments 449

5. Were you involved in the writing, data collection, or analysis of the original study? 450

Response format: Binary Yes/No 451

Round 2 elicitation questions 452

6. Now that you’ve discussed this claim with your group, how well do you 453

understand it? 454

Response format: 7-point scale with free-text box for comments 455

7. Now that you’ve discussed this claim with your group, do you consider the 456

underlying effect or relationship to be plausible? 457

Response format: Binary Yes/No 458

8. What is the probability that direct replications of this study would find a 459

statistically significant effect in the same direction as the original claim (0-100%)? 0 460

means that you think that a direct replication would never succeed, even by chance. 100 461

means that you think that a direct replication would never fail, even by chance. 462

Response format: Three-point elicitation with free-text box for comments 463

9. What factors were important in rethinking your judgements? 464

Response format: Free-text box for comments 465
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S2 Appendix. List of source journals for research claims in phase 1 of the 466

SCORE program. 467

Criminology 468

Law and Human Behavior 469

Criminology 470

Economics 471

American Economic Review 472

Journal of Finance 473

Quarterly Journal of Economics 474

Journal of Labor Economics 475

Journal of Financial Economics 476

Review of Financial Studies 477

Econometrica 478

American Economic Journal: Applied Economics 479

Experimental Economics 480

Education 481

Educational Researcher 482

American Educational Research Journal 483

Journal of Educational Psychology 484

Computers and Education 485

Learning and Instruction 486

Contemporary Educational Psychology 487

Exceptional Children 488

Health related 489

Psychological Medicine 490

Health Psychology 491

Social Science and Medicine 492

Management 493

Journal of Management 494

Journal of Business Research 495

Academy of Management Journal 496

Leadership Quarterly 497

Organization Science 498

Management Science 499

Marketing/Org Behavior 500

Journal of Marketing 501

Journal of Consumer Research 502

Journal of the Academy of Marketing Science 503

Journal of Marketing Research 504

Journal of Organizational Behavior 505

Organizational Behavior and Human Decision Processes 506

Political Science 507

American Journal of Political Science 508

American Political Science Review 509

Journal of Political Economy 510

Comparative Political Studies 511
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World Development 512

Journal of Conflict Resolution 513

British Journal of Political Science 514

World Politics 515

Journal of Experimental Political Science 516

Psychology 517

Journal of Personality and Social Psychology 518

Journal of Applied Psychology 519

Journal of Consulting and Clinical Psychology 520

Journal of Experimental Psychology: General Psychological Science 521

Child Development 522

Clinical Psychological Science 523

European Journal of Personality 524

Cognition 525

Journal of Experimental Social Psychology 526

Journal of Environmental Psychology 527

Evolution and Human Behavior 528

Public Administration 529

Journal of Public Administration Research and Theory 530

Public Administration Review 531

Sociology 532

American Sociological Review 533

Journal of Marriage and Family 534

Demography 535

American Journal of Sociology 536

European Sociological Review 537

Social Forces 538
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39. Isager PM, van Aert RCM, Bahńık S, Brandt M, DeSoto KA, Giner-Sorolla R,
et al. Deciding what to replicate: a formal definition of ”replication value” and a
decision model for replication study selection. PsyArXiv [Preprint]. 2018
PsyArXiv c8akj [posted 2020 September 2; cited 2021 Feb 17]: [14 p.]. Available
from: https://osf.io/preprints/metaarxiv/2gurz/
doi:10.31222/osf.io/2gurz

February 17, 2021 17/17

https://elifesciences.org/articles/48425
https://elifesciences.org/articles/62529
https://osf.io/preprints/metaarxiv/2gurz/

