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A B S T R A C T

A comprehensive study is conducted on a second-order low-dissipation low-dispersion (LD2) scheme in
scale-resolving simulations of both incompressible and compressible flows, using a node-based unstructured
CFD solver. The scheme deploys a higher order central reconstruction of the face values (up to fourth-
order on structured meshes) and a matrix dissipation formulation to reduce the dispersive and dissipative
numerical errors. The LD2 scheme is examined for compressible flow cases involving shock discontinuities,
LD2-Compressible (LD2C), and is verified in a classical shock-tube problem. The scheme is then further
verified in Large-Eddy Simulations (LES) of decaying isotropic turbulence (DIT) in comparison with available
experimental data. It is shown that in scale-resolving simulations, the LD2C scheme is able to significantly
improve the prediction as compared to a conventional second-order central scheme. The scheme is then further
assessed and verified in hybrid Reynolds-Averaged Navier–Stokes (RANS)-LES computations for the subsonic
and supersonic turbulent channel flow, where excellent agreement with reference DNS and correlations are
observed. Moreover, a supersonic base flow is simulated using hybrid RANS-LES, where improved predictions
are observed. The LD2C scheme exploits a shock sensor incorporating vorticity and is shown to improve the
prediction of the resolved shear stress in the shear layer of compression.
1. Introduction

Hybrid RANS-LES modeling (HRLM) is a computational technique
considered to be more accurate than RANS and computationally more
affordable than LES for the aeronautical industry. The key feature of
HRLM is the RANS-type behavior in the vicinity of a solid boundary
combined with LES in regions far away from the wall. Commonly used
HRLM methods stem from the Detached Eddy Simulation (DES) by
Spalart et al. [1] and extended by boundary-layer shielding, e.g. De-
layed DES, which is considered to be the most mature for industrial
use. A wide variety of additional methods exist such as Improved DDES
(IDDES) [2], HYB0 [3,4], PANS [5] and ZDES [6].

The turbulence-resolving capability in LES mode of DES and hybrid
RANS-LES approaches depends strongly on the choice of the LES length
scale. In flows involving free shear layers, the choice of LES length
scale is crucial in order to mitigate the ‘‘grey-area’’ problem, which
delays the development of LES-resolved turbulence in the initial LES
region adjacent to the RANS-LES interface. As a result, the accuracy
of scale-resolving simulation in the focusing LES region may become
significantly degraded. In order to have effective transition between
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the RANS and the LES region in free shear layers, Grey-Area Mitigation
(GAM) methods modifying the LES-length scale may be employed [6,7].

To accurately capture resolved turbulent fluctuations, proper res-
olution of LES requires a minimal dissipative and minimal dispersion
numerical scheme. A low-dissipative finite-volume scheme suitable for
unstructured compressible solvers was developed by Probst et al. [8],
where the added numerical dissipation was effectively reduced and
demonstrated for wall-bounded scale resolving flow. The numerical
dissipation of the scheme is controlled by a Jameson matrix dissipation
scheme [9], in order to reduce the level of added numerical dissipation
suitable for scale-resolving simulations. To further improve the capa-
bilities of the numerical scheme, a low-dissipation and low-dispersion
(LD2) scheme was formulated by Löwe et al. [10], where a higher
order extrapolation of the face values is used to control and reduce the
numerical dispersion errors.

A thorough study similar to [8,10] was conducted in Carlsson
et al. [11] using the LD2 scheme in the compressible flow solver
M-Edge [12] (former CFD solver Edge), which is an unstructured
vailable online 23 November 2022
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finite-volume Navier–Stokes solver used to investigate complex aero-
nautical flows. A number of previous examples of aeronautical relevant
cases using HRLM simulated with the solver have been well demon-
strated, e.g. the flow over rudimentary landing gear [13], transonic
duct flow [14,15] and flow around a three-element airfoil in high-lift
configuration [16]. In the previous work [11], the LD2 scheme was
applied to low-speed (nearly incompressible) turbulent flows, showing
good results in LES of the turbulent channel flow case for a moder-
ate Reynolds number and the decaying isotropic turbulence (DIT) in
comparison to DNS and experiments.

In this work, we seek to adapt the LD2 scheme for scale-resolving
of compressible flows. In addition to a verification of the LD2 scheme
in hybrid RANS-LES of subsonic turbulent channel flow and DIT, three
compressible flow cases are also considered here. The Sod shock tube
case, hybrid RANS-LES of the super sonic channel flow and the su-
personic base flow (experimentally investigated by Herrin and Dut-
ton [17]). These test cases are chosen to adapt and evaluate the
numerical scheme in compressible scale-resolving simulations.

The shock capturing capabilities of the numerical scheme is impor-
tant, and should not interfere with the scale-resolving properties. In
the original formulation by Jameson, a sensor similar to the second
derivative of the pressure was formulated to identify shock-waves [9].
A different variant of sensor targeting to minimize excessive dissipation
in shock/turbulence interaction in LES was formulated by Ducros [18].
The sensor is a slight modification to Jameson’s sensor and involves the
local flow vorticity to identify regions with resolved turbulence.

The paper is organized as follows. The numerical method is outlined
in Section 2 and the turbulence models used in the paper is presented
in Section 3. Results and evaluation of the numerical test are then
presented in Section 4. Finally, the work is summarized and concluded
in Section 5.

2. Numerical methods

The CFD solver used in the computations is the M-Edge code, which
is an edge- and node-based Navier–Stokes flow solver applicable for
both structured and unstructured grids [12,19]. The finite volume
discretization is obtained by applying the integral formulation of the
governing equations to a control volume surrounding node 𝑖,

𝛥𝑉𝑖
d𝑞𝑖
d𝑡

+
𝑛𝑏𝑖
∑

𝑗=1
𝐹𝑖𝑗𝑆𝑖𝑗 +

𝑛𝑏𝑖
∑

𝑗=1
𝐺𝑖𝑗𝑆𝑖𝑗 = 0 (1)

here 𝛥𝑉𝑖 is the volume surrounding node 𝑖, 𝑞𝑖 = (𝜌, 𝜌𝑢, 𝜌𝑣, 𝜌𝑤, 𝜌𝐸)
re the unknown conservative variables at the node, 𝐹𝑖𝑗 and 𝐺𝑖𝑗 are
he cell face convective and viscous fluxes between nodes 𝑖 and 𝑗,
nd 𝑆𝑖𝑗 is the cell face area connecting the dual control volumes of
he nodes. The number of neighbors adjacent to node 𝑖 is denoted by
𝑏𝑖. Eq. (1) is integrated in time using a 2nd-order backward Euler
cheme, together with a dual-time stepping methodology using an
xplicit low-storage multistage Runge–Kutta scheme accelerated fur-
her by full-approximation storage (FAS) multigrid [9]. The boundary
onditions have a weak formulation in which a set of temporary flow
ariables are computed and used in the calculations of the boundary
lux added to the residual. The residual then updates all unknown
ariables including the boundary values [20].

Since the dispersion and dissipation, due to the convective term,
re of interest, a detailed description of the theory and implemen-
ation follows below. The convective fluxes are discretized according
o the central skew-symmetric energy preserving formulation of Kok
21], together with a Jameson–Schmidt–Turkel (JST) artificial matrix
issipation [22,23]

𝑖𝑗 = 𝐹𝑖𝑗 (𝑞𝐿, 𝑞𝑅) −𝐷𝑖𝑗 (𝑞) (2)

here 𝑞𝐿, 𝑞𝑅 are extrapolated face values according to a central scheme
or reducing dispersion errors [10], and the subscripts 𝐿 and 𝑅 refer
2

o the left and right states at the cell face 𝑖𝑗. The matrix dissipation
𝑖𝑗 is the JST artificial viscosity term included for increased numerical

tability on hybrid grids, since the central skew-symmetric formulation
y Kok does not provide any numerical dissipation to the scheme.

.1. Numerical dispersion

The skew-symmetric energy preserving formulation by Kok [21]
elies on a particular discretization of the convective terms in the
ean flow equations such that good dispersion properties are obtained.
he averaged cell face values in the convective numerical flux are
ormulated as

�̃�𝑗 =
⎡

⎢

⎢

⎣

(𝜌𝑢)𝑖𝑗
(𝜌𝑢�̄� + �̄�𝐼)𝑖𝑗
(𝜌𝑢�̃� + 𝑝𝑢)𝑖𝑗

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

1
2 (𝜌𝐿𝑢𝐿 + 𝜌𝑅𝑢𝑅)

1
2 (𝜌𝐿𝑢𝐿 + 𝜌𝑅𝑢𝑅)

1
2 (𝑢𝐿 + 𝑢𝑅) +

1
2 (𝑝𝐿 + 𝑝𝑅)𝐼

1
2 (𝜌𝐿𝑢𝐿 + 𝜌𝑅𝑢𝑅)

[

1
2 (𝑢𝐿𝑢𝑅) +

𝐶𝐿𝐶𝑅
𝛾(𝛾−1)

]

+ 1
2 (𝑢𝐿𝑝𝑅 + 𝑢𝑅𝑝𝐿)

⎤

⎥

⎥

⎥

⎦

(3)

The reader is referred to [10,21] for the particular choice of averaging
((⋅) and (⋅̃)) in Eq. (3). For the conventional central flux the subscripts

, 𝑅 are given by the respective nodal values. In the low-dispersion
scheme by Löwe et al. [10], the left and right face values of the velocity
and pressure are extrapolated from the left and right node values,
respectively, by using the gradient of the variable in the nodes, i.e.

𝑢𝐿 = 𝑢𝑖 + 𝛼∇𝑢𝑖 ⋅ 𝐝𝑖𝑗 , 𝑢𝑅 = 𝑢𝑗 − 𝛼∇𝑢𝑗 ⋅ 𝐝𝑖𝑗
𝐿 = 𝑝𝑖 + 𝛼∇𝑝𝑖 ⋅ 𝐝𝑖𝑗 , 𝑝𝑅 = 𝑝𝑗 − 𝛼∇𝑝𝑗 ⋅ 𝐝𝑖𝑗

(4)

here 𝐝𝑖𝑗 is the distance vector between the two nodes. In this work,
he gradients are evaluated with a Green–Gauss’ approximation. 𝛼 is

parameter that can be chosen to reduce the dispersion error for a
pecific range of wave numbers. Note that the speed of sound and
ensity is not extrapolated in the original scheme, since the effects of
xtrapolation of these quantities were argued to be small as reported
y Löwe et al. [10]. However, Löwe’s formulation was only evaluated
or subsonic flow cases. For compressible flow cases involving shock
aves, see Section 4, we evaluate further the extrapolation of density
nd speed of sound as well in the following form,

𝐿 = 𝜌𝑖 + 𝛼∇𝜌𝑖 ⋅ 𝐝𝑖𝑗 , 𝜌𝑅 = 𝜌𝑗 − 𝛼∇𝜌𝑗 ⋅ 𝐝𝑖𝑗
𝑐𝐿 = 𝑐𝑖 + 𝛼∇𝑐𝑖 ⋅ 𝐝𝑖𝑗 , 𝑐𝑅 = 𝑐𝑗 − 𝛼∇𝑐𝑗 ⋅ 𝐝𝑖𝑗

(5)

theoretical analysis of the dispersion properties of 𝛼 for an analytical
ase is given in Section 2.3.

.2. Numerical dissipation

.2.1. Matrix dissipation
The artificial matrix dissipation [22] in Eq. (2) is given by

𝑖𝑗 (𝑞) =
|

|

|

|

𝜕𝐹
𝜕𝑞

|

|

|

|𝑖𝑗
[𝜀(2)𝑖𝑗 (𝑞𝑖 − 𝑞𝑗 ) + 𝜀(4)𝑖 𝐿(𝑞𝑖) − 𝜀(4)𝑗 𝐿(𝑞𝑗 )] (6)

here 𝐿 is the undivided Laplacian and the convective flux Jacobian
𝜕𝐹
𝜕𝑞 |𝑖𝑗

= 𝑅𝑖𝑗 |𝛬|𝑖𝑗𝑅−1
𝑖𝑗 is computed and diagonalized according to Langer

24]. A Harten type entropy fix [25] is employed to prevent vanishing
igenvalues of |𝛬|𝑖𝑗 , and are limited so that they are larger than 30%
f the spectral radius. The second order dissipation scaling parameter
(2)
𝑖𝑗 in Eq. (6) is only active in the presence of strong discontinuities
i.e. for high speed flows with shocks) and can be omitted when low
ach number flow cases are considered. The parameters 𝜀(4)𝑖 and 𝜀(4)𝑗

re given by, respectively,

(4)
𝑖 = 𝜀(4)

(

𝜆𝑖
2𝜆0𝑖𝑗

)𝑝
, 𝜀(4)𝑗 = 𝜀(4)

( 𝜆𝑗
2𝜆0𝑖𝑗

)𝑝

,

𝜆𝑖 =
𝑛𝑏𝑖
∑

(𝑢𝑖𝑘𝑛𝑖𝑘 + 𝑐𝑖𝑘)𝑆𝑖𝑘, 𝜆0𝑖𝑗 = (|𝑢𝑖𝑗𝑛𝑖𝑗 | + 𝑐𝑖𝑗 )𝑆𝑖𝑗

(7)
𝑘=1
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where 𝑢𝑖𝑗 = (𝑢𝑖+𝑢𝑗 )∕2 and 𝑐𝑖𝑗 = (𝑐𝑖+𝑐𝑗 )∕2 denote, respectively, the flow
velocity and speed of sound at the control volume face. The normal
direction of the control surface to the edge between nodes 𝑖 and 𝑗 is
denoted by 𝑛𝑖𝑗 . The purpose of the additional scaling with the local
convective eigenvalues (𝜆𝑖, 𝜆𝑗 and 𝜆0𝑖𝑗) in Eq. (7) is to apply extra
dissipation for highly stretched cells in direction of the cell stretching,
for example in near wall boundary layer flows or free shear layer flows
resolved by an anisotropic grid. This is a desired effect to improve
the robustness of the discretization [26]. The factor 𝑝 is chosen to
have a close resemblance with the Martinelli [27] eigenvalue scaling
for structured grids (𝑝 = 0.3). Note that by setting 𝑝 = 0 we have
𝜀(4)𝑖 = 𝜀(4)𝑗 = 𝜀(4). The fourth-order scaling parameter

𝜀(4) = max[0, 𝜅(4) − 𝜀(2)𝑖𝑗 ] (8)

is deactivated in the vicinity of shocks. Here, 𝜅(4) is a global scaling pa-
rameter, where a typical value of 𝜅(4) used in RANS simulations varies
often with a value set between 1∕128 − 1∕64 [24]. These values gives
extra numerical dissipation to dampen numerical errors and converge
to a steady state simulation quickly. However, as shown by Probst et al.
[8,28] and Carlsson et al. [11], these values are not suitable for scale-
resolving simulations and will severely dissipate resolved turbulence.
LES of decaying grid turbulence and turbulent channel flow indicate
that 1∕512 to 1∕1024 is a suitable range for 𝜅(4) to allow a good trade
off between convergence and numerical accuracy in scale-resolving
simulations. The dissipation properties of this parameter is theoretically
analyzed in Section 2.3 and is further explored in hybrid RANS-LES
simulations in Section 4.

2.2.2. Low Mach number preconditioning
To enhance the convergence properties and accuracy for low Mach

number flows the convective flux Jacobian in Eq. (6) is modified,
|

|

|

|

𝜕𝐹
𝜕𝑞

|

|

|

|𝑖𝑗
⟶ 𝑃−1

𝑖𝑗
|

|

|

|

𝜕𝑃𝐹
𝜕𝑞

|

|

|

|𝑖𝑗
(9)

where the preconditioning matrix 𝑃𝑖𝑗 is based on Turkel’s formulation
29]. The matrix |

|

|

𝜕𝑃𝐹
𝜕𝑞

|

|

|𝑖𝑗
in Eq. (9) is approximated by |

|

|

𝜕𝐹
𝜕𝑞

|

|

|𝑖𝑗
[24],

here the local speed of sound 𝑐 in |

|

|

𝜕𝐹
𝜕𝑞

|

|

|𝑖𝑗
has been replaced with an

rtificial speed of sound

𝑐 = 𝑐
2

√

(1 + 𝛽)2𝑀2 + 4𝛽(1 −𝑀2) (10)

where 𝑀 is the local Mach number on the cell face. Both the precon-
ditioning matrix and the convective flux Jacobian are functions of the
local speed of sound given in Eq. (10), where the rescaled speed of
sound decreases the difference between the largest and the smallest
eigenvalues of the convective flux Jacobian in Eq. (9) for low Mach
number flows. The function of preconditioning is controlled by

𝛽 = min[max(𝑀2, 𝐾𝑀2
∞), 1] (11)

here 𝛽 = 1 gives no preconditioning, 𝑀∞ is the free-stream Mach
umber and 𝐾 is a tuning coefficient. In Eq. (9) the preconditioning
an be turned off by setting 𝐾 to a very large value (𝐾 → ∞) to ensure
= 1. Typical values of 𝐾 previously used in M-Edge vary between 1

nd 4 for RANS simulations [30].

.2.3. Shock capturing methods
For high speed flows the flow solver needs to be able to identify dis-

ontinuities in the presence of shock waves. A standard pressure-based
ensor by Jameson [31] is often deployed, reading
(2)
𝑖𝑗 = min[𝜅(2) max(𝛹𝑖, 𝛹𝑗 ), 0.5] (12)

here the sensor

𝑖 =
|

|

|

∑𝑛𝑏𝑖
𝑘=1(𝑝𝑖 − 𝑝𝑘)

|

|

|

∑𝑛𝑏𝑖
(13)
3

𝑘=1(𝑝𝑖 + 𝑝𝑘) u
identifies regions with large pressure differences, e.g. shock waves, and
returning a value close to unity. The numerical scheme is then reduced
to a first-order scheme through Eqs. (12), (8) and (6). This is necessary
since according to the work by Godunov [32], any monotonicity pre-
serving numerical scheme in the presence of shock waves can be at most
first-order accurate. For regions with a smooth continuously varying
flow field the sensor given by Eq. (13) tends to be switched off and the
scheme follows the fourth-order dissipation in Eq. (6). The value 0.5
in Eq. (12) limits the scheme to behave as a first-order upwind scheme
in shock regions. The sensitivity of the sensor is modified through 𝜅(2),
where the value is tuned in a shock-tube case (Section 4.1) in this work.

A different sensor targeted for minimizing excessive dissipation in
shockturbulence interaction in LES was formulated by Ducros as [18]

𝛷𝑖 =
(∇ ⋅ 𝐮)2

(∇ ⋅ 𝐮)2 + (∇ × 𝐮)2 + 𝜖
(14)

here the sensor includes the dilation and the magnitude of vorticity
f the flow field. Here, 𝜖 is a small number (10−30) in order to avoid
ingularities. This limiter reduces the added dissipation in regions
ith resolved turbulence where the vortex motion becomes intensive.
owever, Eq. (14) alone is not capable of separating large dilatations

shocks) from small dilatational disturbances. Also, in flow regions
here vorticity is negligible even very small dilatations will activate

he switch. This can add dissipation where it is not wanted and can also
ntroduce spurious oscillations, which both can degrade the accuracy of
he solution. In order to mitigate these problems, the sensor given by
q. (14) was multiplied [18] by the standard Jameson’s sensor given
y Eq. (13)
(2)
𝑖𝑗 = min[𝜅(2) max(𝛹𝑖𝛷𝑖, 𝛹𝑗𝛷𝑗 ), 0.5] (15)

which was shown to effectively distinguish between shocks and com-
pressible turbulence [18].

2.3. Analysis of numerical scheme

The dispersion and dissipation relations for the convective scheme
can be analyzed by performing a semi-discrete stability analysis of a
one-dimensional convection equation as discussed by Hirsch [33]. The
numerical error of the discretization due to the convective term can be
cast into a purely dissipative term, 𝜀𝐷, and a purely dispersive term, 𝜀𝛷,
as a function of the wave numbers that the grid can resolve, 𝜙 ∈ [0, 𝜋].

ere, values 𝜀𝐷 < 1 correspond to physical waves being dissipated
y the convective scheme, and deviations from 𝜀𝛷 = 1 corresponds to
hysical waves being transported with a negative (𝜀𝛷 < 1) or positive
𝜀𝛷 > 1) group velocity. The contribution to the dissipative error
or smooth flows is a function of the fourth-order dissipation scaling
arameter 𝜅(4) (Eq. (8)), and the contribution to the dispersive error is
function of 𝛼 (Eq. (4)). The corresponding errors for a set of chosen

alues are presented in Fig. 1.
The added numerical dissipation can effectively be lowered by

educing the value of 𝜅(4), as indicated in Fig. 1(a). If one assumes that
he added dissipation to the simulation should be only due to the SGS
cales, it is therefore desirable to use as low value as possible of 𝜅(4)

n order to avoid dissipation of the smaller scales that the grid can
esolve. However, in practical application some amount of numerical
issipation is often needed (𝜅(4) > 0) in order to reach convergence.

The dispersion error is presented in Fig. 1(b). Taylor expansion
shows that one has to choose 𝛼 = 1∕3 to achieve fourth-order approx-
mation of the derivative, which is the theoretically highest order for
ny 𝛼. The value 𝛼 = 0 yields a pure second-order central approxi-
ation. In [10], Löwe et al. investigated the values of 𝛼 = 0.36 and

𝛼 = 0.4, which showed better performance than 𝛼 = 1∕3 in resolving
features on a coarse grid for an analytical case, while admitting higher
dispersion errors on finer grids compared to 𝛼 = 1∕3. They concluded
that 𝛼 = 0.36 gave the most favorable cancellation properties [10] and

sed it in a set of studies [28,34,35] for scale-resolving simulations.
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Fig. 1. Dissipation and dispersion relations.
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However, the dispersion relation in Fig. 1 indicates that there is a small
difference between 𝛼 = 0.36 optimized by Löwe et al. [10] and the
value 𝛼 = 1∕3 that gives the theoretically highest order. In Carlsson
et al. [11], LES of fully developed channel flow and DIT using the LD2
scheme showed that in practical applications there is little difference
between the values of 𝛼 > 0 shown in Fig. 1. Therefore, 𝛼 = 1∕3 is
chosen in the following analysis.

3. Turbulence modeling

For the hybrid RANS-LES computations of attached boundary layers
with flow induced separation, we use the DDES approach [36]. The
blending function between the RANS mode and the LES mode reads:

𝑙𝐷𝐷𝐸𝑆 = 𝑙𝑅𝐴𝑁𝑆 − 𝑓𝑑 max(0, 𝑙𝑅𝐴𝑁𝑆 − 𝑙𝐿𝐸𝑆 ) (16)

where the enhanced boundary layer shielding function 𝑓𝑑 blends be-
tween 𝑙𝑅𝐴𝑁𝑆 and 𝑙𝐿𝐸𝑆 , the RANS and LES length scales, respectively.
The RANS-model then works as a hybrid RANS-LES model by replacing
𝑙𝑅𝐴𝑁𝑆 by the hybrid length scale given by 𝑙𝐷𝐷𝐸𝑆 . The LES length scale
in (16) is given by

𝑙𝐿𝐸𝑆 = 𝐶𝐷𝐸𝑆𝛹𝛥 (17)

Here, 𝐶𝐷𝐸𝑆 is the modeling constant and is code dependent, and 𝛹
is a correction function to avoid (an unphysical) low Reynolds number
damping in the LES region [36]. In the original formulation of the DDES
model, the length scale in Eq. (17) is set to the maximum cell dimension
𝛥𝑚𝑎𝑥. In an edge-based code like M-Edge, it is defined as the maximum
edge length of a dual control volume cell.

For scale-resolving simulation of wall bounded flows, the IDDES [2]
is employed. The IDDES blends two branches, the DDES-like branch
which should become active only when the inflow conditions do not
have any turbulent content, and the WMLES-like branch intended to
be active only when the inflow conditions used in the simulation
are unsteady and impose some turbulent content and if the grid is
fine enough to resolve boundary-layer dominant eddies. The blending
function between the RANS mode and the LES mode reads:

𝑙𝐼𝐷𝐷𝐸𝑆 = 𝑓𝑑 (1 + 𝑓𝑒)𝑙𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑑 )𝑙𝐿𝐸𝑆 (18)

Here, 𝑓𝑑 is a function that blends between DDES and WMLES, and 𝑓𝑒 is
a function to enhance the RANS length scale in the vicinity of the RANS-
LES interface in order to reduce the log-layer mismatch [2]. The LES
length scale in Eq. (18) is given by Eq. (17) but the local filter-width 𝛥
is replaced by

𝛥𝑑𝑤 = min(max[𝐶𝑑𝑤𝑑𝑤, 𝐶𝑑𝑤𝛥𝑚𝑎𝑥, 𝛥𝑤𝑛], 𝛥) (19)

The purpose of 𝛥𝑑𝑤 in Eq. (19) is to give a correct log-layer behavior
in WMLES without the need to alter the value of the modeling constant
4

l

𝐶𝐷𝐸𝑆 adapted to decaying grid turbulence. In Eq. (19), 𝐶𝑤 = 0.15 and
𝑤𝑛 is the characteristic wall-normal cell size. For an unstructured edge-
ased solver as M-Edge, this quantity is not defined in a straightforward
ay. In this work, it is approximated by taking the difference between

he maximum and the minimum cell face value of the wall distance 𝑑𝑤
or a given cell. The cell face value is computed by the average of the
wo connecting nodes for a given edge. As underlying RANS models,
he Spalart–Allmaras (SA) RANS model [37] and the Menter Shear-
tress Transport (SST) [38] are considered in this work. Note that the
amping function in Eq. (17) is not needed for the SST model (𝛹 = 1).
he 𝛥𝑚𝑎𝑥 length scale is used in Eqs. (17) and (19) unless otherwise
tated.

.1. Improved LES length scale

It has been shown in several studies that 𝛥𝑚𝑎𝑥 often gives an excess
GS viscosity for flow cases involving free shear layers in LES mode
e.g. [7,39,40]). An alternative length scale to alleviate this problem
as formulated by Shur et al. [7], where the length scale in Eq. (17)

s replaced by 𝛥𝜔 which is based on the local vorticity direction in the
low. For a hexahedral cell 𝛥𝜔 is formulated as in Eq. (20)

̃𝜔 = 1
√

3
max
𝑛,𝑚

‖𝐈𝑛 − 𝐈𝑚‖, 𝐈𝑛 = 𝐧𝜔 × (𝐫𝑛 − 𝐫), 𝐧𝜔 = 𝝎
‖𝝎‖

(20)

where 𝐧𝜔 is the unit vector aligned with the vorticity vector. This
approach adapts the filter width to the local orientation of eddies, thus
helping to reduce the well-known problem of delayed transition from
RANS to LES modeling (‘‘grey area’’) in the initial region of the shear
layer. The factor 1

√

3
is needed to recover 𝛥𝑚𝑎𝑥 for cubic cells in isotropic

turbulence.
However, as pointed out in [7], replacing 𝛥𝑚𝑎𝑥 with 𝛥𝜔 is not

enough to fully unlock the Kelvin–Helmholtz instability. To further
force the reduction of the turbulent SGS viscosity in free shear layers
the 𝐹𝐾𝐻 function is added to 𝛥𝜔 to give

𝛥𝑆𝐿𝐴 = 𝛥𝜔𝐹𝐾𝐻 (⟨𝑉 𝑇𝑀⟩) (21)

The 𝐹𝐾𝐻 function is based on a Vortex Tilting Measure (VTM) with
the aim to detect Kelvin–Helmholtz like structures and rapidly reduce
the LES filter width. Local VTM values are averaged over the current
and closest neighboring cells, in order to make 𝛥𝑆𝐿𝐴 behave as 𝛥𝑚𝑎𝑥
n developed 3D turbulence. The averaged 𝑉 𝑇𝑀 quantity denoted
𝑉 𝑇𝑀⟩ is close to zero in the quasi-2D regions of the flow, whereas
n regions with fully developed turbulence it is of the order of 1.0.
he Vortex Tilting Measure ⟨𝑉 𝑇𝑀⟩ in our implementation is computed
s a volume average of the neighboring cells. The function 𝐹𝐾𝐻 takes
alues between zero and one, where one is its natural value and a
eduction towards zero takes place in flows where Kelvin–Helmholtz

ike structures are detected. By achieving this additional reduction of
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Table 1
Optimized parameters in numerical dissipation and dispersion for incompressible (LD2)
and compressible (LD2C) flows.

Scheme 𝜅(2) Shock sensor 𝜅(4) 𝛼𝑢 , 𝛼𝑝 𝛼𝜌 , 𝛼𝑐
Ref 5 𝛹𝑖 1∕128 0 0
LD2 [28] 0 – 1∕1024 1∕3 0
LD2C 5 𝛹𝑖𝛷𝑖 1∕512 1∕3 1∕3

the turbulent SGS viscosity, the two dimensional Kelvin–Helmholtz
structures are able to break up and form three dimensional turbulent
structures. For further information about 𝐹𝐾𝐻 and VTM, the reader is
referred to Shur et al. [7].

4. Results and discussion

In this section, computations of several test cases are reported
to investigate the effect of numerical dispersion (Section 2.1) and
dissipation (Section 2.2) on resolved turbulence. In the present study
we have examined a certain range of values of different parameters
in test case computations. A summary of the optimal values for each
parameter is shown in Table 1, which in the present study give the
optimal performance, numerical stability and numerical accuracy in
the computation of both incompressible and compressible flows. For
reference, the LD2-related parameters adopted for incompressible flows
by Probst et al. [28] and the values for the conventional second-order
central scheme often used in RANS applications [24,26] are also shown
in Table 1.

To establish the value of the shock capturing parameter 𝜅(2) and
he impact of the extrapolation parameter 𝛼 in Eqs. (4) and (5) in
he compressible flow adapted scheme, LD2-Compressible (LD2C), the
od shock tube test case is evaluated in Section 4.1. The turbulence-
esolving properties of the numerical scheme and calibration of the
odeling constant 𝐶𝐷𝐸𝑆 are then investigated in simulation of DIT in

ection 4.2.
The turbulence-resolving capabilities of the numerical scheme in

all-bounded flows in subsonic and supersonic conditions are inves-
igated in Section 4.3 using IDDES. Having established the shock cap-
uring and the turbulence resolving capabilities in supersonic flow, the
D2C scheme is further evaluated in hybrid RANS-LES of the supersonic
ase flow case in Section 4.4. In the supersonic base flow, the optimized
umerical parameters using the test cases in Sections 4.1–4.3 are
valuated, together with the length scale 𝛥𝑆𝐿𝐴 (Eq. (21)).

.1. Sod Shock tube

The Sod Shock tube [41] is a Riemann problem commonly used to
est the accuracy of computational methods for flow cases involving
iscontinuities. The problem consists of propagation of a shock wave,
contact discontinuity (surface that separates zones of different density
nd temperature), and an expansion fan. The Euler equations are solved
o measure how well the numerical scheme can resolve the propagation
peed of the rarefaction wave, the contact discontinuity and the shock
iscontinuity without introducing nonphysical oscillations. The test
ase is chosen to evaluate the effects of the second-order dissipation
arameter 𝜅(2) and the extrapolation (dispersion) parameter 𝛼. All

simulations in this section exploit the standard Jameson sensor given by
Eq. (13). In order to detect the contact discontinuity (since the pressure
is continuous here), the sensor is modified to include the density as
well, i.e.

𝛹𝑖 = max[𝛹𝑖,𝑝, 𝛹𝑖,𝜌] (22)

where 𝛹𝑖,𝑝 and 𝛹𝑖,𝜌 are the sensors of Eq. (13) evaluated with pressure
5

and density, respectively. 3
The initial conditions are given by:

(𝑝 [bar], 𝑢 [m/s], 𝜌 [kg/m3]) =

{

(1, 0, 1), 𝑥 ≤ 0.5
(0.1, 0, 0.125), 𝑥 > 0.5

(23)

he computational domain is given by 𝑥 ∈ [0, 1] m. Simulations are
erformed with constant time steps 𝛥𝑡 = 3.162 ⋅10−6 s on a uniform grid
omposed of 200 grid points where 𝛥𝑥 = 0.005 m, comparison between
he exact solution and the numerical solution is made after 200 time
teps (non-dimensional time 𝑡 = 0.2).

Fig. 2 presents the density and temperature profiles. Figs. 2(a) and
(b) shows the result for the conventional central scheme with no
xtrapolation (𝛼 = 0, see Ref scheme in Table 1), and Figs. 2(c) and 2(d)
or the LD2 scheme (𝛼𝑝, 𝛼𝑢 = 1∕3, see Eq. (4) and Table 1). The peak
scillation at the normal shock location (𝑥 ≈ 0.85 m) is reduced with
he LD2 scheme using the higher order extrapolation for the pressure
nd velocity. However, the oscillation around the contact discontinuity
𝑥 ≈ 0.7 m) remains. Nonetheless, approaching the normal shock, the
scillations are appreciably dampened by increasing the value of the
econd-order dissipation parameter 𝜅(2) from 1 to 5.

With the LD2C scheme (see Table 1), an overall improvement is
bserved as seen in Figs. 2(e) and 2(f) by including the density and the
peed of sound in the extrapolation scheme (𝛼𝜌, 𝛼𝑐 = 1∕3, see Eq. (5)).
his is particularly the case with 𝜅(2) = 5, by which the oscillations
pstream of the normal shock have been effectively diminished and
he peak near the contact discontinuity is also significantly mitigated.
herefore, the value 𝜅(2) = 5 is adopted for the LD2C scheme, which

s used and further verified in the computations of the supersonic
aseflow (see Section 4.4). It is noted here that the Ducros sensor
Eq. (15)) was verified as well for the LD2C scheme (not shown), and
howed similar results as in Figs. 2(e) and 2(f).

.2. Decaying isotropic turbulence

To assess the scale-resolving properties of the numerical scheme for
early incompressible isotropic turbulence using the LES versions of the
A and SST turbulence models, the isotropic grid-generated turbulence
xperiment of Comte-Bellot and Corssin [42] is simulated as a temporal
ecay on an equidistant isotropic mesh. The incoming velocity field in
he experiment was 𝑈0 = 10 m∕s, the grid spacing 𝑀𝑔 = 0.0508 m,
ith a resulting Reynolds number 𝑅𝑒 = 𝑈0𝑀𝑔

𝜈 = 34 000. The kinetic
nergy and the turbulent spectra were reported for dimensionless times
𝑡𝑈0
𝑀𝑔

∈ {42, 98, 171}. The reported spectra and wave number are made
dimensionless to correspond to computational times of 𝑡 ∈ {0, 0.87, 2.0}
43].

The computational domain is a 2𝜋 × 2𝜋 × 2𝜋 cube discretized
ith 𝑁3 equal sized Cartesian control volumes. Three grids have been

onsidered with 𝑁 ∈ {32, 64, 128}. The flow field is initialized with
prescribed velocity field of zero mean velocity. The initial fluctu-

ting velocity distribution is obtained from the experimental energy
istribution for 𝑡 = 0 using an inverse Fourier transformation in a
ool provided by Prof. Strelets at St. Petersburg Technical University.
he other thermodynamic variables are initiated to uniform fields to
imulate an initial turbulent Mach number of 𝑀𝑡 = 0.1.

The chosen physical time step 𝛥𝑡 corresponds to 𝐶𝐹𝐿 = 0.2 based on
he maximum initial velocity in the domain. A timestep of 𝛥𝑡∕2 (namely
𝐹𝐿 = 0.1) was tested for a couple of cases and gave no deviation in the

esult. Periodic boundary conditions are applied in all directions. The
omputed results are compared with the experiment by comparing the
hree dimensional spectra at times 𝑡 ∈ {0.87, 2.0}. The results on three
ifferent grids for the LES models of SA and SST are shown in Fig. 3,
here a sensitivity study on the different numerical settings given in
able 1 is made.

The modeling constant for the SA LES model is set to the standard
alue 𝐶𝐷𝐸𝑆 = 0.65 [36], the results are presented in Figs. 3(a), 3(c) and
(e). For this test case the LD2 scheme is examined with two different
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alues of 𝜅(4), namely 1/512 and 1/1024. The results indicate that a
elatively large value of 𝜅(4) is only slightly more dissipative on the
igher wave number for each grid. Nevertheless, the effect is very small
nd does not affect the overall performance of the scheme in this case.
he results also show that the reference scheme (see Table 1) applies
oo much numerical dissipation, where the energy spectrum shows a
oo steep decay for the higher wave number on all three grids.

Results for the SST LES model is shown in Figs. 3(b), 3(d) and 3(f).
ere, the model is run in its 𝑘 − 𝜀 mode using the standard value
𝐷𝐸𝑆,𝑘−𝜀 = 0.61 [38]. Similar trends can be seen compared to the
esults of the SA model, the experimental spectra is well captured on
ll three grids for the LD2 scheme. The SST model was also run in its
− 𝜔 mode with 𝐶𝐷𝐸𝑆,𝑘−𝜔 = 0.78 (not shown), giving nearly identical

esults as in Figs. 3(b), 3(d) and 3(f).
The results shown in Fig. 3 indicate that the LD2 scheme with a

alue 𝜅(4) = 1∕512 can accurately predict the correct decay of isotropic
urbulence without the need to recalibrate the standard values of the
odeling constant 𝐶𝐷𝐸𝑆 for the underlying turbulence models.

.3. Fully developed channel flow

The fully-developed turbulent channel flow is a very useful test
ase for examining the capabilities of resolving turbulence in wall-
6

ounded flows. The test case is employed for the implementation,
xamination and validation of the numerical scheme for wall-bounded
urbulence resolving simulations using IDDES (see Eq. (18)). In order to
valuate the methodology for aeronautical applications both subsonic
nd supersonic conditions and a wide Reynolds number range of the
ully-developed turbulent channel flow are simulated.

The computational domain is a rectangular box of height 2𝛿 (𝑦), a
ength of 2𝜋𝛿 (𝑥), and a width of 𝜋𝛿 (𝑧), where 𝛿 is the half-channel
eight. Periodic boundary conditions are applied in the streamwise (𝑥)
nd the spanwise (𝑧) directions. To replicate the same wall boundary
onditions as the reference DNS [44,45], no-slip adiabatic conditions
re applied in the subsonic cases and no-slip isothermal conditions are
pplied in the supersonic cases.

To compensate for the lack of a pressure gradient 𝜕𝑝∕𝜕𝑥 driving
he flow in the streamwise direction, the flow is driven by a forcing
erm, which enforces a specific massflow through the channel in order
o achieve a target Reynolds number based on the bulk velocity 𝑅𝑒𝑏.
he target bulk Reynolds number is chosen to satisfy a corresponding
eynolds number based on the friction velocity 𝑅𝑒𝜏 , where the target
𝑒𝜏 is taken from DNS results or correlations. Subsonic or supersonic
onditions are controlled by specifying the bulk Mach number 𝑀𝑏. The
perating 𝑅𝑒𝑏, 𝑅𝑒𝜏 and 𝑀𝑏 are defined as in Coleman et al. [46]

𝑒𝑏 =
𝜌𝑏𝑢𝑏𝛿 , 𝑀𝑏 =

𝑢𝑏 , 𝑅𝑒𝜏 =
𝜌𝑤𝑢𝜏𝛿 (24)
𝜇𝑤 𝑐𝑤 𝜇𝑤
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r

a

Fig. 3. DIT. Prediction of energy spectra in comparison with experimental data at non-dimensional times 𝑡 = 0.87 (□) and 𝑡 = 2.0 (▵). Effects of numerical scheme. The legend is
eferred to Table 1.
Table 2
Summary of channel flow test cases and corresponding grid properties.

Case 𝑅𝑒𝑏 𝑀𝑏 𝑅𝑒𝜏 𝑛𝑥 𝑛𝑦 𝑛𝑧 𝑟 𝛥𝑥+ 𝛥𝑦+ 𝛥𝑧+

INC-395 6875 0.15 395 64 75 64 1.14 40 0.47–38 20
INC-2400 52 500 0.15 2400 64 102 64 1.14 239 0.45–219 120
INC-18000 483 000 0.15 18 000 64 132 64 1.14 1795 0.45–1697 898
CMP-500 7667 1.5 500 64 78 64 1.14 50 0.45–46 25
CMP-1015 17 000 1.5 1015 64 90 64 1.14 101 0.47–97 51
CMP-1015F 17 000 1.5 1015 128 118 128 1.11 50 0.5–40 25
CMP-5000 100 000 1.5 5000 64 112 64 1.14 518 0.5–515 259
where 𝜇𝑤 is dynamic viscosity at the wall, 𝑐𝑤 is the speed of sound
t the wall and 𝑢𝜏 =

√

𝜏𝑤∕𝜌𝑤 is the friction velocity. Details on the
computational arrangement of the turbulent channel flow simulations
are given in Table 2.

The different numerical settings (using low Mach number pre-
conditioning, see Eq. (9)) in Table 1 are evaluated in the nearly
incompressible regime (𝑀𝑏 = 0.15, cases INC-395, INC-2400 and INC-
18000 in Table 2), where the meshing strategy follows WMLES practice
according to Shur et al. [2]. The first off wall-normal node is placed at
𝑦+ ≈ 0.5 and a stretching factor 𝑟 = 1.14 is used. A time step of 𝛥𝑡+ = 0.4
is chosen in accordance to Probst et al. [28]. A random velocity field is
7

generated by imposing synthetic fluctuations (STG by Shur et al. [47])
in a 𝑦 − 𝑧 plane in the middle of the channel for one convective time
units (CTU = 𝛿∕𝑈𝑏). The flow is then allowed to develop for two CTU
and then averaged over ten CTU. Time averaged quantities are then
averaged in the streamwise and spanwise directions.

Fig. 4 presents the mean velocity profile for the cases INC-395,
INC-2400 and INC-18000 and the total stresses (modeled plus resolved
stresses) for INC-395 using the SST version of IDDES. For comparison
in this case, we have also included additional simulations with the LD2
scheme and the second-order dissipation activated by setting 𝜅(2) = 5,
as in the LD2C scheme. This is to verify that the shock capturing scheme
is automatically switched off for low speed incompressible flows. The
results using the SA model are very similar (not shown). Excellent
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D

Fig. 4. Fully developed turbulent channel flow with bulk Mach number 𝑀𝑏 = 0.15 using SST-IDDES. Effects of numerical scheme. Results compared with Reichardt’s law [48] and

NS [44]: □ ∶ 𝑢′𝑢′
+
, ▵∶ 𝑣′𝑣′

+
, ⊳∶ 𝑤′𝑤′+, ⋄ ∶ 𝑢′𝑣′

+
.

agreement with reference DNS [44] for the velocity profile (Fig. 4(a))
and the total stresses (Fig. 4(d)) is achieved for the LD2 and LD2C
schemes at 𝑅𝑒𝜏 = 395, where the peak of the streamwise stress 𝑢′𝑢′

+

is very well captured.
The velocity profile for the higher Reynolds number are in general

well captured in comparison with the correlation by Reichardt [48],
where a small log-layer mismatched can be observed at the RANS-LES
interface (at around 𝑦+ ≈ 200 for 𝑅𝑒𝜏 = 2400 as shown in Fig. 4(b)
and 𝑦+ ≈ 2000 for 𝑅𝑒𝜏 = 18 000 as shown in Fig. 4(b)). On the
other hand, the reference scheme (see Table 1) shows a significant log-
layer mismatch for all Reynolds number. The velocity profile are well
captured in the viscous sub-layer, buffer layer and the part of the log-
layer where the IDDES operates in RANS mode, but fails as soon as the
model switches to LES due to adding to much numerical dissipation.
Overall, the results for the LD2 scheme are in line with previously
reported results by Probst et al. [28].

In the supersonic channel flow simulations the bulk Mach number
is set to 𝑀𝑏 = 1.5. No low Mach number preconditioning is used.
A time step 𝛥𝑡+ = 0.0015 was chosen according to [49]. The same
meshing strategy, initialization of flow field and averaging as in the
incompressible cases are used. The Reynolds numbers for cases CMP-
500 and CMP-1015 in Table 2 are chosen according to the DNS data
available by Modesti et al. [45]. The Reynolds number for CMP-5000
was estimated using fully developed RANS to establish the relation
between 𝑅𝑒𝑏 and 𝑅𝑒𝜏 , since no reference DNS data was found by
the author for this combination of higher Reynolds number and Mach
number. However, by using proper velocity profile transformation the
accuracy of the simulation can be estimated by using incompressible
scaling laws.

As discussed by Coleman et al. [46], the so-called Van Driest trans-
formation [50] can be employed for supersonic boundary layers in
8

accounting for mean property variations in compressible turbulent
wall-bounded flows. That means that, the density weighted velocity
profile and Reynolds stresses

𝑢+𝑣𝐷 = ∫

𝑢+

0

√

𝜌
𝜌𝑤

d�̃�+, 𝑢′𝑖𝑢
′
𝑗
+

𝑣𝐷
=

𝜌
𝜌𝑤

𝑢′𝑖𝑢
′
𝑗
+

(25)

are expected to follow their incompressible counterparts. However, it
has been shown in several studies, for example in [45,51,52], that
the velocity transformation in Eq. (25) is inaccurate for non-adiabatic
walls. Trettel and Larsson [52] proposed a different velocity transfor-
mation according to

𝑢+𝑇 = ∫

𝑢+

0

√

𝜇
𝜇𝑤

d𝑦+𝑇
d𝑦+

d�̃�+, 𝑦+𝑇 =
𝜌(𝜏𝑤∕𝜌)1∕2𝑦

𝜇
(26)

which was found to produce a good collapse of the mean velocity pro-
file in comparison to standard incompressible scaling laws at different
Reynolds numbers and Mach numbers of supersonic channel flows with
iso-thermal walls. The velocity transformation in Eq. (26) is adopted in
this work.

Fig. 5 presents the mean velocity profile for the cases CMP-500,
CMP-1015 and CMP-5000 and the total stresses for CMP-5000 using
SST-IDDES. Details about the grids used are given in Table 2. The
results are similar to the subsonic case, the LD2 and LD2C schemes pre-
dicts the velocity profile very well in comparison to DNS data for cases
CMP-500 and CMP-1015 (Figs. 5(a) and 5(b)), which collapses onto
Reichardt’s incompressible scaling law. Thus, the good agreement for
the LD2 and LD2C schemes with the aforementioned law for the higher
Reynolds number in CMP-5000 (Fig. 5(c)) is considered accurate. The
reference scheme shows similar behavior as in the incompressible cases,
the velocity profile is accurately predicted in the RANS part but is
overestimated in the LES region.

However, the Reynolds stresses shown in Fig. 6(b) are not captured
as well as in the incompressible case (Fig. 4(d)) for the LD2 and LD2C
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Fig. 5. Fully developed turbulent channel flow with bulk Mach number 𝑀𝑏 = 1.5 at different 𝑅𝑒𝑏 using SST-IDDES. Effects of numerical scheme. Compared with Reichardt’s law
[48] and DNS data [45]: □ ∶ 𝑢′𝑢′

+
𝑣𝐷 , ▵∶ 𝑣′𝑣′

+
𝑣𝐷 , ⊳∶ 𝑤′𝑤′+

𝑣𝐷 , ⋄ ∶ 𝑢′𝑣′
+
𝑣𝐷 .
Fig. 6. Fully developed supersonic channel flow with bulk Mach number 𝑀𝑏 = 1.5 using SST-IDDES and LD2C. Effects of grid resolution, cases CMP-1015 (G1) and CMP-1015F
G2). Results compared with Reichardt’s law [48] and DNS [45]: □ ∶ 𝑢′𝑢′

+
𝑣𝐷 , ▵∶ 𝑣′𝑣′

+
𝑣𝐷 , ⊳∶ 𝑤′𝑤′+

𝑣𝐷 , ⋄ ∶ 𝑢′𝑣′
+
𝑣𝐷 .
schemes using the same meshing strategy. For example, the peak value
of the streamwise normal stress 𝑢′𝑢′

+
𝑣𝐷 is under predicted in comparison

o the DNS result. In order to investigate the grid sensitivity, a finer grid
s generated (see CMP-1015F in Table 2) with double grid resolution in
he streamwise and spanwise directions, and a slightly finer resolution
n the wall normal direction (𝑟 = 1.11).

The results for the LD2C scheme are shown in Fig. 6. The improved
grid resolution yields a better match with the DNS velocity profile in
the buffer layer (Fig. 6(a)) and the peak value of the streamwise stress
is better predicted (Fig. 6(b)).

4.4. Supersonic base flow

A supersonic flow downstream of a blunt-based cylinder is char-
acterized by expansion waves triggered due to the sharp turn of the
flow over the base corner. A separation bubble with a low pressure
recirculation region contained by a shear layer is formed behind the
9

base. The shear layer undergoes recompression and reattachment at the
downstream end of the separation bubble along the symmetry axis. Due
to the recompression, a shock wave is formed. An illustration of the
flow field is shown in Fig. 7. This kind of flow is commonly found be-
hind high speed projectiles, and the low pressure region behind the base
causes drag which is a major part of the total drag. Thus, the modeling
needs to be able to accurately predict the base pressure, along with
other relevant properties such as the size of the recirculation bubble
and turbulent properties subject to strong compressibility effects. For
this flow, experimental data is available from the study by Herrin and
Dutton [17].

The base flow has been employed in a number of modeling vali-
dations for compressible turbulent flows. The case was one of the test
cases in the DESider EU Project [53]. Most of the contributors used
SA-DES [54] with the standard length scale 𝛥𝑚𝑎𝑥 and standard value
of modeling constant 𝐶𝐷𝐸𝑆 = 0.65. Different grid resolution (0.9–
3.6 Million cells) and grid type (structured and unstructured) were
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Fig. 7. Supersonic base flow. Illustration of computational domain (left) and visualization of flow field in the near wake of the cylinder (right). Simulation results acquired using
LD2C on the finest grid.
investigated but a common trend was identified: good prediction of the
base pressure with a flat profile as in the experiment, an over-estimated
size of the recirculation bubble and underpredicted shear stress levels in
the initial part of the separated shear layer. This was mainly attributed
to the excessive levels of 𝜇𝑡 produced by 𝛥𝑚𝑎𝑥 in the separated shear
layer, which severely delayed the development of resolved turbulence.
Simone et al. used the ZDES in two different studies [55,56], which em-
ploys the cubic root length scale 𝛥𝑣𝑜𝑙 = (𝛥𝑥𝛥𝑦𝛥𝑧)1∕3 and a slightly lower
value of the model constant (𝐶𝐷𝐸𝑆 = 0.55). The studies included very
fine grids (13.5 and 20.7 Million cells) and they reported very good
agreement with experiment with regards to length of recirculation zone
and the shear stress profiles. However, the backflow magnitude inside
the bubble was greatly overpredicted yielding a wavy base pressure
profile with the azimuth averaged pressure level significantly lower
than that in the experiment. More recently, similar results was reported
by Guseva et al. [57], where they employed the SA-DDES and the 𝛥𝑆𝐿𝐴
length scale (Eq. (21)) on a relatively coarse mesh (2 Million cells)
using 𝐶𝐷𝐸𝑆 = 0.65. They reported a considerable acceleration of the
shear layer instability (due to the reduced levels of 𝜇𝑡 stemming from
𝛥𝑆𝐿𝐴) and a better general turbulence resolution in general, but did
not capture a flat radial distribution of the base pressure. Nevertheless,
the length scale was able to trigger resolved turbulence on a relatively
coarse grid, which motivated the use of 𝛥𝑆𝐿𝐴 to evaluate the impact of
the numerical scheme in this study.

The Reynolds number based on the freestream velocity 𝑈∞, base
radius 𝑅 = 0.03175 m and kinematic viscosity 𝜈 is 𝑅𝑒𝑅 = 1.632 ⋅ 106,
with a freestream Mach number of 𝑀∞ = 2.46. In the computation, we
have used a computational domain (shown in Fig. 7) of size 𝐿𝑥 × 𝐿𝑟 =
23𝑅 × 8𝑅 in the axial and radial direction, respectively. The length of
the cylinder is set to 8𝑅, in order to match the upstream boundary layer
momentum thickness with the experimental measurement at a distance
of 1 mm up the base [53]. The downstream extension of the domain
is 15𝑅 after the cylinder base. Characteristic Riemann conditions are
imposed on all no-wall boundaries, and adiabatic wall conditions on
the cylinder surfaces.

Three different grids are considered. A baseline grid with 𝑁𝑐𝑒𝑙𝑙𝑠 =
1.82×106 cells (G1) is used, which was designed by FOI in the DESider
project [53], see Figs. 8(a) and 8(b). Two new grids were generated, a
grid with improved resolution in the shear layer consisting of 𝑁𝑐𝑒𝑙𝑙𝑠 =
2.06 × 106 cells (G2), which was designed to match the resolution used
in Guseva et al. [57]. An illustration of the grid is shown in Figs. 8(c)
and 8(d). The third grid considered contains 𝑁𝑐𝑒𝑙𝑙𝑠 = 8.51 × 106

cells (G3), where several cells in the axial and radial directions have
also been added in the recirculation region downstream the base, see
Figs. 8(e) and 8(f). A time step of 𝛥𝑡 = 1.0 × 10−6 s (or equivalently
𝛥𝑡 = 0.018𝑅∕𝑈∞) is used, and the time sample for accumulation of
turbulence statistics after a transient period of 90𝑅∕𝑈∞ is equal to
350𝑅∕𝑈∞. It is observed that for some of the simulations, the mean flow
is still slightly asymmetric after time averaging, which is diminished by
further averaging the solution over the azimuthal direction 𝜙.

The hybrid RANS-LES method SA-DDES (Eq. (16)) using DES model
constant 𝐶 = 0.65 is employed, as determined in the DIT case in
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𝐷𝐸𝑆
Section 4.2. The length scale 𝛥𝑆𝐿𝐴 (Eq. (21)) is used as the filter width
for the LES length scale in Eq. (17), where it was verified in DIT that
the same spectra is acquired as for 𝛥𝑚𝑎𝑥 (see Figs. 3(a), 3(c) and 3(e))
using the same value of the modeling constant.

Resolved instantaneous flow structures
In Fig. 9 the resolved turbulent structures are visualized using iso-

surfaces of the Q-criterion at 𝑄(𝐷∕𝑈∞)2 = 10. Similarly as reported by
Guseva et al. [57], the 𝛥𝑆𝐿𝐴 length scale reduces the eddy viscosity
𝜇𝑡 in the initial part of the shear layer to relatively small levels as in
comparison to the upstream RANS modeled boundary layer. This allows
unsteady turbulent motion to be triggered due to the strong shear. Thus,
the creation of turbulent structures in the initial part of the shear layer
using 𝛥𝑆𝐿𝐴 is mainly governed by the amount of numerical dissipation
introduced by the numerical scheme and the resolution of the grid.

The results of using the reference scheme for the three different
grids are presented in Figs. 9(a) (G1), 9(c) (G2) and 9(e) (G3). There is
a strong delay in the creation of the resolved structures in the vicinity
of the trailing edge due to the high levels of numerical dissipation.
Kelvin–Helmholtz (KH) like structures with large azimuthal coherence
just downstream the base can be observed, where the two-dimensional
structures break up into three-dimensional structures further down-
stream of the reattachment point. By refining the grid in the separated
shear layer (G2), the delay is mitigated and hence the length of the
recirculation bubble is reduced. The richness of the small scale tur-
bulence is further increased by further refining the grid in the axial
and azimuthal directions (G3), where an earlier breakup of the KH
structures can be observed.

However, the effect of using the low dissipative LD2C scheme
(Figs. 9(b), 9(d) and 9(f)) has a drastic effect on the flow field. A
reduction in numerical dissipation from the shock capturing sensor
(Ducros sensor in Eq. (14)) and the reduced overall dissipation unlocks
the KH instability and substantially accelerates the transition to 3D
turbulence in the separated shear layer. The overall richness of small
scale turbulence on the coarse grid G1 is comparable to the fine grid
G3 using the reference scheme.

Mean flow statistics
Time- and azimuth-averaged flow properties are shown in Fig. 10.

The base pressure is presented in Fig. 10(a), where the experimental
results yield a relatively flat profile around 𝐶𝑝 = −0.102. The reference
scheme is able to predict a flat profile on all three grids, but show a
large variation of the mean value between G1 and the two other grids.
The 𝐶𝑝 values are in quite close agreement with the experiment on
the axis for grids G2 and G3, but deviates more further away from the
center. The simulations using the LD2C scheme show radial variations
along the base and in general an under predicted base pressure coef-
ficient. The difference between G1 and the other grids is smaller as
compared to the reference scheme, but predicts too low pressure levels
compared to the experimental data. However, a wavy base pressure
profile and in general lower base pressure values are also observed in
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Fig. 8. Supersonic base flow. Illustration of computational grids adopted to highlight grid sensitivity of resolving critical flow regions.
the works of Simone et al. [55] and Guseva et al. [57] as previously
mentioned.

The previous trends can be explained by investigating the behavior
of the centerline streamwise velocity component in Fig. 10(c). The
reattachment point is poorly predicted using the reference scheme,
which is 𝑥∕𝑅 ≈ 4.0 on G1 and 𝑥∕𝑅 ≈ 3.0 on G2 and G3, as compared
to the experimental value 𝑥∕𝑅 = 2.67. By using the LD2C scheme,
the reattachment point (𝑥∕𝑅 ≈ 2.7 on G2 and G3) and the flow
downstream of 𝑥∕𝑅 > 2 is much better predicted. On the other hand,
the reverse flow is in general over predicted for the simulations using
LD2C, which give rise to the under predicted base pressure levels in
Fig. 10(a). The average Mach number and radial velocity at 𝑥∕𝑅 = 1.57
are shown in Figs. 10(b) and 10(d). In general, the radial size of the
recirculation bubble is under predicted for the simulations using LD2C
scheme compared to the reference scheme, which indicates that the
strength of the shear layer is under predicted.

Figs. 10(e) and 10(f) present a comparison of the predicted and
measured fields of turbulent shear stresses at locations 𝑥∕𝑅 = 1.57 and
𝑥∕𝑅 = 2.52, respectively. The LD2C scheme is able to provide a much
better agreement with the experimental data at 𝑥∕𝑅 = 1.57, where the
peak value of the shear stress is improved (which is further verifies
the smaller resolved structures shown in Figs. 9(b), 9(d), 9(f)). A great
over prediction of the shear stress at 𝑥∕𝑅 = 2.52 can be observed for
the simulations using the reference scheme, as is shown in Fig. 10(f).
However, this effect is mitigated when using the LD2C scheme.

A general conclusion based on the simulations of the supersonic
base flow is that improved numerics in the initial shear layer does
not produce a better prediction of the base pressure profile, where a
wavy pattern can be observed. However, the results are in line with
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what is reported in Simone et al. [55] (where they use the AUSM +
(P) numerical scheme and the ZDES model [55] on a much finer grid
than G3) and in Guseva et al. [57] (where they use a blended fourth-
order centered/third-order upwind biased convective scheme, the same
length scale 𝛥𝑆𝐿𝐴 and similar grid resolution as G2). A much better
prediction of the resolved shear stress, both in the initial part of the
shear layer and close to the attachment point, is achieved with the
LD2C scheme.

5. Summary and conclusions

The low-dissipative low-dispersive scheme (LD2) by Löwe et al.
[28] has been investigated in scale-resolving simulations. The original
formulation considered only subsonic flow cases, but in this work the
numerical scheme was investigated in and adapted to compressible
flow cases, with the updated abbreviation LD2-Compressible (LD2C).
The scheme reduces the dissipative and dispersive numerical errors
connected to the convective term. The scheme controls added artificial
dissipation through the matrix dissipation operator by Swanson and
Turkel and can be adapted to low speed flows with a low Mach number
preconditioner. The shock capturing parameter 𝜅(2) and the global
scaling parameter 𝜅(4) are important parameters incorporated in the
artificial dissipation formulation. The scheme exploits a shock sensor
(formulated by Ducros [18]) targeting to minimize numerical dissi-
pation in shock/turbulence interaction in scale-resolving simulations.
Furthermore, the scheme employs a higher order central reconstruction
to reduce the dispersive numerical error, controlled by an extrapolation
parameter 𝛼.

The LD2C scheme was verified in scale-resolving simulations of two
fundamental incompressible flows, the decaying isotropic turbulence
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Fig. 9. Supersonic base flow. Resolved turbulent structures visualized using iso-surfaces of Q-criterion 𝑄(𝐷∕𝑈∞)2 = 10. Colorbar indicates Mach number.
(DIT) and the subsonic turbulent channel flow. Furthermore, the LD2C
scheme has been calibrated and evaluated in an inviscid fundamental
test case involving a contact discontinuity and a normal shock wave.
Further validation has been made in scale-resolving simulations of fully
developed supersonic turbulent channel flow and supersonic base flow
using hybrid RANS-LES modeling.

The first test case is the Sod shock tube. Validation against analytical
solution showed that it is important to extrapolate both density and
speed of sound to cell face using the extrapolation parameter 𝛼, in ad-
dition to only velocities and pressure as formulated in the LD2 scheme.
This was needed to properly capture and mitigate oscillations in the
vicinity of the normal shock wave and the contact discontinuity. The
oscillation could effectively be reduced by setting the shock capturing
parameter 𝜅(2) to 5.

The second test case is decaying homogeneous isotropic turbulence
with a turbulent Mach number of 0.1. It was shown that numerical
dissipation associated to the convection term dominates the decay of
turbulent kinetic energy, which becomes too strong at higher wave
numbers. This could effectively be controlled by employing a low Mach
number preconditioner and using a reduced value of 𝜅(4) in the range
of 1∕512 or smaller. Results acquired on 323, 643, 1283 grids give good
agreement with reference experimental data using standard values of
the modeling constant 𝐶𝐷𝐸𝑆 for the Spalart–Allmaras (SA) and Menter
Shear Stress Transport (SST) as underlying turbulence models.
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The third test case is the fully developed turbulent channel flow,
investigated in subsonic and supersonic conditions at a wide range
of Reynolds numbers. In validation against DNS data and correlation
using SST-IDDES, the prediction of the mean velocity profile and the
resolved turbulent stresses for 𝑅𝑒𝜏 = {395, 2400, 18 000} is excellent
using the LD2C scheme, and is significantly improved as compared to
a conventional second-order scheme. The results are consistent with
previously reported results in [10] for the subsonic channel flow case.
Moreover, the LD2C scheme shows good agreement with reference DNS
using SST-IDDES in supersonic channel flow (𝑀𝑏 = 1.5) for 𝑅𝑒𝜏 =
{500, 1015, 5000}, where the mean velocity profile and the Reynolds
stresses are accurately predicted.

The final test case is the supersonic base flow. Hybrid RANS-
LES simulations using SA-DDES showed a substantial improvement in
the resolved turbulent structures triggered by the initial shear layer
downstream the base, using the LD2C scheme and using the shear
layer adapting LES length scale 𝛥𝑆𝐿𝐴. It is shown that the parameters
optimized for the previous test cases remain suitable. The prediction
agrees reasonably well with the measured data, but yield similar re-
sults to previously reported studies [55,57]. A shock-capturing scheme
appropriately incorporating vorticity in the sensor formulation, e.g. by
Ducros [18], was shown to improve capabilities in resolving the shear
stress and contributing to grey-area mitigation in the initial part of the
shear layer behind the base, compared to a standard scheme using the
sensor formulation by Jameson [9].
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Fig. 10. Supersonic base flow. Effect of numerical scheme on SA-DDES prediction of the 𝜙-averaged mean flow. Experiment by Herrin and Dutton [17] (⋄).
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