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Abstract

Temperature is a fundamental environmental factor that shapes the evolution
of organisms. Learning thermal determinants of protein sequences in evolution
thus has profound significance for basic biology, drug discovery, and protein
engineering. Here, we use a data set of over 3 million BRENDA enzymes
labeled with optimal growth temperatures (OGTs) of their source organisms to
train a deep neural network model (DeepET). The protein-temperature repre-
sentations learned by DeepET provide a temperature-related statistical sum-
mary of protein sequences and capture structural properties that affect thermal
stability. For prediction of enzyme optimal catalytic temperatures and protein
melting temperatures via a transfer learning approach, our DeepET model out-
performs classical regression models trained on rationally designed features
and other deep-learning-based representations. DeepET thus holds promise for
understanding enzyme thermal adaptation and guiding the engineering of
thermostable enzymes.
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1 | INTRODUCTION

Nature has spent billions of years adapting organisms to
various thermal niches, where environmental tempera-
tures range from below —10°C to over +110°C." Since a
genome contains all the information required for building
and maintaining an organism, the thermal adaptation
strategies found in nature are inherently encoded in
genomes. In the past decades, much effort has been made
to uncover and understand such intrinsic strategies at var-
ious levels that include DNA, RNA, proteins, and meta-
bolic pathways.>® Unsurprisingly, most thermal
adaptation strategies are clearly reflected at the protein
level,” since proteins are involved in almost all cellular
functions and are the most temperature sensitive out of all
macromolecules.*® Understanding temperature effects on
proteins is also fundamental to basic biology,>”® drug
discovery,” and protein engineering.' A large portion of
studies have thus focused on the temperature effects on
protein folding>”'"'* and biological functions®'*'* as well
as the combined effects at the systems level."”® Despite
this, it remains unclear how the effects of temperature on
a protein are determined by its amino acid sequence.

Although there are many factors that were found to
contribute to the thermosensitivity of proteins, including
protein length,'> amino acid compositions and
properties'® ' as well as structural properties,”*** these
factors are found to be only weak determinants of the pro-
tein thermal properties, such as their unfolding behav-
iors’®* and optimal catalytic temperature points.”® We
hypothesize that by extracting patterns from protein
sequences that are related to protein thermal adaptation,
we can not only further our understanding of enzyme
thermal adaptation, but also provide a rich feature set for
many enzyme-related machine learning (ML) applications.

To this end, in the present study, we apply deep learn-
ing to uncover the protein sequence-encoded thermal
determinants and learn a predictive representation of
enzyme thermal adaptation. A few recent studies have
applied a similar approach, but with a more limited
scope. Gado et al.*” trained a model to predict the optimal
catalytic temperature of engineered thermophilic
enzymes, Min et al.”® sought to identify heat shock pro-
teins, Yu et al.*® predicted thermostability of collagen
proteins, the model by Yang et al.’* was used to predict
protein melting temperatures, and Zhang et al.>' used a
deep model to identify thermophilic homologs of a given
chitinase from a large pool of metagenomic data. Com-
plementing these studies, we leverage a large data set of
3 million enzymes across a wide range of organisms and
train a deep neural network model to capture sequence
features that are predictive of thermostability. To give
more value to the research community, we make the
model available for download.

2 | RESULTS

2.1 | Learning representations of
enzyme thermal adaptation

With the assumption that all proteins from an organism
should be functional at its optimal growth temperature
(OGT), we previously obtained a data set with 6.5 million
enzymes labeled with OGT based on their source organ-
isms.”> Here, we removed similar and low-quality
sequences and generated a data set with 3 million
enzymes from bacteria, eukaryotes, and archaea
(Figure 1a,b, Section 4), which we shall refer to as the
OGT data set. For modeling, we chose the residual neural
network architecture,”® which has been successfully
applied on protein function annotation.** After optimiza-
tion (Section 4, Figures S1-S3), the resulting model con-
tained only 1 residual block with 512 filters (kernels)
(Figure 1c). For model training, one-hot encoded enzyme
sequences were used as input and OGT values as output,
after which the model could explain ~60% of the variance
in the hold out data set (Pearson's r=0.77,
p value < 1le—16, Figure 1d). We refer to this model as
DeepET hereafter. In DeepET, the network components
preceding the Flatten layer can be considered as a feature
extractor (Figure 1c), while the last dense layers can be
considered as a regressor on top of the above feature
extractor. Therefore the values in the Flatten layer
(20,480 in total) form a temperature-related representa-
tion of input protein sequences (Figure 1c).

The considerable data imbalance (in value distribu-
tion) that is present in the OGT data set (Figure 1a,b) was
addressed during hyperparameter optimization by sub-
sampling 10,000 values such that a uniform distribution of
values across 5° bins covered the entire range (Figure S2b
and Section 4). Other rebalancing methods are possible, as
illustrated in Zhang et al.*’ and Gado et al.,”” but the
potential of model improvement has to be weighed
against the method's computational cost. For example,
Gado et al.*’ performed a combination of data resampling
and ensemble learning for their regression task to predict
thermophiles (i.e., sparse data). DeepET was trained on a
much larger data set and the measures taken in the afore-
mentioned work would not have been practical here.

2.2 | Transfer learning improves the
prediction of protein thermal properties

We next demonstrated the application of DeepET in a
transfer learning approach.’ In transfer learning, a
model pre-trained on a large (source) data set, such as
DeepET, is re-purposed to another similar (target) prob-
lem from the same or a related domain with a smaller
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FIGURE 1 Learning representations of enzyme thermal adaptation with DeepET. (a) OGT distribution of enzymes from three domains,

where n indicates the number of enzymes from each domain and the number in the parentheses is the number of species where those

enzymes are from. (b) The OGT distribution of all enzymes in the training data set. (c) Optimized architecture of deep neural networks used

in this study, where s indicates the filter (kernel) size of convolutional layers and number of nodes for dense layers; f indicates the number of

filters (kernels); p and w in the max pooling layer indicate the pool size and the length of the stride, respectively; the floating-point number

in a dropout layer indicates the dropout ratio; BN denotes Batch Normalization. The convolutional layers have padding set to “same,” while

the max pooling has it set to “valid” (no padding). Layers use the ReLU activation function. (d) Comparison between predicted and true

OGT values of enzymes in the hold out data set. RMSE, root mean squared error; Pp> Pearson's correlation coefficient; py, Spearman's

correlation coefficient; R?, coefficient of determination. OGT, optimal growth temperature

amount of training samples, by (a) further training and
thus fine-tuning certain layers or (b) resetting their
weights and training them from scratch.?®*” This is par-
ticularly useful for biological data sets since (a) large
numbers of biological samples are expensive to collect
and (b) the capacity of classical ML models like random
forest are usually limited by the availability of relevant
features.”® Here, we chose to predict two critical
temperature-related features of proteins: enzyme optimal
catalytic temperatures (Top), at which the specific activity
is maximized, and melting temperatures (T,,), at which
there is a 50% possibility that a protein is in a denatured
state. For this, two small data sets were collected from lit-
erature, one for enzyme T,y with 1,902 samples, which
we shall refer to as the TOPT data set (Figure S4a)*® and
another for protein T, with 2,506 samples, which we
shall refer to as the TM data set (Figure S4b)® (Section 4).
To compare against the deep learning approach, two
feature sets were also extracted for classical regression
models (Section 4): (a) iFeatures,®® which contains 5,494
protein sequence features, such as amino acid composi-
tion and autocorrelation properties; and (b) UniRep,*

multiplicative long-/short-term-memory recurrent neural
network (mLSTM) based representation (5,700 features)
of protein sequences, which was trained by its authors on
~24 million protein sequences via unsupervised learning.
UniRep provides “generic” high-dimensional features
based on learning from sequence alone. This type of fea-
tures, which generally capture protein physicochemical,
structural, and evolutionary properties, can be obtained
from other models, such as SeqVec,* TAPE,*" or ESM.**
Among these, TAPE proved technically problematic due
to its large memory requirements, while ESM was only
published in the late stages of our study. Furthermore,
UniRep features enable more distinct sequence clustering
than SeqVec, and was thus chosen as a viable benchmark
to test our transfer learning approach against.

The performance of the two iFeature and UniRep fea-
ture sets was tested with six regression models
(Figure 2a,b: three best models shown). The deep transfer
learning procedure included: (a) training the model shown
in Figure 1c from scratch (randomly initialized weights);
(b) testing the performance of pre-trained DeepET without
any fine-tuning steps (Figure 2a,b: FrozenAll); (c) freezing
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FIGURE 2 Transfer learning improves the prediction of protein thermal properties. (a-c) R? scores of different modeling approaches on

hold out data sets representing 10% of their respective whole data sets: (a) TOPT data set: 190 enzyme optimal catalytic temperatures
obtained from ref. 26, (b) TM data set: 251 protein melting temperatures obtained from ref. 5 and (c) MELT data set: 4,173 protein melting
temperatures obtained from ref. 7 (details in Section 4). Bars indicate the maximal R? score, while the black dots indicate scores from

repeated training. iFeatures: the performance of three best classical regression models using features extracted by iFeature.*® UniRep: the
performance of three best classical regression models using features extracted by UniRep.*® From Scratch, the model shown in Figure 1c,
was trained from scratch (repeated for 10 times). FronzenAll, the pre-trained model, was used without any further tuning for prediction.

FrozenCNN, frozen all layers before Flatten (Figure 1c) and fine-tuned dense layers (repeated 10 times). TuneAll, fine-tuned all layers in the
pre-trained OGT model (repeated three times). For (a) TOPT, the performance increase from iFeatures and UniRep regression models to the
DeepET transfer learning models is significant (Welch's t-test p value < .05), as is the case between From Scratch and the transfer learning
models (p value < 1e—9). For (b) TM, TuneAll is significantly better than the iFeatures model (p value < .05), the highest among the classical
models. For (c) MELT, TuneAll is significantly better than From Scratch (p value < .05) and FrozenCNN (p value < 1e—4). (d-f) Comparison
between predicted and experimental T,/ Ty, in hold out data sets, matching (a—c), respectively. Results of the best model with the highest
test R score in (a—c) are shown, namely, (d) FrozenCNN on the TOPT data set, (e) TuneAll on the TM data set, and (f) TuneAll on the
MELT data set. RMSE = root mean squared error; p, = Pearson’'s correlation coefficient; p; = Spearman’s correlation coefficient;

R?* = coefficient of determination. (g, h) UMAP projections to three components (with shadows at the bottom of the scatter plots) of 1,040
TOPT enzyme sequence embeddings produced by the feature extractor section of DeepET (i.e., the output of the Flatten layer), colored by
(2) OGT and (h) T,y
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convolution layers and fine-tuning the last two dense
layers (FrozenCNN); (d) fine-tuning all layers in DeepET
(TuneAll). All models considered were evaluated on the
same data sets. In contrast to methodologically similar
recent work in heat shock protein classification,” we
wished to distinguish between the domain-specific repre-
sentations learned by DeepET (and performance thereof)
and the generic representations provided by models such
as UniRep, by composing the latter with classical regres-
sion models. In contrast, in the heat shock protein study
by Min et al., generic representations are composed with a
CNN sequence classifier.

For the tasks of predicting T,y and T, (Figure 2a,b),
DeepET showed superior performance over all other
tested strategies when fine-tuning all of its layers (see
Section 4). For prediction of enzyme T, (Figure 2a), the
best model with an R* of .57 on the hold out data set was
achieved by simply fine-tuning the last two dense layers
(Figure 2a,d). This performance is over 50% higher than
with the best classical regression models trained on iFea-
tures or UniRep, and over 30% higher than with the best
deep learning model trained from scratch (Figure 2a).
The previous best enzyme T, prediction model with an
R? of 0.61 on the hold out data set’® was achieved by
using amino acid compositions together with OGT as
input features. The application of this model is thus lim-
ited to native enzymes from microorganisms with known
OGT. On the other hand, with DeepET, the new T,y
model can in principle be applied to any enzyme regard-
less of organismal sources. For the prediction of T,
(Figure 2b), melting temperatures of proteins from three
microorganisms (Escherichia coli, Saccharomyces cerevi-
siae, and Thermus thermophilus) were used.” The best
model with an R* of .73 on the hold out data set was
achieved by fine-tuning all layers in DeepET. The perfor-
mance is 7% higher than with the best model trained on
iFeatures, 16% higher than with UniRep, and 15% higher
than with the model trained from scratch (Figure 2b,e).

The two TOPT and TM data sets (Figure 2a,b) are
small and comprise only a few thousand samples, which
is why they benefited from the transfer learning
approach.>>* Transfer learning may not provide the
same benefit for large data sets. Therefore, in the third
task, to test whether our DeepET network also delivers
superior performance for big data sets, we used 41,725
proteins with known melting temperatures from Mel-
tome’ (Figure S4c), which we shall refer to here as the
MELT data set. Due to the size of this data set, we could
only test the performance of the various deep learning
approaches (Figure 2c), since classical models become
inefficient to train and optimize.** Surprisingly, fine-
tuning all layers still outperform the model trained from
scratch (Figure 2c,f: 13% improvement in R*). The recent

CNN-based architecture CARP** achieved a Spearman
correlation of .54 on the Meltome data set, which is very
similar (allowing for the differences in data partitioning)
to the performance of DeepET correlation of .55. As a
model that is pre-trained on sequences in an unsuper-
vised way, CARP is another source of generic representa-
tions that may be used for downstream tasks, such as
protein thermostability. While the Meltome performance
was lower than the Transformer-based ESM** architec-
ture, it shows the competitiveness of CNNs in terms of
computational cost and thus accessibility to the average
lab. In spite of the data imbalance in the OGT source data
set, we saw less performance degradation for higher tem-
perature proteins in the target tasks outlined here, com-
pared to the source task. A recent study on bias
mitigation for transfer learning illustrated that in some
situations reducing bias is more impactful if done for the
target task.”> While we have not performed bias mitiga-
tion here, the TOPT and TM data sets are less biased than
OGT (Figure S4a,b), a fact that may explain the strong
performance of DeepET at high temperatures.

Our results demonstrate that the representations
learned by DeepET (values in the Flatten layers,
Figure 1c) were predictive in all the above three data sets
(Figure 2a-c, FrozenCNN). For the task of predicting
enzyme T, (Figure 2a), fine-tuning dense layers
achieved similar performance as fine-tuning all layers
(Welch's t-test p value = .97), meaning that features in
the Flatten layer of DeepET are already a collection of
informative descriptors for enzyme T,. For protein melt-
ing temperatures, although the Flatten layer contains
informative descriptors for this task, fine-tuning all layers
in DeepET showed even better results (Welch's t-test,
Figure 2b: p value = 4e—5; Figure 2c: p value = 3e—9,
see also Figure S5 for a pairwise assessment of perfor-
mance difference significance).

To visualize how well these representations sort pro-
teins by thermal adaptation, we took 1,040 sequences
from the TOPT set (those that simultaneously had OGT
and Top values), collected their DeepET representations
as the output from the Flatten layer (a 20,480-dimensional
vector for each sequence), and performed a UMAP 46
(non-linear) projection with 3 components (see Section 4),
coloring each point according to its corresponding
sequence OGT (Figure 2g) and T,y value (Figure 2h),
respectively. The structure (sorting) observed in the pro-
jection illustrates that the pre-trained layers of DeepET
(unchanged in the FrozenCNN transfer learning model
predicting T,,) have learned to generally separate
sequences by thermal adaptation (thermophiles appear-
ing to have the best separation, while sequences with
lower temperature values having poorer separation). That
OGT and T, are correlated” is reflected in the rather
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good sorting of the latter values (Figure 2h), even without
the fine-tuning of the dense output layers (FrozenCNN),
illustrating the validity of transfer learning between these
two value domains.

2.3 | Interpreting the sequence
determinants of thermostability

Finally, we tested the learned predictive representation of
enzyme thermal adaptation by querying the pre-trained
DeepET model to identify the specific parts of the protein
sequences that were most predictive of optimal catalytic
temperature (T,p,). Given that the best performing T,
model FrozenCNN was only a slight modification of the
pre-trained network on OGT, we were interested to see
what type of information the pre-trained model had
learned towards predicting the protein-relevant T,
value, in addition to the organism-relevant OGT on
which it was trained. For this, we used a perturbation
procedure to evaluate the relevance of each specific
sequence position in relation to the predicted value.
Namely, for each protein, we occluded sliding windows
of five amino acids along its sequence and compared the
predictions for all these occlusions with that of the origi-
nal unoccluded sequence, thus producing a per-residue
perturbation or relevance profile for each protein*”*®
(Section 4). The occlusion width was arbitrary, set to
match short secondary structure lengths. However, differ-
ent widths, up to 20 amino acids, produced no effective
differences in results (Section 4). The occluded parts of
the input protein sequences that yielded a significant
deviation in prediction (exceeding +2 standard devia-
tions) from the original were regarded as the most rele-
vant for T,,, prediction (Figure 3a). We then checked
these relevance profiles against sequence-specific proper-
ties that might be salient for prediction: amino acid com-
position, secondary structure, and protein domains.
Among possible features to explore in this way, these
were the most straightforward and previously
characterized.

Our perturbation approach was deemed an appropri-
ate model-agnostic way to probe the model for learned
patterns, both bypassing the problematic interpretation
of the black box CNN inner values, as well as accounting
for all residues in the sequence. In contrast, Yu et al.*’
relied on prior knowledge and mutated a few specific
amino acid triplets (key collagen monomer constituents)
along the length of the sequence in order to determine
the most impactful position and substitution. Their
results successfully recapitulated known collagen ther-
mostability factors, but also contrasted some conclusions
of in vivo studies.

In terms of amino acid composition, the most rele-
vant towards T,, DeepET prediction for mesophiles
(OGT 20-45°C) were Met, Ser, Leu, Ala, Trp, Phe, His,
Cys (of which 6/8 are hydrophobic), and conversely, the
least relevant were Glu, Pro, Asp, Lys, Asn, Tyr, Gln
(of which 6/7 are polar). For thermophiles
(OGT > 45°C), the most relevant were Lys, Glu, Met, Ile,
Leu, Arg, Phe, Tyr (5 hydrophobic, 3 polar) and the least
relevant were Pro, Thr, Ser, Gln, Ala, Cys, His, Asn, Asp
(of which 6/9 are polar, see Figure 3a and Section 4).
These enrichments and depletions are in line with known
results*® supporting observations that the amounts of
(uncharged polar) Cys, Gln, Ser, and Thr are less fre-
quent in thermophiles compared to mesophiles and thus
decrease with OGT, while Arg and Tyr increase. Perhaps
unintuitively, we find here that Ala relevance decreases
between mesophiles and thermophiles, although higher
occurrence was noted in thermophiles.”® There is also
some agreement with Zeldovich et al.* in terms of amino
acids whose fraction is most correlated with OGT, though
we only observe Ile, Tyr, Arg, Glu, and Leu as enriched
for our thermophile set. Overall, hydrophobic amino
acids generally appear more informative towards predic-
tion, while polar ones are least informative, for both
mesophilic and thermophilic groups, which corroborates
protein hydrophobicity as an indicator of thermal adapta-
tion.** As a commonality between mesophiles and ther-
mophiles, we found that Met, Leu, and Phe occurrence
(in decreasing order of enrichment for both) to be deter-
minant for predictions.

In terms of secondary structure (as predicted per-
residue by DSSP from PDB files), the most relevant
towards prediction for mesophiles were strands (E), 3-10
helices (G), bends (S), and coils (—) (Figure 3b). Least rel-
evant were a-helices (H), n-helices (I), turns (T), and iso-
lated p-bridge residues (B). For thermophiles, most
relevant were a-helices (H) and turns (T). Thus, while for
mesophiles all major secondary structure types are
observed to factor towards prediction, only helices and
turns are the most determinant for thermophiles. This is
in line with the known increase in helical content with
higher temperature adaptations,”" due to its importance
in stabilization. The increase in relevance of helices also
fits with the enrichment of Arg and depletion of Cys, His,
and Pro relevance for thermophile prediction observed
here, as these are known to be favored and disfavored for
helix formation, respectively.>!

To assess whether certain protein domains are more
salient for prediction, we measured the overlap of the rel-
evance profiles with domains from the InterPro
database,’” as the fraction of domain positions covered by
significant (absolute z-score > 2) perturbation values.
Control consisted of measuring the coverage outside the
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FIGURE 3 The determinants of thermostability. (a) Enriched and depleted amino acids in the perturbation profiles of mesophiles and
thermophiles, showing the most relevant and least relevant amino acids, respectively, toward T, prediction. The fractions of amino acids
found at significantly (absolute z-score > 2) perturbed positions are compared against the background amino acid distribution. (b) Enriched
and depleted secondary structures (in DSSP notation) in the perturbation profiles of mesophiles and thermophiles, showing the most
relevant and least relevant structures, respectively, towards T, prediction. The fractions of DSSP-annotated secondary structures found at
significantly (absolute z-score > 2) perturbed positions are compared against the background amino acid distribution. In DSSP notation,

B = isolated f-bridge residues, E = extended strands (parallel or antiparallel f-sheet), G = 3-10 helix, H = a-helix, I = n-helix, S = bend,

T = turn, — = coil. (c) Fraction of protein domains covered by significantly perturbed positions, over InterPro domain databases (7,565
domains, 1,227 proteins). PRINTS, PROSITE, and Pfam member databases especially have many domains with high coverage. In total,

219 domains had a coverage of at least 30% across all member databases
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domain, by dividing the outside sequence into windows
with the same length as the domain, then taking the
average coverage across these (Section 4). To ensure
proper control, the search was limited to domains no lon-
ger than half of the protein sequence, a total of 7,565
domains across 1,227 proteins. While the median rele-
vance profile coverage of domains did not greatly differ
from control, the distributions of domain coverage frac-
tions were quite wide and heavy-tailed across the Inter-
Pro member databases, with many domains clearly
higher than control (Figure 3c). In total, 219 domains
had a coverage of at least 30% (a cutoff chosen to be dis-
tinctly larger than any control). To get an overview of
these domains, we took the GO terms associated with the
protein domains (retrieved from InterPro) and produced
GO slims using the Generic GO Subset (Section 4). While
the GO slims for mesophilic enzymes spanned a diverse
range of biological processes, including metabolic pro-
cesses, stress response, protein transport, immune
involvement, and cell adhesion, thermophile terms were
limited to metabolic processes and response to stress
(Tables S3 and S4). Thus, with increased temperature
adaptation, the domains responsible for these latter func-
tions are more determinative for the prediction of T,p;.

To validate the enriched sequence features thus
detected as well as to estimate a lower bound of their pre-
dictivity, we trained linear and random forest models on
amino acid composition, secondary structure composi-
tion, as well the combination of both. The highest perfor-
mance (R° =0.36, RMSE = 16) was obtained for a
random forest model trained on the combination of both
enriched factors (Figure S6). The models were trained
and evaluated on the same train-test split of the TM data
set as the deep models (Figure 2). That amino acid com-
position and secondary structure informs thermal adapta-
tion was previously established ****' and the former
was also quantified in this study using iFeature composi-
tion variables. Interestingly, for the relatively simple ran-
dom forest models used in the wvalidation, the
performance on the subset of enriched amino acid com-
position was better than the entire set of amino acids
(R® = .29 vs. .22, respectively). The gap between the per-
formance of these compositional features and that of
DeepET evidences the complex sequence relationships
learned by our model.

3 | DISCUSSION

Here we presented DeepET, a deep learning model that
learns temperature-related representations of protein
sequences. We demonstrated that these representations
are highly useful for the prediction of enzyme catalytic

temperature optima and protein melting temperatures,
by using a transfer learning approach. Our base model
was trained to predict OGT with a high R’ from 3 million
enzyme sequences across all three domains of life. The
model was then re-purposed via fine-tuning to predict
optimal enzyme catalytic temperature, as well as melting
temperature, both of which showed good performance.
As the base DeepET model was trained from sequence
alone, the transfer approach is more applicable than pre-
vious deep learning approaches for optimal catalytic tem-
perature prediction,”® which rely on extracted sequence
features (amino acid composition) and OGT as input, the
latter of which may not be available.

Further improvements to DeepET could be done in
terms of data rebalancing to mitigate bias in the source
or target data sets of the transfer learning setup, both at
data level and at algorithmic level (assuming sufficient
computational resources). Examples of such methods
come from various fields, for example, the use of data
augmentation and resampling for the in-domain transfer
learning task of predicting lake chlorophyll concentration
from satellite images (where water samples are sparse).>
As discussed in recent work on bias mitigation in a trans-
fer learning setting for large natural language processing
models, care must be taken to avoid transferring bias to
downstream tasks. Ideally, this could be largely handled
in the upstream task, to provide a readily usable “off the
shelf” model, lowering the effort threshold for applica-
tions. In some cases, upstream (source) mitigation is
indeed sufficient, as shown in the work by Jin et al.,**
though in other situations, it is the downstream mitiga-
tion that is most impactful, as illustrated by Steed et al.*
This variation is perhaps not surprising, given the diver-
sity of tasks and data, and further underlines the impor-
tance of such quality control measures in future
iterations of models such as DeepET.

The good performance of DeepET on the transfer
learning prediction tasks suggests that the representa-
tions indeed capture and provide a statistical summary of
the enzyme thermal adaptation strategies from nature.
To get insights into the sequence factors that are informa-
tive for the prediction of optimal catalytic temperature,
we performed a perturbation analysis by exhaustively
occluding sequences with a sliding window to measure
the impact on the predicted value, then analyzing the
properties of the most relevant sequence positions thus
perturbed. We found a large overlap with known deter-
minants of thermostability in terms of amino acid com-
position and secondary structure, both generally and
when distinguishing between mesophiles and thermo-
philes. Moreover, the composition of enriched amino
acids and secondary structures yielded modestly predic-
tive random forest models, which is evidence that the
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DeepET network has learned more complex relationships
encoded in sequence, of which the features detected
through the perturbation analysis were lower-
dimensional projections. This gives greater confidence in
the quality and general applicability of the learned Dee-
pET features through transfer learning or data mining for
sequence properties and patterns. Checking the relevant
positions against protein domains, we saw that while the
associated biological processes of domains present in
mesophiles covered a wider range, domains thus found
in thermophiles were limited to metabolic processes and
response to stress, hinting at the adaptations of these
enzymes for higher temperatures. As the field of ML
interpretation expands in both theory and software avail-
ability, different avenues of feature identification may be
pursued besides our black-box perturbation approach. A
promising example is the integrated gradients method™
(available currently only in the PyTorch-based package
captum), as illustrated in the recent study by Kaminki
et al.>

Given these recapitulations of known primary and
secondary protein structure determinants of thermosta-
bility by DeepET's features, which were learned by the
model from sequence alone, and the observed shift in
model-relevant domains between mesophiles and ther-
mophiles, the use of the DeepET is a promising avenue
towards elucidating the physical mechanisms that convey
enzymes resistance to extreme temperatures. Future
work will therefore focus on further interpreting DeepET
and its learned representations both using in silico ana-
lyses, and in a biological context, to deepen our under-
standing of enzyme thermal adaptation.

4 | MATERIALS AND METHODS

4.1 | The OGT data set with OGT-labeled
enzyme sequences

About 6,270,107 enzyme sequences with unique Uniprot
IDs were collected from the previous study.*” After the
removal of sequences that were (a) longer than 2,000; or
(b) shorter than 100; or (c) with any non-standard amino
acids, there were 6,141,006 enzyme sequences left. Then
the cd-hit algorithm (—c 0.95, —T 20, —M 0, and other
parameters as default)®” was applied to cluster those
sequences into 3,016,273 clusters. Only the representa-
tive sequence of each cluster was used for the next step,
to keep the resulting sequences diverse. At last,
768 sequences were removed since they were present in
the T, data set (see next section) by matching Uniprot
IDs. In the end, a data set with 3,015,505 enzyme
sequences from microorganisms with known OGTs was
obtained. The data set was randomly split into training

(2,864,729 enzymes) and test (150,776 enzymes) data sets
based on a 95-5 ratio (see data distribution in
Figure S9).

4.2 | The TOPT data set with enzyme
optimal catalytic temperatures (T,pt)

This data set was taken from Li et al.,>® which contains
1,902 enzymes with known T,y collected from
BRENDA.”® The data set was randomly split into training
(1,712 enzymes) and test (190 enzymes) data sets based
on a 90-10 ratio (Figure S9).

4.3 | The TM data set with protein
melting temperatures (T',)

Leuenberger et al.’ experimentally measured melting
temperatures for more than 8,000 proteins from four spe-
cies (E. coli, S. cerevisiae, T. thermophilus, and human
cells). In this study, 2,506 proteins from three microor-
ganisms (E. coli, S. cerevisiae, T. thermophilus) with exper-
imentally measured T,, were obtained, after removal of
ones with sequences that were (a) longer than 2,000; or
(b) shorter than 100; or (c) with any non-standard amino
acids. The data set was randomly split into training
(2,255 enzymes) and test (251 enzymes) data sets based
on a 90-10 ratio (Figure S9).

44 | The MELT data set with protein
melting temperatures (Ty,)

The Meltome data set published by Jarzab et al.” contains
melting temperatures for 48,000 proteins from 13 species,
ranging from archaea to human. We first collected all T,
values from all 77 data sets and corresponding sequence
IDs therein. Only proteins with an existing UniProt ID
and protein sequence in the Uniprot database were con-
sidered. After removal of sequences that were (a) longer
than 2,000; or (b) shorter than 100; or (c) with any non-
standard amino acids, a data set with 41,725 proteins was
obtained. For those proteins with multiple T, values, the
mean value was used. The data set thus processed was
named MELT. The data set was randomly split into train-
ing (37,552 enzymes) and test (4,173 enzymes) data sets
based on a 90-10 ratio (Figure S9).

4.5 | Deep neural networks

In the present study, we used Residual networks,> with
the model architecture (Figure S1) similar to those that
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had been applied to protein functional annotation previ-
ously.** It contains 1-3 residual block(s) followed by two
fully connected (FC) layers (Figure S1b). Batch Normali-
zation® was applied after all layers; Weight dropout®
was applied after FC layers and max-pooling® was
applied after the last residual blocks. The Adam opti-
mizer®” with mean squared error loss function and ReLU
activation function® with uniform® weight initialization
were used.

4.6 | Hyper-parameter optimization

Two small OGT data sets with 10,000 samples each were
used for tuning hyper-parameters: (a) the first one was
randomly sampled from the OGT training data set
(Figure S2a); (b) the second one was sampled in a way
that the resulting samples showed a uniform OGT distri-
bution (Figure S2b). Each data set was randomly split
into training (90%) and validation (10%) data sets. The
hyper-parameters were tuned using values randomly
sampled from the defined parameter spaces (Table S1).
Around 100-200 parameter sets were randomly sampled
and tested. The best hyper-parameter set was chosen
based on the one with the lowest validation loss on each
small OGT data set. Then the model with these two
hyper-parameter sets was tested with the big OGT train-
ing data set (2,864,729 enzymes). This data set was fur-
ther split into training (95%) and validation (5%) data
sets. After manually tuning a few hyper-parameters, the
best model with the lowest validation loss was chosen as
the final hyper-parameter set (Figure S3).

4.7 | Feature extraction for enzymes in
T,pe and two protein T, data sets

A set of 5,494 rationally designed features was extracted
with iFeature.®® These features included k-mer composi-
tions (AAC, 20 features; DPC, 400), composition of k-
spaced amino acid pairs (CKSAAP, 2400), dipeptide devi-
ation from expected mean (DDE, 400), grouped amino
acid composition (GAAC, 5), composition of k-spaced
amino acid group pairs (CKSAAGP, 150), grouped dipep-
tide composition (GDPC, 25), grouped tripeptide compo-
sition (GTPC, 125), Moran autocorrelation (Moran, 240),
Geary autocorrelation (Geary, 240), normalized Moreau-
Broto (NMBroto, 240), composition-transition-
distribution (CTDC, 39; CTDT, 39; CTDD, 195), conjoint
triad (CTriad, 343), conjoint k-spaced triad (KSCTriad,
343), pseudo-amino acid composition (PAAC, 50), amphi-
philic PAAC (APAAC, 80), sequence-order-coupling

number (SOCNumber, 60), and quasi-sequence-order
descriptors (QSOrder, 100).

4.8 | UniRep

A representation with 1900 x 3 features was extracted for
each protein sequence with the previously published
deep learning model UniRep,*” which is a Multiplicative
Long-Short-Term-Memory (mLSTM) Recurrent Neural
Network that was trained on the UniRef50 data set.®

4.9 | Supervised classical ML methods
Two linear regression algorithms BayesianRidge and
Elastic Net as well as three non-nonlinear algorithms
Decision Tree, Random Forest, and Support Vector
Machine were evaluated on each feature set (iFeatures
and UniRep). Input features were firstly scaled to a stan-
dard normal distribution by xn; :%, where x; is the
values of feature i of all samples, u; and o; are the mean
and standard deviation of x;, respectively. This was done
by taking all samples, including train and test data sets
together. The training data set was further randomly split
into training and validation data sets. The validation data
set was used to tune the hyper-parameters via a greedy
search approach. The optimized model was tested on the
held out test data set and the R* score was calculated. In
Figure 3a,b, the R? score of three best regression models
were shown for iFeature and UniRep. All ML analyses in
this section were performed with scikit-learn (v0.20.3)%¢
using default settings.

410 | UMAP projection of deep
sequence representations

The TOPT data set was filtered on sequences of maxi-
mum length 2000, that had both OGT and values,
yielding 1,040 sequences. The Flatten layer outputs of the
pre-trained DeepET model were collected for these (a set
of 20,480-dimensional vectors), and a three-component
UMAP*® nonlinear projection was fitted using the umap-
lean 0.5.3 Python package, with parameters n_neigh-
bors = 15 and min_dist = 0.1 (using the default
Euclidean distance). All other parameters were left as
default. The perspective of the 3D scatter plot (elevation
and azimuth) was chosen to give the best view of the
overall point cloud. The related nonlinear projection
method t-SNE®” was also employed (using the implemen-
tation in the scikit-learn 1.0.1 Python package, with PCA
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initialization and 1,000 iterations) but did not yield a
clear sorting or clustering of points for various perplexity
values.

411 | Relevance profile analysis

The sequence perturbation study was performed on a set
of 1,554 enzymes, a subset of the TOPT data set. Rele-
vance profiles were obtained for each sequence by sliding
a 5-amino-acid-long occlusion window on the sequence,
1 amino acid at a time (thus resulting in overlapping win-
dows). For each window position, a T,,, prediction was
obtained and the perturbation or relevance score was cal-
culated as (predictiongccugeqa — prediction,,,)/prediction,,,.
As the sliding window position was bounded by the
sequence, to obtain a perturbation vector of the same
length as the sequence (and thus, a relevance score for
each amino acid), the sequence was flanked by two
repeats of the terminal amino acids. A moving average
was then performed on the resulting relevance score vec-
tor for each protein. The width of the occlusion window
was chosen to be small and match short secondary struc-
ture feature lengths. The impact of the occlusion width
was tested by performing the perturbation procedure
with windows of length 2, 5, 10, and 20, which respec-
tively represent 0.42%, 1%, 2%, and 4.2% of the average
sequence length in the set, 477. The resulting profiles
showed large overlaps (Figure S7) and the choice of
width had no impact on the resulting set of significantly
covered protein domains (Figure S8).

The amino acid enrichment of relevance profiles was
assessed by performing one-sided hypergeometric tests
between the background amino acid counts in all
sequences and the counts of amino acids occurring at sig-
nificant (absolute z-score > 2) relevance profile positions,
to test for both overrepresentation (enrichment) and
underrepresentation (depletion) of amino acids. A
p value threshold of .05 was set for significance. Cryo-
philes (OGT < 20°C, 5 sequences) were excluded due to
very low counts. The remaining set included 1,220 meso-
philes and 323 thermophiles. An analogous procedure
was performed to assess the relevance of secondary struc-
ture, starting from per-residue sequence annotations
obtained with DSSP 3 from PDB files. Due to either lack
of PDB entries or structural errors within the files, the
structural annotation set only included 874 mesophiles
and 279 thermophiles. As a sanity check, positions where
no annotation was available appeared as underrepre-
sented (depleted) and were removed from results.

The InterPro database (retrieved June 24, 2021) was
filtered to only domains at most half of the length of the
protein, to ensure balance when performing control. The
per-domain control consisted in taking the sequence S,,;

outside of a given domain and counting the number of
significantly perturbed (absolute z-score > 2) positions.
This number was divided by the number of windows in
Sour Of the same length as the domain, to give an expected
count corresponding to repeatedly randomly sampling
subsequences the same length as the domain. The final
control coverage fraction was taken as the above average
divided by the domain length.

GO slims were produced starting from the GO terms
provided for each domain in the InterPro database and
the Generic GO Subset provided by the GO Consortium
(version August 21, 2021).°*°° We selected domains that
had at least 30% of their length covered by significantly
perturbed (absolute z-score > 2) positions. The processing
was performed using the Python packages GOATOOLS
1.1.67° and obonet 0.3.0. The full list of terms of GO slims
is given in Tables S3 and S4.

412 | Software

Python v3.6 (www.python.org) scripts were used for the
computations and data analysis, using the packages
NumPy 1.18.1,”" SciPy 1.6.2,”* tensorflow 1.14,”* keras
2.2.4, Biopython 1.76,”* and PySpark 3.1.2. The code and
data are available at Zenodo (https://doi.org/10.5281/
zenodo.6351465).
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