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Purpose: Offensive discourse refers to the presence of explicit or implicit verbal 
attacks towards individuals or groups and has been extensively analyzed in linguistics 
(e.g., Culpeper, 2005; Haugh & Sinkeviciute, 2019) and in NLP (e.g., OffensEval (Zamp-
ieri et al., 2020), HASOC (Mandl et al., 2019)), under the names of hate speech, abusive 
language, offensive language, etc. The paper focuses on the presentation and discussion 
of aspects of the linguistic annotation of OFFENSIVE LANGUAGE, including creation, 
annotation practice, curation, and evaluation of an OFFENSIVE LANGUAGE annota-
tion taxonomy scheme first proposed in Lewandowska-Tomaszczyk et al. (2021) and 
Žitnik et al. (in press). An extended offensive language ontology in terms of 17 cat-
egories, structured in terms of 4 hierarchical levels, has been shown to represent the 
encoding of the defined offensive language schema, trained in terms of non-contextual 
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word embeddings – i.e., Word2Vec and Fast Text – and eventually juxtaposed to the 
data acquired by using pairwise training and testing analysis for existing categories in 
the HateBERT model.

Approach: The system is used for annotation practice in WG 4.1.1. Incivility in 
media and social media in the context of COST Action CA 18209 European network 
for Web-centred linguistic data science (Nexus Linguarum) with the INCEpTION 
tool (https://github.com/inception-project/inception) – a semantic annotation platform 
offering assistance with annotation. The current authors are the taxonomy proposers, 
annotators, and curators of the annotation practice. We identify and discuss corre-
sponding offensive category levels (types of offence target, etc.) and aspects (offensive 
language property clusters) as well as categories of expressiveness (explicit – implicit, 
figurative language types) in the data.

Findings: The results support the proposed ontology of explicit offense and posi-
tive implicitness types and a preliminary typology of more refined offensive implicitness 
categorization criteria to provide more variance among widely recognized types of fig-
urative (metaphorical, metonymic, ironic, etc.) and other languages. The use of the an-
notation system and the representation of linguistic data will be evaluated in a series of 
annotators’ comments, by means of a questionnaire method and in an open discussion. 

Value: The results will be presented, and further developments in the annotation 
taxonomy creation and practice will be included in a recommendation package to be 
considered in new proposals, i.e., an implicit offense annotation system (Bączkowska et 
al., 2022; Despot & Ostroški Anić, 2022), and its possible application to other languages 
represented in the research team towards a subsequent LOD use. 
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