
Habilitation à Diriger des Recherches

De

Sorbonne Université

Individualised, interpretable and reproducible

computer-aided diagnosis of dementia:

towards application in clinical practice

by

Ninon Burgos

Soutenue le 12 décembre 2022 devant le jury composé de :

Nicholas Ayache Directeur de recherche, Inria Examinateur

Isabelle Bloch Professeure, Sorbonne Université Examinatrice (Présidente du jury)

Olivier Colliot Directeur de recherche, CNRS Examinateur

Michel Dojat Directeur de recherche, Inserm Rapporteur

Carole Lartizien Directrice de recherche CNRS Rapportrice

Sebastien Ourselin Professeur, King’s College London Examinateur

Julia Schnabel Professeure, Helmholtz Munich Rapportrice

http://www.sorbonne-universite.fr/en




iii

Abstract
Neuroimaging offers an unmatched description of the brain’s structure and physiology,

but the information it provides is not easy to extract and interpret. A popular way to
extract meaningful information from brain images is to use computational methods based
on machine learning and deep learning to predict the current or future diagnosis of a patient.
A large number of these approaches have been dedicated to the computer-aided diagnosis of
dementia, and more specifically of Alzheimer’s disease. However, only a few are translated
to the clinic. This can be explained by different factors such as the lack of rigorous validation
of these approaches leading to over-optimistic performance and their lack of reproducibility,
but also the limited interpretability of these methods and their limited generalisability
when moving from highly controlled research data to routine clinical data. This manuscript
describes how we tried to address these limitations.

We have proposed reproducible frameworks for the evaluation of Alzheimer’s disease
classification methods and developed two open-source software platforms for clinical neu-
roimaging studies (Clinica) and neuroimaging processing with deep learning (ClinicaDL).
We have implemented and assessed the robustness of a visualisation method aiming to inter-
pret convolutional neural networks and used it to study the stability of the network training.
We concluded that, currently, combining a convolutional neural networks classifier with an
interpretability method may not constitute a robust tool for individual computer-aided di-
agnosis. As an alternative, we have proposed an approach that detects anomalies in the
brain by generating what would be the healthy version of a patient’s image and compar-
ing this healthy version with the real image. Finally, we have studied the performance of
machine and deep learning algorithms for the computer-aided diagnosis of dementia from
images acquired in clinical routine.
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Résumé

La neuro-imagerie offre une description inégalée de la structure et de la physiologie du
cerveau, mais les informations qu’elle fournit ne sont pas faciles à extraire et à interpréter.
Une façon populaire d’extraire des informations pertinentes d’images cérébrales consiste à
utiliser des méthodes basées sur l’apprentissage statistique et l’apprentissage profond pour
prédire le diagnostic actuel ou futur d’un patient. Un grand nombre de ces approches ont
été dédiées au diagnostic assisté par ordinateur de la démence, et plus spécifiquement de la
maladie d’Alzheimer. Cependant, seules quelques-unes sont transposées en clinique. Cela
peut s’expliquer par différents facteurs tels que l’absence de validation rigoureuse de ces ap-
proches conduisant à des performances trop optimistes et à leur manque de reproductibilité,
mais aussi l’interprétabilité limitée de ces méthodes et leur généralisation limitée lors du pas-
sage de données de recherche hautement contrôlées à des données cliniques de routine. Ce
manuscrit décrit comment nous avons tenté de remédier à ces limites.

Nous avons proposé des cadres reproductibles pour l’évaluation des méthodes de classifi-
cation de la maladie d’Alzheimer et développé deux plateformes logicielles open-source pour
les études de neuroimagerie clinique (Clinica) et le traitement de la neuroimagerie par ap-
prentissage profond (ClinicaDL). Nous avons implémenté et évalué la robustesse d’une méth-
ode de visualisation visant à interpréter les réseaux neuronaux convolutifs et l’avons utilisée
pour étudier la stabilité de l’entraînement du réseau. Nous avons conclu qu’actuellement, la
combinaison de réseaux neuronaux convolutifs avec une méthode d’interprétabilité peut ne
pas constituer un outil robuste pour le diagnostic individuel assisté par ordinateur. De façon
alternative, nous avons proposé une approche qui détecte les anomalies dans le cerveau en
générant ce qui serait la version saine de l’image d’un patient et en comparant cette ver-
sion saine avec l’image réelle. Enfin, nous avons étudié les performances des algorithmes
d’apprentissage statistique et profond pour le diagnostic assisté par ordinateur de la démence
à partir d’images acquises en routine clinique.
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1

Introduction

Neuroimaging for brain disorders

Medical imaging plays an important role in the detection, diagnosis and treatment moni-
toring of brain disorders. Neuroimaging includes different modalities such as X-ray com-
puted tomography (CT), magnetic resonance imaging (MRI), positron emission tomography
(PET) or single-photon emission computed tomography (SPECT).

Most neuroimaging modalities have been developed in the 1970s (Figure 1). The first CT
image of a brain was acquired in 1971 (Ambrose, 1973; Hounsfield, 1973). This technology
results from the discovery of X-rays by Wilhelm Röntgen in 1895 (Röntgen, 1896). A few
years later, PET (Ter-Pogossian et al., 1975) and then SPECT (Jaszczak et al., 1977; Keyes
et al., 1977) cameras were developed. Both modalities result from the discovery of natural
radioactivity in 1896 by Henri Becquerel (Becquerel, 1903). The first MR image of a brain
goes back to 1978 (Young et al., 1982) following the discovery of nuclear magnetic resonance
in 1946 by Felix Bloch (Bloch, 1946). Some of these imaging modalities were later combined
into hybrid scanners. The first prototype combining PET and CT was introduced into the
clinical arena in 1998 (Townsend et al., 2003) while the first PET and MR images of a brain
simultaneously acquired were reported in 2007 (Schlemmer et al., 2007; Schmand et al.,
2007). The first commercial SPECT/CT system dates back to 1999 (Patton et al., 2000)
while SPECT/MR systems are still under development (Hutton et al., 2018).

CT and MRI are the modalities of choice when studying brain anatomy while SPECT
and PET are used to image particular biological processes. Note that MRI is a versatile
modality that allows studying both brain structure and function, through the use of different
sequences. The use of these imaging modalities differs between clinical practice and research
contexts. For example, CT will be the main modality used in hospitals on adults (Smith-
Bindman et al., 2019) while MRI is by far the modality that is the most used for the
study of brain disorders with machine learning (Figure 2, top). The two disorders the most
studied in a research context with machine learning are brain tumours and dementia, mainly
Alzheimer’s disease (Figure 2, bottom).

Alzheimer Europe, 2013 estimates the percentage of people with dementia in France in
2012 as being 1.85%. This percentage goes up to 23.53% in the population aged over 80
years. The prevalence of dementia keeps increasing: in Western Europe in 2015, 7.45 million
people were affected by dementia and this number is expected to double in 2050, reaching
14.32 million (Alzheimer’s Disease International, 2015). A recent study in the US focused
on a population of 3.1 million individuals who had a claim for a service and/or treatment for
any dementia subtype (Goodman et al., 2017). The most common dementia subtype was
Alzheimer’s (43.5%), followed by vascular (14.5%), Lewy body (5.4%), and frontotemporal
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Neuroimaging for brain disorders 3

CT 5%
SPECT 3%

PET 6%

Diffusion MRI 4%

Functional MRI 12%

MRI (other or
unspecified) 70%

Epilepsy 3%
Multiple sclerosis 5%

Developmental disorders 5%

Parkinson’s disease
and related disorders 5%

Cerebrovascular disorders 10%

Psychiatric disorders 11%
Alzheimer’s disease

and other dementias 24%

Brain tumours 37%

Figure 2: Distribution by imaging modality (top) and brain disorder (bottom) of 1327
articles presenting a study using machine learning. Note that these numbers should
only be taken as rough indicators as they result from a non-exhaustive literature search.
The resulting articles (after some manual filtering) are available as a public Zotero li-
brary (https://www.zotero.org/groups/4623150/neuroimaging_with_ml_for_brain_

disorders/library) and the Scopus query appears in Appendix A.

(1.0%). However, the most common diagnosis (multiple diagnoses allowed to take into
account mixed aetiology) was ‘dementia not otherwise specified’ (present in 92.9% of the
cases). The high prevalence of this diagnostic category in the sample highlights the challenge
of making a clear diagnosis of dementia subtypes in routine clinical scenario (Goodman et
al., 2017). This issue will ultimately cause inappropriate cures to be delivered to patients,
as well as difficulties in targeting well-phenotyped patient cohorts in clinical trials.

Diseases causing dementia such as Alzheimer’s disease are chronic non-linear progres-
sive neurodegenerative disorders (Ewers et al., 2011a). Long before the clinical symptoms
of the disease appear, neuroimaging, mainly MRI and PET, plays an important role in
the diagnosis of dementias (Jagust, 2006). While structural MR images are routinely used
to estimate cerebral atrophy, diffusion tensor imaging can be used to assess white matter
integrity, and functional MR imaging is studied to detect changes in the functional brain
networks. Information derived from PET images is of crucial value for the differential diag-
nosis of dementia (Herholz, 2014). 18F-fluorodeoxyglucose (FDG) PET reflects the glucose
consumption, which correlates with the activity of the synapses, while other PET tracers
such as the Pittsburgh compound B (PiB) or Florbetapir are used to image the deposition of
beta-amyloid plaques in the brain—a core pathologic feature of certain dementia subtypes

https://www.zotero.org/groups/4623150/neuroimaging_with_ml_for_brain_disorders/library
https://www.zotero.org/groups/4623150/neuroimaging_with_ml_for_brain_disorders/library
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(Bensaïdane et al., 2016). While a single imaging modality is not enough to differentiate
between dementia subtypes, combining structural and functional modalities is expected to
improve diagnostic accuracy (Jack et al., 2008), which explains the increased use of si-
multaneous PET/MR scanners to image the different aspects of dementia (Drzezga et al.,
2014).

Computer-aided diagnosis of dementia

As mentioned in the previous section, neuroimaging offers an unmatched description of the
brain’s structure and physiology, but the information it provides is not easy to extract and
interpret. A popular way to extract meaningful information from brain images is to use
computational methods based on machine learning to provide estimates of the category of
pathology in a patient.

Classification and prediction of dementia with machine learning

Most classification methods rely on a number of training subjects, in the context of dementia
studies usually patients with Alzheimer’s disease and cognitively normal subjects, together
with a set of labels that indicate to which group each subject belongs. The first step of
these methods, known as feature extraction, involves transforming the original data into a
set of features, e.g. transforming a 3D image into a column vector of features that encodes
the pattern of glucose consumption. An optional step, the feature selection, involves the
selection of a subset of features expected to facilitate learning, e.g. selecting regions of
interest expected to differ between groups. The training feature vectors and labels are
then fed into a learning algorithm—kernel methods, and more particularly support vector
machines, or decision trees/random forests being the most popular algorithms. Finally,
the learned model can be applied to previously unseen testing subjects, which have been
put through the same feature extraction and selection procedure as the training subjects.
An alternative to traditional approaches using hand-crafted features is to let algorithms
learn the features that optimally represent the data. This concept lies at the basis of many
deep learning algorithms, which have become very popular in the medical image analysis
community (Litjens et al., 2017).

A large number of machine learning and deep learning approaches have been proposed
to classify and predict Alzheimer’s disease stages (Burgos et al., 2020; Burgos et al., 2021a;
Haller et al., 2011; Falahati et al., 2014; Rathore et al., 2017; Jo et al., 2019; Ebrahimighah-
navieh et al., 2020; Frizzell et al., 2022; Fathi et al., 2022), see Figure 3. However, only a
few are translated to the clinic. This can be explained by different factors.

Lack of reproducibility Reproducibility is defined as the ability to reproduce results
based on the same data and methodology. Key elements of reproducible research include
data sharing, fully automatic data manipulation and sharing of code. Without these ele-
ments, results cannot be reproduced, a step essential to guarantee the robustness of a tech-
nique. Initiatives have emerged to improve the reproducibility of ML and DL approaches
applied to neuroimaging.
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Figure 3: Number of articles presenting machine learning and deep learning approaches
for the computer-aided diagnosis of Alzheimer’s disease published over the years according

to PubMed (query available in Appendix A).

In particular, we have proposed reproducible frameworks for the evaluation of Alzheimer’s
disease classification methods that comprise data management tools that rely on a com-
munity standard (Gorgolewski et al., 2016); image preprocessing and feature extraction
pipelines; standard classification algorithms and CNN models; and rigorous validation pro-
cedures (Samper-González et al., 2018; Wen et al., 2020). These tools are available in the
open-source software platforms Clinica (Routier et al., 2021, www.clinica.run) and Clin-
icaDL (Thibeau-Sutre et al., 2022b, https://clinicadl.readthedocs.io). These contri-
butions will be described in Chapter 3.

Data leakage Unbiased evaluation of ML and DL algorithms is critical to assess their
potential clinical value. A major source of bias is data leakage, which refers to the use of
test data in any part of the training process (Kriegeskorte et al., 2009; Rathore et al., 2017).
Several causes of data leakage exist and have been found in published works, as revealed
in (Wen et al., 2020; Yagis et al., 2021). Not splitting the dataset at the subject-level
when defining the training, validation and test sets can result in data from the same subject
to appear in several sets. This problem can occur when patches or slices are extracted
from a 3D image, or when images of the same subject have been acquired at multiple time
points. Performing procedures such as feature selection or data augmentation before the
training/validation/test split means, in the case of feature selection, that the test set is used
to select the most relevant features. The absence of an independent test set implies that
the same data have been used to select the optimal hyper parameters of the method and
evaluate the performance.

We have tackled this issue in our software for reproducible neuroimaging processing with
deep learning (Thibeau-Sutre et al., 2022b). ClinicaDL prevents data leakage as train and
validation data characteristics are saved when the output structure is created. Then, when
evaluating the performance of a trained model on a new data group, ClinicaDL checks that
this data group does not share participants with the training and validation groups. Note

www.clinica.run
https://clinicadl.readthedocs.io
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however that this only works under the assumption that participants are always named in
the same way across data groups.

Generalisability Assessing the ability of an approach to generalise from highly-controlled
research data of a certain cohort to another cohort, and more generally to routine data, is
an essential step to ensure translation to the clinic. However, this step is rarely reached. For
example, Bouts et al., 2019 assessed whether an MRI-based classification method trained
to detect mild cognitive impairment on a clinical cohort could be used on a general popu-
lation. Even though the model could detect mild cognitive impairment better than chance,
the classification performance was moderate and probably insufficient to efficiently assist
diagnosis.

We have studied the performance of machine and deep learning algorithms for the
computer-aided diagnosis of dementia from anatomical MRI on clinical routine data origi-
nating from a hospital data warehouse. This work will be described in Chapter 4.

Interpretation The ability to understand why the ML and DL models take a given
decision is a key issue to facilitate their acceptance, know how far they can be trusted and
achieve better performance. The main idea for image-based classification methods is to
highlight the parts of the image that contribute the most to the decision (Thibeau-Sutre
et al., 2022a). This will be the topic of Chapter 2.

Detection of brain anomalies

In machine learning classification methods developed for dementia studies, neuroimaging
features, e.g. glucose consumption extracted from PET images, are often used to draw
the border that differentiates normality from abnormality. However, these features are af-
fected by the anatomical and metabolic variabilities present in the population, which acts as
confounding factors making the task of finding the frontier (i.e. the decision function) be-
tween normality and abnormality very challenging. Additionally, classification algorithms
have usually been developed for two-class problems, such as differentiating patients with
Alzheimer’s disease from cognitively normal subjects, or differentiating two dementia sub-
types (Burgos et al., 2021a). However, one of the key issues in the clinic is the differential
diagnosis of all dementia subtypes.

An alternative to computer-aided diagnosis systems that predict the current or future
diagnosis is to detect anomalies in an unsupervised way. This approach consists of generat-
ing a subject-specific model of healthy appearance for the targeted imaging modality, and
comparing the subject’s real image to the model. This results in the generation of a subject-
specific map of anomalies. Different strategies exist to generate pseudo-healthy models. I
proposed an approach based on a registration and fusion algorithm (Burgos et al., 2021b)
but deep generative models have recently demonstrated their ability to detect anomalies in
medical images (Chen et al., 2022). These approaches will be described in Chapter 1.
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Chapter 1

Anomaly detection for the
computer-aided diagnosis of dementia

This chapter results from the work that I started at the end of my PhD at UCL in the
Centre for Medical Imaging Computing and that I pursued as a postdoc in the ARAMIS
Lab at the Paris Brain Institute. Corresponding publications:

• Burgos, N., Cardoso, M.J., Samper-González, J., Habert, M.-O., Durrleman, S.,
Ourselin, S., Colliot, O.: ‘Anomaly Detection for the Individual Analysis of Brain
PET Images’. Journal of Medical Imaging, 8(2): 024003, 2021. doi:10. 1117/1.JMI.
8.2.024003 • hal-03193306

• Burgos, N., Samper-González, J., Bertrand, A., Habert, M.-O., Ourselin, S., Dur-
rleman, S., Cardoso, M.J., Colliot, O.: ‘Individual Analysis of Molecular Brain Imag-
ing Data through Automatic Identification of Abnormality Patterns’. In Molecu-
lar Imaging, Reconstruction Analysis of Moving Body Organs, Stroke Imaging Treat-
ment, LNCS, 10555: 13–22, Springer, 2017. doi:10.1007/978-3-319-67564-0_2 • hal-
01567343

• Burgos, N., Cardoso, M.J., Mendelson, A.F., Schott, J.M., Atkinson, D., Arridge,
S.R., Hutton, B.F., Ourselin, S.: ‘Subject-Specific Models for the Analysis of Patholog-
ical FDG PET Data’. In Medical Image Computing Computer-Assisted Intervention
• MICCAI 2015, LNCS, 9350: 651–658, Springer, 2015. doi:10.1007/978-3-319-24571-
3_78

1.1 Introduction

Neurological diseases such as epilepsy (De Tiege et al., 2004) or dementia (Mosconi et al.,
2008; Cerami et al., 2016b) show heterogeneous patterns of anomalies on neuroimages, for
example positron emission tomography (PET) images. These specific patterns of anomaly
are important to distinguish between different syndromes and establish an accurate diagno-
sis (Herholz, 1995; Panegyres et al., 2009; Heiss et al., 2012; Ossenkoppele et al., 2013; Rice

https://doi.org/10.1117/1.JMI.8.2.024003
https://doi.org/10.1117/1.JMI.8.2.024003
https://hal.inria.fr/hal-03193306
https://doi.org/10.1007/978-3-319-67564-0_2
https://hal.inria.fr/hal-01567343
https://hal.inria.fr/hal-01567343
https://doi.org/10.1007/978-3-319-24571-3_78
https://doi.org/10.1007/978-3-319-24571-3_78
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et al., 2017; Bouwman et al., 2018). In clinical practice, PET images are mostly analysed
visually. The sensitivity and specificity of this approach greatly depends on the observer’s
experience and is not in favour of centres where advanced expertise in image reading is
unavailable (Perani et al., 2014). Quantitative analysis of PET images would alleviate this
problem by helping define an objective limit between normal and pathological findings.

PET uptake can be quantitatively evaluated either regionally or on a voxel-by-voxel ba-
sis. In regional analysis, the regional uptake is compared with the regional uptake expected
in a normal control population. This analysis usually requires prior knowledge to select the
appropriate atlas and relevant discriminant regions, which should be adapted to a specific
pathology, limiting its use (Signorini et al., 1999).

In voxel-wise analysis, a subject’s PET image is usually aligned to a standardised group
space to compare the uptake of the spatially normalised scan to a distribution obtained
from normal control scans, on a voxel-by-voxel basis. The approach implemented in Neuro-
stat (Minoshima et al., 1995b; Drzezga et al., 2005) consists of registering the PET image
of the subject under investigation to a standard space and comparing it to a population
of controls by means of a Z-score. The Z-score map is then projected onto different sur-
faces resulting in three-dimensional stereotactic surface projections that are used for image
interpretation. Other software tools implementing a similar technique have been used for
the analysis of PET data, such as NeuroGam (GE Healthcare, Waukesha, WI, USA) (Re-
nard et al., 2013). Signorini et al., 1999 used the general linear model implemented in the
Statistical Parametric Mapping (SPM) software package (Friston et al., 1994) to compare
a subject’s PET image to a population of controls. The t statistic corresponds to the dif-
ference between the mean uptake of the control group and the uptake of the subject being
analysed, divided by the error estimated with the control group data (after correction for
age and global metabolism). A similar approach was also used by Patterson et al., 2011,
Perani et al., 2014 and Cerami et al., 2016a. Exploratory in nature, voxel-wise techniques
require less prior information than regional analysis, but their sensitivity is limited by inter-
subject variability in non-pathological tracer uptake, making pathological effects harder to
detect (Signorini et al., 1999). The fact that the images have to be registered to a standard
space can also decrease the sensitivity as the non-linear registration step may conceal subtle
anomalies.

We proposed a framework for the individual analysis of PET data that consists of creat-
ing a subject-specific model of healthy PET appearance and comparing the patient’s PET
image to the model via a regularised Z-score (Burgos et al., 2015; Burgos et al., 2017b;
Burgos et al., 2021b). The resulting voxel-wise Z-score map can be interpreted as an ab-
normality map, as it statistically evaluates the localised deviation of the subject-specific
uptake with respect to the healthy uptake distribution. The abnormality maps are meant
to help clinicians identify more easily pathological areas and also improve the interpretabil-
ity of subsequent computer-aided analyses. We validated the proposed framework first by
generating abnormality maps for healthy control subjects to ensure that no erroneous ab-
normalities are detected. We then generated abnormality maps for subjects at different
stages of Alzheimer’s disease (AD) and used them as features to feed a classifier. This
was to ensure that the proposed method was able to extract for each individual the signal
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Figure 1.1: Subject-specific anomaly detection framework. The control dataset is first
transported into the subject space. To generate the subject-specific model of healthy PET
appearance, the set of registered PETs is locally selected and fused. Finally, the subject-

specific abnormality map is computed by means of a regularised Z-score.

characteristic of abnormality. Finally, we applied the proposed framework to a dataset of
subjects with different types of frontotemporal dementia (FTD) syndromes.

1.2 Methods

The proposed anomaly detection framework, illustrated in Figure 1.1, consists of selecting,
in a control dataset, the subjects that are the most similar to the subject being analysed
in terms of demographic characteristics and morphology, creating a subject-specific model
of healthy PET uptake from the selected controls and the target subject’s anatomical mag-
netic resonance (MR) image, and using the resulting model to create a subject-specific
abnormality map.

1.2.1 Database of control atlases

The approach relied on a database of atlases, each composed of a pair of co-registered
anatomical MR and PET images. The atlases were globally aligned in a common space.
This was performed by mapping to a common coordinate frame the MR images from all
the atlases via an affine groupwise registration (Modat et al., 2014). The transformations
were then applied to the MR and PET images by updating their image coordinate system
(without resampling).

1.2.2 Atlas pre-selection

An atlas pre-selection step was performed to discard the control atlases too dissimilar to the
target and thus limit the computational time while maintaining a high synthesis accuracy.
Two strategies were explored: one relying on the demographic characteristics, the other on
the anatomical images themselves.
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1.2.2.1 Demographic-based pre-selection

Both age and sex have been shown to influence brain metabolism, even though it is not
clear whether this can be explained by the underlying morphology (Murphy et al., 1996;
Cosgrove et al., 2007; Kalpouzos et al., 2009; Curiati et al., 2011; Knopman et al., 2014).
To limit this influence, the demographic-based pre-selection first consisted of selecting the
control atlases of the same gender as the target. The atlases closest in terms of age to the
target were then picked.

1.2.2.2 Image-based pre-selection

The image-based strategy preselects the atlases according to their global morphological
similarity to the target, as assessed by a global similarity measure, the normalised cross-
correlation (NCC). The anatomical MR image of a randomly-chosen reference atlas was
affinely registered to the MR image of the target subject. Because all the control atlases
were pre-aligned with each other, the resulting affine transformation was applied to the
anatomical MR image of each control atlas and the NCC was computed between each
resampled control atlas and the target subject. The control atlases with the highest NCC
were selected.

1.2.3 Inter-subject registration and atlas local selection

The anatomical MR images of the pre-selected atlases were non-rigidly registered to the
target subject’s MR image (Modat et al., 2010), and the PET images of the atlases, pre-
aligned with the MR images, were mapped using the same transformation to the target
subject. This inter-subject coordinate mapping was obtained using a symmetric global
registration followed by a cubic B-spline parametrised non-rigid registration as implemented
in NiftyReg (Modat et al., 2010). The normalised mutual information was used as similarity
measure. The non-rigid registrations were performed with a pyramidal approach with three
levels. The finer lattice of control points had a spacing of 5 mm along each axis.

Once non-rigidly aligned with the target subject, the atlases closest in terms of mor-
phology to the target subject were identified. This morphological similarity was assessed
at the voxel level using a local image similarity measure, the structural image similarity
(SSIM) (Wang et al., 2004). The SSIM between two anatomical MR images IMRI and JMRI

at voxel x is given by

SSIM(IMRI(x), JMRI(x)) =
2µIMRI(x)µJMRI(x) + C1

µ2
IMRI(x) + µ2

JMRI(x) + C1
×

2σIMRI,JMRI(x) + C2

σ2
IMRI(x) + σ2

JMRI(x) + C2
. (1.1)

C1 and C2 are two constants used to improve the stability of the structural similarity
that depend on the range of the voxel values (Wang et al., 2004). The means and standard
deviations were calculated using a Gaussian kernel GσG with standard deviation σG through
density normalised convolution (Cachier et al., 2003; Burgos et al., 2017a)

µIMRI(x) =
[GσG

∗IMRI](x)
[GσG

∗Ω](x)
, σ2

IMRI(x) = µIMRI2(x)− µ2
IMRI(x),

σIMRI,JMRI(x) = µIMRI·JMRI(x)− µIMRI(x) · µJMRI(x),
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where ∗ denotes the convolution operator. GσG ∗Ω represents a density normalisation term
that compensates for areas with missing information where Ω is a density function equal to
1 where the fields of view overlap and 0 otherwise.

The local selection was performed via a weighted scheme. The weights reflect the con-
tribution of each control atlas to the model. They were obtained at each voxel x by ranking
the SSIM across the N control atlases globally pre-selected and by applying an exponential
decay function:

wn(x) = e−βrn(x) , (1.2)

where rn(x) denotes the rank of the nth control atlas. Using the rank instead of the SSIM
value means that the sum and separation of the weights for different voxels are the same
at each voxel location, leading to more stable results (Burgos et al., 2014). For each voxel,
the atlases contributing the most to the model are the ones with the highest morphological
similarity to the target subject.

1.2.4 Subject-specific models of healthy PET appearance

To generate the subject-specific model, which is composed of two elements: a spatially-
varying weighted average and a spatially-varying weighted standard deviation, the control
atlases locally selected were fused based on their morphological similarity to the target
subject. For each of the N pre-selected atlases in the control dataset, let the nth mapped
PET image be denoted by JPET

n . The two subject-specific model elements (IPET
µ , IPET

σ )
were computed as follows:

IPET
µ (x) =

∑N
n=1wn(x) · JPET

n (x)∑N
n=1wn(x)

,

IPET
σ (x) =

√√√√ Nw

Nw − 1

∑N
n=1wn(x) ·

(
JPET
n (x)− IPET

µ (x)
)2∑N

n=1wn(x)

(1.3)

where Nw is the number of non-zero weights.

1.2.5 Subject-specific abnormality maps

To compare the target subject’s PET image (IPET) to the subject-specific model, in our
preliminary work (Burgos et al., 2015) a Z-score was computed for each voxel of the image.
However, we observed that this leads to the generation of high frequency signals in certain
areas due to the standard deviation approaching zero. To avoid this problem, we define a
regularised Z-score

Z̃(x) =
IPET(x)− IPET

µ (x)

ÎPET
σ (x)

(1.4)

with

ÎPET
σ (x) =

Pk(I
PET
σ ) if IPET

σ (x) < Pk(I
PET
σ )

IPET
σ (x) otherwise

, (1.5)
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Table 1.1: Summary of the ADNI participants’ demographics, clinical scores and amyloid
status.

N Age Gender MMSE CDR Amyloid status

CNopti 23 74.6 ± 5.8
[65.4; 89.0] 9 F / 14 M 28.4 ± 1.6

[24; 30] 0: 23 23 - / 0 +

CN 131 73.6 ± 6.4
[56.2; 85.6] 67 F / 64 M 29.1 ± 1.1

[25; 30] 0: 131 89 - / 42 +

EMCI 142 70.9 ± 7.0
[55.5; 88.6] 65 F / 77 M 28.4 ± 1.6

[24; 30] 0: 1; 0.5: 141 74 - / 68 +

LMCI 120 72.0 ± 7.9
[55.0; 91.4] 62 F / 58 M 27.7 ± 1.8

[24; 30] 0.5: 119; 1:1 42 - / 78 +

AD 99 74.4 ± 8.0
[55.9; 88.5] 44 F / 55 M 22.9 ± 2.2

[19; 26] 0.5: 46; 1: 52; 2: 1 12 - / 87 +

Abbreviations: CN: cognitively normal; EMCI: early mild cognitive impairment; LMCI: late mild cognitive
impairment; AD: Alzheimer’s disease; MMSE: Mini-Mental State Examination; CDR: global Clinical

Dementia Rating.

where Pk(I
PET
σ ) is the kth percentile of IPET

σ , computed only from brain voxels using a
sorting-based algorithm.

The voxel-wise regularised Z-score map can be interpreted as an abnormality map, as it
statistically evaluates the localised deviation of the subject-specific uptake with respect to
the healthy uptake distribution.

1.3 Validation on Alzheimer’s disease

1.3.1 Materials: Alzheimer’s disease cohort

Part of the data used in this work were obtained from the Alzheimer’s Disease Neuroimaging
Initiative database (ADNI)1. The ADNI was launched in 2003 as a public-private partner-
ship, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI
has been to test whether serial MRI, PET, other biological markers, and clinical and neu-
ropsychological assessment can be combined to measure the progression of mild cognitive
impairment (MCI) and early AD. For up-to-date information, see www.adni-info.org.

We selected 515 participants from the ADNI2 database who had T1-weighted (T1w)
MRI, 18F-FDG PET, and Florbetapir (18F-AV45) PET images at baseline and were di-
agnosed as cognitively normal (CN), early MCI (EMCI), late MCI (LMCI) or AD. The
diagnosis relies on three main criteria: the absence or presence of memory complaints, the
Mini-Mental State Examination (MMSE) score and the Clinical Dementia Rating (CDR)
score (Petersen et al., 2010). 23 CN subjects with an amyloid negative status were extracted
from the main dataset for parameter optimisation purposes. This set is referred to as the
CNopti dataset in the following. Table 1.1 summarises the demographic characteristics, clin-
ical scores, and amyloid status of the participants. Subjects were categorised as amyloid
positive (Aβ+) or negative (Aβ−) based on a cortical mean cutoff of 1.11 on Florbetapir
PET (Landau et al., 2012). The database of control atlases used in this paper is composed
of the CN participants amyloid negative (n = 89).

1adni.loni.usc.edu, see also Appendix B

www.adni-info.org
adni.loni.usc.edu
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1.3.1.1 Image acquisition

The acquisition protocols of the 3D T1w images can be found in (Jack et al., 2010). The
images were downloaded after correction of image geometry distortion due to gradient non-
linearity (gradwarp) and correction of the image intensity non-uniformity (Jack et al., 2010).
The ADNI2 FDG PET protocol consisted of a dynamic acquisition of six five-minute frames,
30 to 60 minutes post-injection, and the Florbetapir PET protocol consisted of a dynamic
acquisition of four five-minute frames from 50 to 70 minutes post-injection (Jagust et al.,
2015). For both tracers, images were downloaded after several stages of preprocessing:
frame averaging, spatial alignment, interpolation to a standard voxel size, and smoothing
to a common resolution of 8 mm full width at half maximum.

1.3.1.2 Image preprocessing

For each subject, the T1w MR image was corrected for intensity non-uniformity following a
non-parametric intensity non-uniformity normalisation method (Tustison et al., 2010) and
was mapped to the PET images using a rigid transformation. The T1w MR images, resam-
pled to the PET voxel grid of 1.5 × 1.5 × 1.5 mm3, were then parcellated into 143 different
regions using a multi-atlas propagation and fusion algorithm implemented in NiftySeg (Car-
doso et al., 2015). The PET images were intensity-normalised using the average uptake in
reference regions that were extracted from the parcellated T1w MR images. The pons was
used for the FDG PET images (Minoshima et al., 1995a) and the whole cerebellum for the
Florbetapir PET images (Hutton et al., 2015). The MR and PET images of all the subjects
were globally aligned in the common space of the control atlases (Section 1.2.1), via an
affine groupwise registration (Modat et al., 2014). This step is not necessary to generate
abnormality maps but facilitates the subsequent group-space analyses.

1.3.2 Parameter optimisation

Two parameters were optimised using a leave-one-out cross validation on the 23 subjects
from the CNopti subset: the standard deviation of the Gaussian kernels used in Eq. (1.1)
(σG, expressed in voxels), which controls the size of the neighbourhood where the local
similarity measure is computed:

σG =
[
1 3 5 7 9

]
,

and β from Eq. (1.2) whose value influences the repartition of the weights:

β =
[
1 0.5 0.25 0.1 0.01

]
.

The weighted sum tends to the mean when β is small.
For each tracer, a pseudo-healthy PET image (Iµ in Eq. (1.3)) was generated using the

proposed method from the subject’s T1w MR image. This pseudo-healthy PET image was
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Figure 1.2: Average rMAE between the real and pseudo-healthy PET images in the grey
matter (GM) and whiter matter (WM) regions for varying values of σG and β. The selected
parameters are σG = 3 and β = 0.25, giving an average rMAE of 10.1% (GM) and 8.6%

(WM) for FDG PET and 10.4% (GM) and 7.6% (WM) for Florbetapir PET.

then compared to the real PET image (I) using the relative mean absolute error, defined as

rMAE = 100 ∗
∑

x |Iµ(x)− I(x)|∑
x I(x)

. (1.6)

The rMAE was computed in the grey matter (GM) and white matter (WM) regions for
both tracers. Values averaged over all subjects are shown in Figure 1.2. For both tracers,
the lowest MAE were obtained with σG = 2 or 3 and β = 0.25. We chose σG = 3 to favour
smoother and less patchy images. The selected parameters are thus σG = 3 and β = 0.25,
giving an average rMAE of 10.1% (GM) and 8.6% (WM) for FDG PET and 10.4% (GM)
and 7.6% (WM) for Florbetapir PET.

The percentile used in Eq. (1.5) to regularise the Z-score was determined experimentally
as a compromise between reducing the number of outliers and preserving enough standard
deviation information. It was set to k = 10.

1.3.3 Validation scheme

The validation was performed in two steps. First, the pseudo-healthy PET images of the
CN subjects amyloid negative were compared with their real PET images. The abnormality
maps were then used as features to perform individual classification.

1.3.3.1 Synthesis accuracy

The first step of the validation consisted of comparing the pseudo-healthy PET images of
the CN subjects amyloid negative to their real PET images. As these subjects should not
present abnormalities, the pseudo-healthy and real PET images should be as similar as
possible. This similarity was assessed using the rMAE.
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1.3.3.2 Individual classification

To assess the ability of the abnormality maps to extract relevant information from PET
data, the abnormality maps were used as features to feed a linear SVM classifier.

Non-linear alignment to group space A way to compare the abnormality maps, each
generated in the subject’s native space, across all the subjects, is to align them with each
other. As the T1 images from all the subjects were already mapped to a common coordinate
frame via an affine groupwise registration, the T1 images were subsequently non-rigidly reg-
istered to the group-space. The same transformations were then applied to the abnormality
maps.

Linear SVM classifier We chose a linear SVM to classify the abnormality maps. A linear
kernel was calculated using the inner product for each pair of abnormality maps available in
the dataset (using all the brain voxels). The cross-validation (CV) procedure included two
nested loops: an outer loop evaluating the classification performance and an inner loop used
to optimise the hyperparameter C that regularises the SVM. For the outer loop, we used 250
stratified shuffle splits with a test size of 30%. Note that, for a same task, the splits were kept
the same between the different types of features tested. We used an inner k-fold with k =
10. This individual classification was performed with tools implemented in Clinica (Routier
et al., 2021; Samper-González et al., 2018) that rely on scikit-learn (Pedregosa et al., 2011).

Classification tasks The experiments consisted of different tasks with varying degrees
of difficulty:

• differentiating cognitively normal subjects from subjects with a disease, i.e. CN Aβ−

vs AD Aβ+, CN Aβ− vs LMCI Aβ+, CN Aβ− vs EMCI Aβ+ (using FDG PET);

• differentiating between subjects at the beginning and at the end of the early stage of
the disease, i.e. EMCI Aβ+ vs LMCI Aβ+ (using FDG PET);

• differentiating between amyloid negative and amyloid positive subjects, i.e. Aβ− vs
Aβ+ (using Florbetapir PET).

For the first two experiments, 322 subjects (89 CN Aβ−, 68 EMCI Aβ+, 78 LMCI Aβ+ and
87 AD Aβ+) were considered, while for the last experiment 492 subjects (217 Aβ− and 275
Aβ+) were analysed.

Comparison with standard approaches To set the results in perspective, the subjects’
PET image itself and two standard Z-maps were also used as features and fed to the classifier.
For each subject, a first Z-map was obtained by comparing the subject’s PET image in the
group space to the mean and standard deviation computed from the 89 subjects of the
control dataset, also in the group space. A second Z-map was obtained by first pre-selecting
the control subjects using demographic characteristics, as in Section 1.2.2.1, and comparing
the subject’s PET image in the group space to the mean and standard deviation computed
from the pre-selected control subjects, also in the group space.
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1.3.4 Results

Abnormality maps were generated for each of the 492 ADNI2 participants selected, for
both the FDG and Florbetapir PET images. Note that for the CN β− subjects (forming
the control dataset), a leave-one-out strategy was used, i.e. the images of the CN subject
being processed were excluded from the control database. For the demographic-based pre-
selection, the 30 control atlases of the same gender and closest in terms of age to the target
subject were selected. For the image-based pre-selection, the 30 control atlases with the
highest NCC were selected. The number of pre-selected atlases was chosen as a compromise
between having a representative database of controls and computational time.

Examples of abnormality maps are displayed in Figure 1.3 for a CN, an early MCI, a late
MCI and an AD subject. We observe that, as expected, no specific signal is being detected
for the CN subject, for both the FDG and Florbetapir tracers. For the EMCI and LMCI
subjects, abnormal glucose uptake is detected mainly in the precuneus and in the medial-
lateral temporal lobe, and abnormal amyloid deposition is detected in the frontal, parietal,
temporal and cingulate cortices, which is consistent with previous observations (Forsberg
et al., 2008). Finally, for the AD subject, abnormal glucose uptake is also detected mainly
in the precuneus and in the medial-lateral temporal lobe, and abnormal amyloid deposition
is detected in all the cortex, which is typical of AD (Jagust, 2006).

1.3.4.1 Synthesis accuracy

The rMAE results obtained when comparing the pseudo-healthy PET images of the CN
subjects amyloid negative with their real PET images are displayed in Figure 1.4.

The pre-selection strategy has no significant impact (p > 0.05, paired t-test) on the
synthesis accuracy: for the FDG tracer, the average rMAE is of 11.6% for the image-based
and 11.4% for the demographic-based pre-selection; and for the Florbetapir tracer, the
average rMAE is of 11.5% for the image-based and 11.3% for the demographic-based pre-
selection. These results are consistent with the ones obtained for the optimisation dataset
(rMAE in the brain of 11.2% for FDG and 10.9% for Florbetapir).

FDG Florbetapir

rM
AE

 (%
)

0

5

10

15

20

25

30   Demographic
  Image

Figure 1.4: Boxplots displaying the mean (diamond), median, lower and upper quartiles,
and minimum and maximum of the rMAE between the real and pseudo-healthy PET

images for the CN amyloid negative subjects.
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Table 1.2: Balanced accuracy obtained when using PET images, state-of-the-art Z-maps,
and the subject-specific abnormality maps (both with image-based and demographic-based
pre-selection) as features of the linear SVM classification algorithm. The average ± SD
balanced accuracy, obtained over 250 repeats, is expressed in percentages. For each task,

the highest balanced accuracy is highlighted with bold font.

Tracer Task PET
Z-map Abnormality map

No
pre-select.

Demographic
pre-select.

Image
pre-select.

Demographic
pre-select.

CN Aβ− vs AD Aβ+ 89.3 ± 4.3 90.8 ± 3.9 90.9 ± 4.1 91.4 ± 3.9 92.4 ± 3.7
CN Aβ− vs LMCI Aβ+ 73.4 ± 6.1 75.3 ± 5.2 77.2 ± 5.3 74.9 ± 5.2 76.7 ± 5.3
CN Aβ− vs EMCI Aβ+ 58.3 ± 6.7 62.6 ± 6.2 62.2 ± 5.8 60.0 ± 6.2 64.7 ± 5.8FDG

EMCI Aβ+ vs LMCI Aβ+ 58.3 ± 6.0 59.1 ± 6.2 60.6 ± 6.1 56.3 ± 6.4 61.1 ± 6.0
Florbetapir Aβ− vs Aβ+ 95.0 ± 1.5 96.3 ± 1.3 96.2 ± 1.3 96.1 ± 1.3 96.1 ± 1.4

1.3.4.2 Individual classification

The balanced accuracies obtained for the different features and tasks are displayed in Ta-
ble 1.2. No matter the task, the abnormality maps obtained with the demographic-based
pre-selection lead to similar (Florbetapir PET tasks) or higher (FDG PET tasks) balanced
accuracies than the abnormality maps obtained with the image-based pre-selection. The
effect of the demographic-based pre-selection is also visible when comparing the Z-maps
computed from the whole control dataset or from pre-selected control subjects: the ac-
curacy is usually equivalent or higher in the later case. The classification performance is
generally higher when the Z-maps and abnormality maps are used as features rather than
the PET images themselves. For the majority of the FDG tasks, the balanced accuracy ob-
tained for the proposed method with demographic-based pre-selection is slightly higher than
the balanced accuracy obtained using the Z-maps with demographic-based pre-selection as
features. The benefits of the abnormality maps seem to slightly increase with the difficulty
of the task: 62.2% vs 64.7% for the CN vs EMCI task and 60.6% vs 61.1% for the EMCI
vs LMCI task.

When analysing Florbetapir data, using the PET images themselves, the state-of-the-art
Z-maps or the proposed abnormality maps leads to similar, highly accurate, classification
results. These highly accurate results were expected, but are here confirmed, as differen-
tiating amyloid negative from amyloid positive subjects based on features extracted from
Florbetapir data is a quite trivial task.

Overall, the classification results obtained for the abnormality maps confirms their ability
to detect meaningful signal from both FDG and Florbetapir PET images.

1.4 Application to frontotemporal dementia

1.4.1 Materials: frontotemporal dementia cohort

Data for the FTD cohort were obtained from NIFD, which uses the ADNI platform to
make available data from the frontotemporal lobar degeneration neuroimaging initiative
(FTLDNI). FTLDNI2 is founded through the National Institute of Aging, and started in

2http://memory.ucsf.edu/research/studies/nifd, see also Appendix B

http://memory.ucsf.edu/research/studies/nifd
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2010. The primary goals of FTLDNI are to identify neuroimaging modalities and methods
of analysis for tracking frontotemporal lobar degeneration and to assess the value of imaging
versus other biomarkers in diagnostic roles. The Principal Investigator of FTLDNI is Dr.
Howard Rosen, MD at the University of California, San Francisco. The data is the result of
collaborative efforts at three sites in North America.

We focused on the 12 participants who had T1w MRI and 18F-FDG PET images with
an iterative reconstruction at baseline. Four subjects were cognitively normal (CN), seven
diagnosed as behavioural variant FTD (bvFTD) and one as semantic variant primary pro-
gressive aphasia (svPPA). The neuropsychological battery included functional measures,
such as the FTD-specific Clinical Dementia Rating (CDR), and cognitive measures, such as
the Mini-Mental State Examination (MMSE) that includes tests of orientation, attention,
memory, language and visuospatial ability, the Boston Naming Test (BNT) that assesses
word-finding ability, and a verbal fluency test assessing the ability to retrieve specific in-
formation within the animal category (Knopman et al., 2008; Staffaroni et al., 2019). The
subjects’ demographic characteristics and clinical scores are displayed in Figure 1.5.

1.4.1.1 Image acquisition

Both the MRI and PET images were acquired at the Mayo Clinic, Rochester. 3D T1w MR
images were acquired on a GE Discovery MR750 or GE Signa HDxt 3T scanner using the
following sequence parameters: TR ≈ 7 ms, TE ≈ 3 ms, TI = 900 ms, flip angle = 8°,
slice thickness = 1.2 mm, in-plane resolution = 1.0 × 1.0 mm2, matrix = 256 × 256 × 166.
The images were downloaded after correction of image geometry distortion due to gradient
non-linearity (gradwarp) and correction of the image intensity non-uniformity. The FDG
PET images were acquired on a GE Discovery RX PET/CT scanner following a protocol
that consisted of a dynamic acquisition of six five-minute frames, 30 to 60 minutes post-
injection. PET images were reconstructed using a 3D iterative method and displayed in a
256 × 256 × 47 matrix (voxel size 1.17 × 1.17 × 3.27 mm3).

1.4.1.2 Image preprocessing

The T1w MR images were corrected for intensity non-uniformity (Tustison et al., 2010)
and parcellated into 143 different regions (Cardoso et al., 2015). For each PET acquisition,
each frame was rigidly registered to the first frame and the co-registered frames were then
averaged. The averaged PET image was mapped to the T1w MR image using a rigid trans-
formation. The PET image, resampled to the T1w MRI, was smoothed using a Gaussian
kernel with a standard deviation of two voxels (to obtain images with a resolution similar to
that of the ADNI database) and intensity-normalised using the average uptake in the pons,
which was extracted from the parcellated T1w MR image.

1.4.2 Results

Abnormality maps were generated for the 12 subjects of the FTD cohort using the CN sub-
jects amyloid negative from the ADNI cohort as atlases. Demographic-based pre-selection
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was performed by selecting the 30 control atlases of the same gender and closest in terms
of age to the target subject.

Abnormality maps obtained for two bvFTD subjects and the svPPA subject are dis-
played in Figure 1.6. This figure highlights the fact that bvFTD is a very heterogeneous
syndrome: neurodegeneration can affect the frontal lobe (Figure 1.6, centre), or also the
temporal and parietal lobes (Figure 1.6, left) (Whitwell et al., 2009; Rohrer et al., 2013).
The svPPA subject shows typical asymmetric hypometabolism affecting mainly the tempo-
ral pole, entorhinal area and hippocampus (Rabinovici et al., 2008).

Comparisons were restricted to ten clinically relevant regions for the sake of brevity.
These regions were either selected to represent the areas where abnormal uptake, compared
with controls, is expected for bvFTD:

• the orbitofrontal region, comprising the anterior, posterior, medial and lateral orbital
gyri (Grimmer et al., 2004; Jeong et al., 2005; Diehl-Schmid et al., 2007; Tosun et al.,
2016);

• the dorsolateral prefrontal region, comprising the inferior, middle and superior frontal
gyri (Grimmer et al., 2004; Jeong et al., 2005; Diehl-Schmid et al., 2007; Kanda et al.,
2008; Tosun et al., 2016);

• the ventromedial prefrontal region, comprising the gyrus rectus, medial frontal cortex,
subcallosal area, superior frontal gyrus medial segment (Jeong et al., 2005; Diehl-
Schmid et al., 2007; Kanda et al., 2008; Tosun et al., 2016);

• the lateral temporal region, comprising the inferior, middle and superior temporal
gyri (Diehl-Schmid et al., 2007; Kanda et al., 2008; Tosun et al., 2016);

• the parietal region, comprising the precuneus and the supramarginal and angular
gyri (Grimmer et al., 2004; Jeong et al., 2005; Diehl-Schmid et al., 2007; Tosun et al.,
2016);

• the cingulate (Jeong et al., 2005; Diehl-Schmid et al., 2007; Kanda et al., 2008; Tosun
et al., 2016);

• the insula(Jeong et al., 2005; Diehl-Schmid et al., 2007; Tosun et al., 2016);
• the midbrain region, comprising the caudate, pallidum, putamen and thalamus (Grim-

mer et al., 2004; Jeong et al., 2005; Diehl-Schmid et al., 2007; Kanda et al., 2008);
or svPPA:

• the anterior temporal region, comprising the hippocampus, amygdala, temporal pole
and entorhinal area (Rabinovici et al., 2008);

or to act as a neutral region where no hypometabolism is expected:
• the occipital region, comprising the inferior, middle and superior occipital gyri, and

occipital fusiform gyrus.
Each hemisphere was analysed separately to account for left/right asymmetry.
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Figure 1.5 displays average Z-scores obtained with the proposed method for each ROI.
We note that the controls have approximately zero Z-scores in all regions while highly
negative Z-scores are observed for bvFTD and svPPA subjects in regions where a reduced
uptake is expected when compared with healthy controls. The svPPA subject shows typical
asymmetric hypometabolism affecting the anterior temporal region (Rabinovici et al., 2008).
This figure again highlights the heterogeneity of bvFTD: the areas affected and the degree
of hypometabolism vary across subjects. Several subjects present hypometabolism only in
the frontal lobe (e.g. subject #08), while for others hypometabolism is present in both the
frontal and temporal lobes (e.g. subject #07). The parietal region can also be affected, even
though not as much as the frontal and temporal regions (subject #07). On the contrary,
we observe for some patients a hypermetabolism in the occipital region (e.g. subject #08),
which has already been described (Kanda et al., 2008). The subjects may or may not
present left/right observed asymmetries. The degree of hypometabolism appears consistent
with the neuropsychological scores. For example, the low degree of anomaly observed for
subject #09 can be explained by his high MMSE, BNT and verbal fluency scores, and
low FTD-CDR score, compared with the other bvFTD subjects. Subjects with the highest
degree of anomaly in the left anterior temporal region are the ones with the lowest verbal
fluency score, which is in accordance with the fact that this region has been shown to be
critical for semantic abilities (Rogers et al., 2006).

1.5 Discussion

We presented a method for the individual analysis of PET data providing voxel-wise statis-
tics of normality/abnormality. The method consists of creating a subject-specific model
of healthy PET appearance and comparing the patient’s PET image to the model via a
regularised Z-score. We validated the proposed method by generating abnormality maps for
healthy controls and subjects at different stages of Alzheimer’s disease, and we applied the
framework to the analysis of frontotemporal dementia.

We first ensured that the method was able to generate accurate subject-specific models
of healthy PET appearance by applying it to normal control subjects and showed that no
anomalies were detected for this population (Figures 1.3, 1.4 and 1.5). We then applied it
to subjects at different stages of Alzheimer’s disease and to subjects with two subtypes of
frontotemporal dementia. In both cases, we observed that the abnormality maps obtained
with the proposed method coincided with the regions where uptake abnormalities were
expected (Figures 1.3, 1.5 and 1.6).

The proposed framework was also validated using the abnormality maps as inputs of a
classifier. For comparison, we also used the PET images themselves and standard Z-maps
as features. The different approaches produced comparable accuracies for all the tasks
tested: differentiating CN from early MCI, late MCI and AD, differentiating early from
late MCI, and differentiating amyloid negative subjects from amyloid positive subjects.
More accurate results were systematically obtained with the proposed method than with
the PET images themselves. Theses results demonstrated that the proposed approach was
able to automatically locate and characterise the areas characteristic of dementia. The
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classification results also highlighted the importance of selecting control subjects matching
the demographic characteristics of the subject under investigation. This may be due to the
fact that age and sex influence brain metabolism, and that these differences are not captured
when comparing structural MR images. Note that the objective of the proposed framework
was not to generate features leading to a higher classification accuracy, but rather to provide
feature maps easily interpretable.

A limitation of the proposed strategy is the computational cost. The bottleneck is the
inter-subject registration, which takes on average 18 min per atlas when run on two standard
CPUs for a reference image of size 256 × 256 × 166. When the inter-subject registrations
are run in parallel for all the atlases, an abnormality map can be generated in less than
25 min. The inter-subject registration step could be accelerated using deep learning-based
approaches that can perform pair-wise registration in less than a minute (Vos et al., 2019;
Fan et al., 2019; Ding et al., 2019).

The abnormality maps could have two complementary uses. They could i) help clinicians
in their diagnosis by highlighting, in a data-driven fashion, the pathological areas obtained
from the individual PET data, and ii) improve the interpretability of subsequent analyses,
such as computer-aided diagnosis or spatio-temporal modelling.

1.6 Perspectives

The subject-specific model of healthy appearance is composed of two elements, a spatially-
varying weighted average and a spatially-varying weighted standard deviation, that are
currently obtained by registering the images of a population of healthy controls to the
target subject, locally selecting the registered controls that are morphologically the most
similar to the target subject, and locally fusing the PET images of the selected controls.

The spatially-varying weighted average could be obtained using other image synthesis
approaches, such as deep learning methods (Li et al., 2014; Bi et al., 2017; Sikka et al.,
2018; Wei et al., 2018; Wei et al., 2019; Xia et al., 2020), which have been shown to be more
accurate than atlas-based methods (Nie et al., 2016; Kläser et al., 2018; Xiang et al., 2018).
However, they would not generate the latter in a straightforward manner. The standard
deviation is an important component of the model as it decreases the degree of the anomalies
detected in areas where the uncertainty is high, reducing the amount of false positives.

Others have used image synthesis for anomaly detection. For example, Ye et al., 2013
proposed a patch-based modality propagation technique to synthesise pseudo-healthy T2-
weighted from T1w MR images for tumour detection. A patch-based approached has also
been developed by Tsunoda et al., 2014 to synthesise pseudo-normal chest radiographs.
Bowles et al., 2017 proposed a regression-based method proposed to synthesise pseudo-
healthy FLAIR from T1w images for white matter lesion segmentation. Yang et al., 2016
synthesised pseudo-normal images from images with lesions to improve registration. They
used a variational auto-encoder to learn the brain appearance from the normal areas of
the pathological images only and estimate the reconstruction uncertainty of the predicted
pseudo-normal image. Various auto-encoder models have been explored in (Baur et al., 2019;
Choi et al., 2019; Uzunova et al., 2019; You et al., 2019; Zimmerer et al., 2019; Chen et al.,



1.6. Perspectives 25

2020; Baur et al., 2021) for brain lesion detection. Adversarial learning has been used as
well to learn mappings between abnormal and normal tissues, and detect tumours on brain
MR images (Andermatt et al., 2019; Xia et al., 2020; Sun et al., 2020b) or fluid on optical
coherence tomography images of the retina (Schlegl et al., 2019). Generative adversarial
networks have also been used to generate pseudo-healthy PET images from T1w MR images
to detect hypometabolic lesions in the context of epilepsy (Yaakub et al., 2019). Except
for (Yang et al., 2016), these approaches do not estimate the synthesis uncertainty, which is
important to assess the significance of the anomalies detected. Note that these approaches
have mostly been used to detect well-characterised lesions such as brain tumours (Uzunova
et al., 2019; You et al., 2019; Zimmerer et al., 2019; Andermatt et al., 2019; Chen et al.,
2020; Xia et al., 2020; Sun et al., 2020b; Baur et al., 2021; Pinaya et al., 2022) or white
matter lesions (Baur et al., 2019; Baur et al., 2021; Pinaya et al., 2022) from brain MRI
and that very few have tried to detect diffuse lesions such as that characteristic of dementia
(Choi et al., 2019; Baydargil et al., 2021).

Future work will consist in implementing such deep learning-based approaches with
the hope of detecting subtler anomalies, and in a more computationally efficient manner,
compared with the current approach. Two strategies will be explored, based on the use
of auto-encoders and generative adversarial networks, respectively. These two strategies
mainly differ in the images they use as input and it is not clear from the current literature
which would perform best.

1.6.1 Anomaly detection using autoencoders

Autoencoders are a type of generative models that try to learn a compressed representation
of the input data, here images. In the encoder network, the input data pass through a series
of neural network layers that output a low dimensional set of latent variables. To learn this
latent variable set, a decoder network, also composed of a series of neural network layers, is
used to reconstruct a resemblance of the original data from the latent variables. The result
is an imperfect reconstruction of the input. Autoencoders are trained with the objective to
minimise the difference between the input and reconstructed images.

The idea is to use autoencoders to learn the distribution of the healthy brain, which
should enable the model to fully reconstruct healthy brain areas while failing to reconstruct
areas with anomalies in images of a diseased brain (Baur et al., 2019; Uzunova et al., 2019).
During the training phase, only images of healthy subjects would be used. The training data
set should be as large and diverse as possible to capture as best as possible the diversity that
exists in the healthy population. During the application phase, the image of a patient would
be fed to the encoder-decoder network, which would only know how to reconstruct healthy
images. As a result, the reconstructed image would be a pseudo-healthy representation of
the input image. Comparing the input image and its pseudo-healthy reconstruction would
highlight the areas of the brain presenting anomalies, which would be presented in the form
of an abnormality map of the same dimensions as the input image. This framework is
displayed in Figure 1.7.
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Figure 1.7: Anomaly detection framework using autoencoders

Figure 1.8: Anomaly detection framework using conditional generative adversarial net-
works (cGANs)

1.6.2 Anomaly detection framework using conditional generative adver-
sarial networks

Anomaly detection could also be performed with the use of conditional generative adversarial
networks (cGANs) (Yaakub et al., 2019). cGANs are composed of two neural networks, the
generator and the discriminator, that are competing against each other. The generator
network is trained to learn a transformation going from an image of a source modality (e.g.
T1w MRI) to an image of a target modality (e.g. PET). This generated fake image must
be as realistic as possible. Then the discriminator network learns to distinguish between
fake and real images. By having these two networks competing against each other, the
discriminator is forced to become as good as possible at distinguishing fake and real, which
in turns forces the generator to become as good as possible at generating images that are as
realistic as possible to try to fool the discriminator. After training, the generator network
can be used to reconstruct an image of the target modality from an image of the source
modality.

As for the framework using autoencoders, only healthy subjects would be used during
the training phase. The cGAN would learn to generate healthy images (e.g. PET images)
for a specific anatomy obtained from a structural imaging modality (e.g. T1w MRI). During
the application phase, the structural image of a patient would be given as input. As the
generator would only know how to reconstruct healthy images, the generated image would be
a pseudo-healthy representation, specific to the patient’s anatomy. As previously, comparing
the real image of the patient and the pseudo-healthy reconstruction would highlight the areas
of the brain presenting anomalies. This framework is displayed in Figure 1.8.
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1.6.3 Uncertainty estimation of the reconstruction

The current deep learning based anomaly detection approaches (Schlegl et al., 2019; Baur
et al., 2019; Uzunova et al., 2019; Yaakub et al., 2019) do not model the uncertainty
of the reconstruction, which is crucial for an application to the clinic (Barbano et al.,
2022). Uncertainty measures can provide information as to how confident the model was
on reconstructing pseudo-heathy images. Voxel-wise uncertainty maps would be useful to
detect potential defects in a specific area of the image while subject-level uncertainty, for
example obtained by aggregating voxel-wise uncertainties, would provide a global measure
of success. Several general-purpose methods developed to assess the uncertainty in deep
learning models (Gal et al., 2016; Kendall et al., 2017; Lakshminarayanan et al., 2017) have
been applied to a medical imaging context (Jungo et al., 2019; Barbano et al., 2022). The
general idea would be to generate several pseudo-healthy reconstructions for a given input
to obtain a variance estimate. This could be done by training a single model and repeatedly
ignoring part of the neurons in the application phase (Gal et al., 2016), or by training
several models and reconstructing a pseudo-healthy image for each of these models in the
application phase (Lakshminarayanan et al., 2017). The voxel-wise uncertainty maps could
be presented to clinicians along with the abnormality maps or they could be used to modulate
the abnormality maps (i.e. the abnormality maps could be computed by subtracting the
real patient image by the pseudo-healthy reconstruction and subsequently dividing by the
uncertainty map, which would mimic a Z-score).
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Chapter 2

Interpretable computer-aided
diagnosis of dementia

This chapter results from the PhD work of Elina Thibeau-Sutre, who I supervised with
Didier Dormont and Olivier Colliot. Corresponding publications:

• Thibeau-Sutre, E., Colliot, O., Dormont, D., Burgos, N.: ‘Visualisation Approach to
Assess the Robustness of Neural Networks for Medical Image Classification’. In SPIE
Medical Imaging 2020, 11313: 113131J, 2020. doi:10.1117/12.2548952 • hal-02370532

• Thibeau-Sutre, E., Collin, S., Burgos, N., and Colliot, O.: ‘Interpretability of Ma-
chine Learning Methods Applied to Neuroimaging’. In Machine Learning for Brain
Disorders, edited by Colliot O., Springer. To be published in 2022. hal-03615163

2.1 Introduction

The anomaly detection approach described in the previous chapter is by construction inter-
pretable. This is not the case of all computer-aided diagnosis tools, especially those relying
on deep learning classifiers. The users of such tools (patients and clinicians) may want more
information than simply a prediction performance before relying on such systems. They
may want to know on which features the model is relying to reach a particular results, but
also whether these features are close to the way a clinician thinks.

According to Lipton, 2018, model interpretability can be broken down into two cate-
gories: transparency and post-hoc explanations. A model can be considered as transparent
when it (or all parts of it) can be fully understood as such, or when the learning process is
understandable. A natural and common candidate that fits, at first sight, these criteria is
the linear regression algorithm, where coefficients are usually seen as the individual contribu-
tions of the input features, but also decision trees, where model predictions can be broken
down into a series of understandable operations. However, one may need to be cautious
about the real interpretability allowed by these models. Indeed, in some cases a feature may
have not been kept by the model, but this does not mean that it is not associated with the

https://doi.org/10.1117/12.2548952
https://hal.inria.fr/hal-02370532
https://hal.inria.fr/hal-03615163
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target. This is the case for example for sparse models like LASSO, but also multiple non-
regularized linear regressions. Moreover, features given as input to transparent models are
often highly-engineered, and choices made before the training step (preprocessing, feature
selection) may also hurt the transparency of the whole framework. The second category
of interpretability methods, post-hoc interpretations, allows dealing with non-transparent
models. Xie et al., 2020 proposed a taxonomy in three categories: visualisation methods
consist in extracting an attribution map of the same size as the input whose intensities allow
knowing where the algorithm focused its attention, distillation approaches consist in repro-
ducing the behaviour of a black-box model with a transparent one, and intrinsic strategies
include interpretability components within the framework, which are trained along with the
main task (for example, a classification).

Our work focuses on post-hoc interpretability, which is the category the most used
nowadays as it allows interpreting deep learning methods that were recently adapted to
neuroimaging studies. We proposed a new taxonomy inspired from that of Xie et al., 2020
but including other methods of interpretation (Thibeau-Sutre et al., 2022a):

1. weight visualisation consists in directly visualising weights learned by the model,
which is natural for linear models but quite less informative for deep learning networks,

2. feature map visualisation consists in displaying intermediate results produced by
a deep learning network to better understand its operation principle,

3. back-propagation methods are back-propagating a signal through the machine
learning system from the output node of interest oc to the level of the input to produce
an attribution map,

4. perturbation methods evaluate the difference in performance between an original
input and its locally perturbed versions to infer which parts of the input is relevant
for the machine learning system,

5. distillation approximates the behaviour of a black-box model with a more transparent
one, and then draw conclusions from this new model,

6. intrinsic corresponds to non post-hoc explanations: in this case, interpretability is
obtained thanks to components of the framework that are trained at the same time
as the model.

The following sections describe how we adapted the perturbation method of Fong et
al., 2017 to 3D medical images to find on which basis a network classifies quantitative
data. Quantitative data can be obtained from different medical imaging modalities, for
example binding potential maps obtained with positron emission tomography (PET) or grey
matter probability maps extracted from structural magnetic resonance imaging (MRI). Our
application focuses on the detection of Alzheimer’s disease (AD), which induces grey matter
atrophy. We used as inputs grey matter probability maps, a proxy for atrophy, extracted
from T1-weighted (T1w) MRI. The process includes two distinct parts: first a convolutional
neural network (CNN) is trained to classify AD from control subjects, then the weights of
the network are fixed and a mask is trained to prevent the network from classifying correctly
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all the subjects it has correctly classified after training. The goals of this work were to assess
whether the interpretability method initially developed for natural images was suitable for
3D medical images and could be exploited to better understand the decisions taken by
classification networks.

2.2 Materials and methods

2.2.1 Data description and preprocessing

We used T1w MR images from two public data sets: the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) database and the Australian Imaging, Biomarkers and Lifestyle (AIBL)
study. Two diagnosis groups were considered:

• CN: sessions of subjects who were cognitively normal (CN) at baseline and stayed
stable during the follow-up;

• AD: sessions of subjects who were diagnosed as AD at baseline and stayed stable
during the follow-up.

The populations of ADNI and AIBL are described in Table 2.1.

Table 2.1: Summary of ADNI and AIBL participant demographics, mini-mental state
examination (MMSE) and global clinical dementia rating (CDR) scores at baseline.

Values are presented as mean (standard deviation) [range]. M: male, F: female

Data set Label Subjects Sessions Age Gender MMSE CDR

ADNI CN 330 1 830 74.4 (5.8)
[59.8, 89.6] 160 M / 170 F 29.1 (1.1)

[24, 30] 0: 330

AD 336 1 106 75.0 (7.8)
[55.1, 90.9] 185 M / 151 F 23.2 (2.1)

[18, 27]
0.5: 160;

1: 175; 2: 1

AIBL CN 429 730 72.5 (6.2)
[60, 92] 183 M / 246 F 28.8 (1.2)

[25, 30]
0: 406,

0.5: 22, 1: 1

AD 76 108 73.9 (8.0)
[55, 93] 33 M / 43 F 20.6 (5.5)

[6, 29]
0.5: 31; 1: 36;

2: 7, 3: 2

Preprocessing of T1w MR images was performed with the Clinica software platform
(Routier et al., 2021). First the data sets were converted to the BIDS format, then the
t1-volume preprocessing pipeline of Clinica was applied (Samper-González et al., 2018).
This pipeline performs bias field correction, non-linear registration and tissue segmentation
using the Unified Segmentation approach (Ashburner et al., 2005) available in SPM12. The
grey matter maps in MNI space were retrieved for the image analysis.

2.2.2 CNN classification

The following sections describe the evaluation procedure, the hyperparameters selection and
implementation details that are linked to the classification of AD vs CN subjects with CNNs.
During training, the weights and biases of the network are optimised to maximise the score
function f on a set of images X.
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2.2.2.1 Evaluation procedure

The ADNI data set was split into training/validation and test sets. The ADNI test set
consisted of 100 randomly chosen age- and sex-matched subjects for each diagnostic class
(i.e. 100 CN subjects, 100 AD patients). The rest of the ADNI data set was used as train-
ing/validation set. We ensured that age and sex distributions between training/validation
and test sets were not significantly different. The model selection procedure, including model
architecture selection and training hyperparameter fine-tuning, was performed using only
the training/validation data set. For that purpose, a 5-fold cross-validation was performed,
which resulted in one fold (20%) of the data for validation and the rest for training. Note
that the 5-fold data split was performed only once for all the experiments with a fixed seed
number (random_state = 2 ), thus guaranteeing that all the experiments used exactly the
same subjects during cross-validation. The AIBL data set was used as an independent test
set to assess the CNN generalisation ability. Test and validation sets included only one
session per subject.

2.2.2.2 Hyperparameter selection

We performed a random search (Bergstra et al., 2012) to select the architecture and opti-
misation hyperparameters of our CNN. The hyperparameters explored for the architecture
were the number of convolutional blocks, of filters in the first layer and of convolutional
layers in a block, the dimension reduction strategy (by using a max pooling layer or by
setting the stride of the last convolutional layer of the convolutional block to 2), the number
of fully-connected layers and the dropout rate. Other hyperparameters such as the learning
rate, the weight decay, the batch size, the data preprocessing and the intensity normalisation
were also part of the search.

Only one experiment was performed per architecture tested using the first split of the
cross-validation due to the computational cost of the random search. The chosen archi-
tecture was the one that obtained the best balanced accuracy on the validation set. This
architecture (displayed in Figure 2.1) is composed of seven convolutional blocks followed by
a dropout layer and a fully-connected layer. Each convolutional block (C1, C2 or C3) is
made of 1 to 3 sub-blocks and a max pooling layer with a kernel size and a stride of 2. Each
sub-block is composed of a convolutional layer with kernel size of 3, a batch normalisation
layer and a leaky ReLU activation. The predicted label of the input image is the class with
the highest output probability.

2.2.2.3 CNN training

The weights of the convolutional and fully connected layers were initialised as described
in (He et al., 2015), which corresponds to the default initialisation method in PyTorch.
We applied the following early stopping strategy for all the classification experiments: the
training procedure does not stop until the validation loss is continuously higher than the
lowest validation loss for N epochs (N=5); otherwise, the training continues to the end of
a pre-defined number of epochs (30). The training and validation loss were computed with
the cross-entropy loss. For each experiment, the final model was the one that obtained the
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Figure 2.1: Architecture of the CNN classifier determined following to a random search
procedure

highest validation balanced accuracy during training. The balanced accuracy of the model
was evaluated at the end of each epoch.

2.2.3 Interpretability method

The proposed interpretability method extends the framework of (Fong et al., 2017). Once
the classification network has been trained, its parameters are fixed to the best value found.
Then the interpretability method consists in computing a mask that will overlay the most
meaningful parts of an image to prevent the network from classifying it correctly. In the
following, the goal is to mask AD images that were correctly classified by the CNN so
that it systematically classifies them with the CN label. The mask m is a 3D volume of
the same size as the input image and hide parts of the image in a voxel-wise manner. In
this application, each voxel u of the input image X will be masked by a constant value µ

according to the value of the mask for this voxel. The mask values are included in [0, 1].
The masked input image Xm at voxel u is defined as:

Xm(u) = m(u)X(u) + (1−m(u))µ (2.1)

As AD patients suffer from grey matter atrophy, the goal of the masking method would
be to artificially simulate grey matter restoration in a minimal number of brain regions to
make them look like CN subjects. By setting µ = 1, the mask was trained to artificially
increase the probability of grey matter for the minimum set of voxels which will lead to the
maximum decrease of the performance of the CNN. The optimal mask m∗ is the mask for
which the following loss function is minimised:

m∗ = argmin
m

f(Xm) + λ1∥1−m1∥β1

β1
+ λ2

∑
u

∥∇m(u)∥β2

β2
(2.2)

The first term prevents the network from finding the correct class when the mask is applied,
the second term ensures that a minimum set of voxels is selected, and the third one ensures
that the mask is smooth enough and is not made of scattered voxels.
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Once the mask training is finished, values above 0.95 are set to 1. This ensures that the
CNN is only perturbed by the zones identified by the mask, and not by the small gradients
that can be found on all the surface of the mask.

2.2.3.1 Quality check procedure

As the interpretability method is very sensitive to outliers when applied to a group of
images, a quality check procedure was performed before mask optimisation. This quality
check includes two steps:

1. The grey matter maps were sorted in increasing order by their maximal value. Images
with a maximal value lower than 0.95 were automatically rejected. Eight sessions were
removed during this procedure.

2. One image was removed after training a group mask. During the training of the
first group mask this session led to a significant increase of the loss. This image was
removed as it suffered from defects (the eyes were segmented as grey matter).

2.2.3.2 Grid search on interpretability hyperparameters

A grid search was performed to choose the set of hyperparameters linked to the computation
of the mask: the coefficients for the regularisation λ1, λ2, β1, β2 in equation 2.2. The learning
rate was arbitrarily fixed to 0.1. The grid search was only performed on the group level
masking for AD label.

2.2.3.3 Group level masking

To find the regions most related to Alzheimer’s disease according to the CNN, we computed
a mask based on the subset of images of AD subjects that were in the training set and
validation set and all correctly classified by the network. For AIBL, the subset of all AD
sessions correctly classified by the network was used. We exploit the fact that a voxel-wise
correspondence exists between the grey matter maps, thanks to the non-linear registration,
to iteratively build a group mask: the mask is initialised with all its values set to 1 and is then
updated each time with a different image. The subset of well classified AD of the validation
set used for the CNN training was again used as a validation set for mask optimisation. At
the end of each epoch, the masking loss was evaluated on this set to save the best mask
according to the validation masking loss. To assess the robustness of the CNN training,
the masks obtained for different folds (i.e. different input images and initialisations) and
different runs of the same folds (i.e. same input images but different initialisations) were
compared by pairs. The mean value of all pairs gave the similarity between folds or runs of
the same fold.

2.2.3.4 Session level masking

Masks were also produced at the session level based on a single image. To avoid the over-
fitting risk due to the use of only one image instead of a set of images as in the previous
section, the regularisation terms λ1 and λ2 were multiplied by 100. No validation set was
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used for these experiments as the goal is precisely to fit the individual pattern of one image
instead of finding a general pattern that may correspond to a group of images. Session
level experiments include a longitudinal and cross-sectional analysis. In the longitudinal
analysis, all the sessions of one subject were compared by pairs and the mean value of these
comparisons gave the intra-subject similarity for this subject. The mean intra-subject sim-
ilarity is then the mean value of the intra-subject similarity of all AD subjects. For the
cross-sectional analysis, the mean value of all pairwise comparisons of baseline sessions of
all AD subjects gave the inter-subject similarity measure. These analyses are performed to
assess the stability of the interpretability method and provide a baseline value by using the
inter-subject similarity for the different metrics.

2.2.3.5 Interpretability method training

The mask was initialised with a matrix of the same size as the input images (121×145×121)
full of ones. We applied a similar early stopping strategy than for the classification exper-
iments: the training procedure for group level masking on ADNI does not stop until the
relative difference between the validation loss and the lowest validation loss is superior to
a tolerance of 0.05 for a patience of N epochs (N=5); otherwise, the training continues to
the end of a pre-defined maximum number of epochs (150). For the group level masking
on AIBL, the patience was increased to 25 and the maximum number of epochs to 300 as
the number of AD subjects is smaller than for ADNI. For the session level masking, the
patience was increased to 200 and the maximum number of epochs to 5,000, while the tol-
erance was decreased to 0.01. The loss corresponds to the argmin argument of equation 2.2.
For each experiment, the final mask was the one that obtained the lowest validation loss
during training. The loss of the mask was evaluated at the end of each epoch.

2.2.4 Metrics of evaluation

The similarity between masks was evaluated in two ways. The output probabilities of the
CNN for the true class (probCNN) for an input masked by two masks optimised in two
different contexts (e.g. different runs for the group level masking, different sessions of the
same subject for the session level masking) are used to establish a comparison based on the
CNN perception of the input. A mean output probability close to 1 means that the first
model is not perturbed by the mask optimised for the second model, meaning that the two
models are dissimilar. A ROI-based similarity was also computed to assess the similarity of
two masks according to the 120 regions-of-interest (ROIs) of the AAL2 atlas (Rolls et al.,
2015). For each ROI, 1 minus the sum of the values in the ROI is computed, resulting in a
ROI-vector of size 120 for each mask. Each value in the ROI-vector represents the density
of the mask in the associated ROI. The ROI-based similarity between two masks is then
the cosine similarity of two ROI-vectors. A value close to 1 means that the densities of the
masks are the same between the ROIs, a value close to 0 means that the locations of the
masks have no intersection.
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Figure 2.2: Comparison of masks obtained for different values of the interpretability
hyperparameters β1 and β2

2.3 Results

Once the architecture was chosen and the CNN was trained on all folds, the classification
performance was evaluated on the independent test set to ensure the absence of overfitting.
The validation balanced accuracies on the five folds were 0.95, 0.82, 0.96, 0.85 and 0.87,
giving an average of 0.89. The test balanced accuracies on the five folds were 0.89, 0.87,
0.90, 0.86 and 0.87, giving an average of 0.88. Moreover, the balanced accuracies obtained
on the independent test set AIBL were 0.85, 0.92, 0.91, 0.92 and 0.92, giving an average
value of 0.90. We could thus conclude that the network was not overfitting and we could
use it for the interpretability task.

2.3.1 Grid search on interpretability hyperparameters

First the hyperparameters β1 and β2 were chosen with fixed λ1 = 0.0001 and λ2 = 0.001.
The choice of the values β1 = 0.1 and β2 = 1 was made based on visual inspection. We
observe on Figure 2.2 that when β1 decreases, the minimal value of the mask decreases and
this prevents from producing a mask with a large set of values close but different from 1.
When β2 increases, the value of the second term becomes negligible before the first term of
equation 2.2. This leads to a very scattered mask as it is dominated by the first term of the
regularisation.

The hyperparameters λ1 and λ2 were then chosen with fixed β1 = 0.1 and β2 = 1. The
choice of the values λ1 = 0.0001 and λ2 = 0.01 was made based on visual inspection and the
stability of the loss during mask training. We observe on Figure 2.3 that when λ1 increases,
the surface covered by the mask decreases until it only becomes scattered points. When λ2

increases, the surface covered by the mask increases.
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Figure 2.3: Comparison of masks obtained for different values of the interpretability
hyperparameters λ1 and λ2. Note that for λ1 = 0.0001 and λ2 = 0.1, the learning rate was

fixed to 0.01 as the mask optimisation did not converge with a learning rate of 0.1.

2.3.2 Robustness of the interpretability method

Different experiments were conducted to assess whether the method was robust enough to
help interpret the results of the CNN. Indeed Adebayo et al., 2018 highlighted that some
interpretability methods developed to interpret the results of neural networks (for example
guided back-propagation and guided grad-CAM) did not depend on model parameters, as
they gave the same result with a pre-trained network or a randomised one. Hence we need
to check if the interpretability method gives coherent results based on the CNN training.

2.3.2.1 Group level masking

This experiment aims to assess the coherence of the proposed interpretability approach with
the a priori knowledge of the disease. One mask was optimised for each of the five models
trained on the five folds of the cross-validation. Though these masks do not always overlap,
they focus on a set of ROIs known to be particularly affected during AD progression. To
confirm this visual observation, the list of the 5 ROIs in which the mask has the lowest values
was extracted for each fold. All masks include in this list at least one hippocampus and
parahippocampal gyrus. Moreover, the fusiform gyri (4 masks out of 5) and the amygdalae
(3 masks out of 5) are frequently highlighted by the masks. Other regions such as the
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Figure 2.4: Coronal view of the group masks trained on ADNI (first line) and AIBL
(second line). Each column corresponds to a model trained on one fold of the cross-

validation on training/validation ADNI set.

putamen, the pallidum, the inferior temporal gyrus and the thalamus appear only once in
these lists.

Moreover, to assess the robustness of the method towards data used for mask optimisa-
tion we compared the masks obtained by applying the interpretability method on ADNI or
AIBL data using the five networks trained on the five folds of the cross-validation on ADNI
training/validation set. The corresponding masks are displayed on Figure 2.4. The ROI-
based similarities between the pairs of masks were 0.92, 0.99, 0.93, 0.89 and 0.97. These are
comparable to the intra-subject ROI-based similarity (0.94). The probCNN dissimilarities
were very small as all the dissimilarities were smaller than 10−3. This indicates that for a
given pre-trained network, a mask optimised for images of ADNI (resp. AIBL) correctly
occludes the images of AIBL (resp. ADNI). However, the comparison of the masks in this
way may not be completely fair. Even though the number of epochs and the patience of
the early stopping procedure were increased for AIBL masking, the masks on ADNI and
AIBL did not benefit from the same number of iterations. This factor leads to masks that
comprise a different number of points, as the effect of the regularisation terms is correlated
to the number of iterations. This means that though the masks highlight the same locations
in the brain, the difference in regularisation makes the masks more dissimilar that they
would be if we could find an equivalence for the hyperparameters that control the number
of epochs (patience, tolerance and maximum number of epochs). Hence the dissimilarity
here may not be due to the difference of data sets, but to the different number of iterations
done during the mask optimisation.

Finally, as the method is not deterministic we computed ten times the mask on the first
fold of the cross-validation to ensure that the mask optimisation is robust to rerun. We
obtained high ROI-based similarities for all pairs of runs (>= 0.97) with a mean similarity
of 0.99.

2.3.2.2 Session level masking

The inter-subject similarity and dissimilarity were evaluated to 0.80 and 0.58 for the ROI-
based and the probCNN metrics respectively. The intra-subject similarity and dissimilarity
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were evaluated to 0.94 and 0.11 for the ROI-based and the probCNN metrics respectively.
The higher intra-subject similarity compared to the inter-subject similarity ensures that the
interpretability metric is robust as the same pattern is generated for different sessions of the
same subject.

2.3.2.3 Similarity across hyperparameters

With the ROI-based similarity, we can assess whether the masks produced by varying one
hyperparameter value are similar. To observe this similarity, we reused the same masks as
those produced for the grid search (see Figure 2.2 and 2.3).

First, the similarities using different β1 and β2 values were computed with fixed λ1 =

0.0001 and λ2 = 0.001 and a learning rate of 0.1. The similarities between masks produced
with β1 values in 0.1, 0.5, 1, 2 and fixed β2 = 1 are given in Table 2.2a. As expected when
looking at the masks obtained in Figure 2.2, the masks are highly similar except for the
value β1 = 2 for which the first regulation term became negligible in front of the second
regulation term in equation 2.2. It resulted in a very smooth mask which is dense in all
regions of the brain as 97.5% of values are below 0.95. This explains why the ROI-based
similarity is so low between this mask and the others, though the regions identified seem
similar at visual inspection. Other masks have a high similarity (> 0.95 in all cases). The
similarities between masks produced with β2 values in 1, 2, 3 and fixed β1 = 0.1 are given in
Table 2.2b. There is more variability for this hyperparameter, though the similarity between
two consecutive values is still high (> 0.90).

Table 2.2: Similarity across different β1 and β2 values

β1 = 0.1 β1 = 0.5 β1 = 1 β1 = 2

β1 = 0.1 0.98 0.97 0.32
β1 = 0.5 0.98 1.00 0.36
β1 = 1 0.97 1.00 0.37
β1 = 2 0.32 0.36 0.37

(a) Similarity across different β1 with fixed β2 = 1

β2 = 1 β2 = 2 β2 = 3

β2 = 1 0.90 0.70
β2 = 2 0.90 0.91
β2 = 3 0.70 0.91

(b) Similarity across different β2 with fixed β1 = 0.1

The similarities using different λ1 and λ2 values were then computed with fixed β1 = 0.1

β2 = 1 and a learning rate of 0.1. For both hyperparameters the similarity is high between
two consecutive values (>0.90), as can be seen in Table 2.3.

These results highlight the stability of the method toward the hyperparameters choice,
as two consecutive hyperparameter values led to two masks with a ROI-based similarity
superior to the inter-subject similarity (0.80). Moreover, all the masks involved in this
section analysis correctly occlude the CNN perception: for all masks, the mean output
probability of the AD class on the validation data set is below 10−6.
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Table 2.3: Similarity across different λ1 and λ2 values

λ1 = 0.1 λ1 = 0.01 λ1 = 0.001 λ1 = 0.0001

λ1 = 0.1 0.93 0.84 0.83
λ1 = 0.01 0.93 0.95 0.91
λ1 = 0.001 0.84 0.95 0.91
λ1 = 0.0001 0.83 0.91 0.91

(a) Similarity across different λ1 with fixed λ2 = 0.01

λ2 = 0.1 λ2 = 0.01 λ2 = 0.001 λ2 = 0.0001

λ2 = 0.1 0.98 0.85 0.72
λ2 = 0.01 0.98 0.92 0.82
λ2 = 0.001 0.85 0.92 0.96
λ2 = 0.0001 0.72 0.82 0.91

(b) Similarity across different λ2 with fixed λ1 = 0.0001

Figure 2.5: Coronal view of the group masks obtained for the five folds of the cross-
validation on the first run (first line) and of the group masks obtained for five runs of the

first fold (second line).

2.3.3 Robustness of the CNN training

After having assessed the robustness of the interpretability method, we applied it to better
understand the factors influencing the training process of the CNN classifier based on several
scenarios: for different folds (different initialisation, different training/validation split) and
different runs (different initialisation, same training/validation split). Figure 2.5 displays
the masks obtained for the five folds and five runs of the first fold.

With the probCNN metric using the validation set, the dissimilarity between folds and 5
runs of the same fold are equivalent with respectively 0.78 and 0.82. The similarities com-
puted with the ROI-based metric are also equivalent with respectively 0.65 and 0.69 between
folds and between runs of the same fold. This indicates that the impact of the distribution
of the data between training and validation is minimal compared to the initialisation of the
CNN and the training process. Moreover, we observe that the dissimilarity between folds
/ runs of the same fold is higher that the intersubject dissimilarity obtained with session
level masking. This could mean that the regions on which the CNN relies on to identify the
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diagnosis mainly depend on the initialisation and the training process and that the CNN
training is not robust towards the regions identified.

2.4 Discussion

We extended an interpretability method to 3D medical imaging data and used it to better
understand the decisions made by a classification network.

We first assessed the robustness of the proposed interpretability approach. We showed
that it gave coherent results as the regions identified by the mask are representative of
AD (Whitwell et al., 2007). This coherence is also confirmed by the fact that the intra-
subject similarity is higher than the inter-subject similarity. Moreover, the high similarity
across neighbouring values of the hyperparameters of the masking method indicates that this
method is stable towards hyperparameter selection. Finally, we assessed that the method
appears robust towards the data used for the construction of group masks by comparing
masks computed using ADNI and AIBL data sets.

We then applied the interpretability approach to assess the robustness of the CNN
training. We demonstrated that even if the classification performance on the test set is
very similar between the different folds, the training of the CNN for our application is not
robust as the inter-subject similarity for one training is higher than the similarity between
two retrainings or two folds of the network. This problem of robustness in CNN training
may exists for many medical applications in which the number of samples is not sufficient
for the network to learn stable meaningful features. This means that it may not be possible
to study individual variations using interpretability methods on deep learning applied to
imaging data. This problem might be resolved by using more samples and with a better
initialisation, given for example by an autoencoder pre-training. Moreover, we found that
the regions identified by the networks were very small (restricted to the hippocampus,
amygdala and part of the temporal lobe) and that most of the image is not exploited by
the CNN to find the diagnosis. This focus of the CNN on the hippocampi only may be
partly due to the data set: ADNI is a research cohort from which patients with multiple
phenotypes are excluded, leading to a very homogeneous cohort in which the main symptom
of the patients is memory loss. It does not fully represent the diversity of AD phenotype,
and they may be biased towards hippocampus atrophy.

The interpretability method we used has several limitations. First, the quality check
of the data is crucial otherwise the training of the group level mask is not stable. Second,
our method is only meaningful for quantitative data: for T1w MRI it would not have
been sensible to increase the value of the voxels as it would have deformed the image in
a non-meaningful way. This is an issue as the advantage of deep learning is precisely to
be able to adapt to the rawest data possible. Finally, though we explored the effect of
four hyperparameters of the interpretability method (β1, β2, λ1, λ2) we did not conduct an
exhaustive study on the impact of the learning rate and the number of epochs performed
(correlated to the patience, the tolerance and the maximum number of epochs). As we
have seen when comparing masks trained on ADNI and AIBL, these parameters impact the
amount of regularisation of the masks.
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2.5 Perspectives

As we mentioned at the beginning of this chapter, current machine learning methods have a
limited interpretability and appear as a ‘black-box’ to clinicians, which hinders their adop-
tion in clinical routine. It is particularly the case for deep learning approaches, as the
features are learned automatically by the algorithm and are often hidden from the user. We
have seen that even though strategies exist to interpret neural networks, their ability to pre-
cisely and robustly interpret decision appears limited. This could of course evolve positively
in the future with the development of new approaches. These would need to be thoroughly
evaluated, both in controlled settings using simulated data and in realistic scenarios, as
proposed in the PhD work of Elina Thibeau-Sutre (Thibeau-Sutre, 2021, Chapter 5).

Another limitation is that current classification algorithms, usually developed for two-
class problems, are too rigid to be successfully applied in clinical setting where patients
may have several pathologies or a pathology that has never been seen during training, and
where more data become available every day. Search and retrieval of brain images is a
promising strategy to overcome the ‘black-box’ effect and handle multiple pathologies, thus
facilitating adoption by clinicians. A future area of research could consist in building new
decision support systems based on methods that can, for a given patient, retrieve similar
clinical cases from existing databases in an efficient manner. Similarity between cases could
for example be obtained by comparing the abnormality maps generated for each patient
as described in Chapter 1. Such patient retrieval framework could be used to diagnose
a new patient by attributing the diagnosis of the most similar patient retrieved from the
database or the most common diagnosis if several patients are retrieved. It would also
offer the opportunity to clinicians to visualise the images retrieved and thus to evaluate
themselves the ability of the method to retrieve similar cases, which should increase their
trust in the proposed tool for guided diagnosis and its adoption in clinical practice. The
ability to visualise the images retrieved could be exploited to create a tool for training new
radiologists or assist non-specialists in their diagnosis.
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Chapter 3

Reproducible computer-aided
diagnosis of dementia

This chapter results from the PhD works of Jorge Samper-González, who I co-supervised
with Olivier Colliot and Theodoros Evgeniou, and Elina Thibeau-Sutre, who I co-supervised
with Didier Dormont and Olivier Colliot. Corresponding journal publications:

• Samper-González, J., Burgos, N., Bottani, S., Fontanella, S., Lu, P., Marcoux, A.,
Routier, A., Guillon, J., Bacci, M., Wen, J., Bertrand, A., Bertin, H., Habert, M.-O.,
Durrleman, S., Evgeniou, T., Colliot, O.: ‘Reproducible Evaluation of Classification
Methods in Alzheimer’s Disease: Framework Application to MRI PET Data’. Neu-
roImage, 183: 504–521, 2018. doi:10.1016/j.neuroimage.2018.08.042 • hal-01858384

• Wen*, J., Thibeau-Sutre*, E., Samper-González, J., Routier, A., Bottani, S., Durrle-
man, S., Burgos, N., Colliot, O.: ‘Convolutional Neural Networks for Classification
of Alzheimer’s Disease: Overview Reproducible Evaluation’, Medical Image Analysis,
63: 101694, 2020 (*: joint first authorship). doi:10.1016/j.media.2020.101694 • hal-
02562504

• Routier, A., Burgos, N., Díaz, M., Bacci, M., Bottani, S., El-Rifai, O., Fontanella,
S., Gori, P., Guillon, J., Guyot, A., Hassanaly, R., Jacquemont, T., Lu, P., Marcoux,
A., Moreau, T., Samper-González, J., Teichmann, M., Thibeau-Sutre, E., Vaillant,
G., Wen, J., Wild, A., Habert, M.-O., Durrleman, S., Colliot, O.: ’Clinica: An Open-
Source Software Platform for Reproducible Clinical Neuroscience Studies’. Frontiers
in Neuroinformatics, 15: 39, 2021. doi:10. 3389/fninf.2021.689675 • hal-02308126

• Thibeau-Sutre*, E., Díaz*, M., Hassanaly, R., Routier, A., Didier, D., Colliot, O.,
Burgos, N., ‘ClinicaDL: an open-source deep learning software for reproducible neu-
roimaging processing’, Computer Methods and Programs in Biomedicine, 220: 106818,
2022 (*: joint first authorship). doi:10.1016/j.cmpb.2022.106818 • hal-03351976
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3.1 Machine learning and deep learning for the diagnosis of
Alzheimer’s disease

Alzheimer’s disease (AD) affects over 20 million people worldwide. Identification of AD at
an early stage is important for adequate care of patients and for testing new treatments.
Neuroimaging provides useful information to identify AD (Ewers et al., 2011b): atrophy due
to grey matter loss with anatomical magnetic resonance imaging (MRI), hypometabolism
with 18F-fluorodeoxyglucose positron emission tomography (FDG PET), accumulation of
amyloid-beta and tau proteins with amyloid and tau PET imaging. A major interest is
then to analyse those markers to identify AD at an early stage. Machine learning and deep
learning methods have the potential to assist in identifying patients with AD by learning
discriminative patterns from neuroimaging data.

A large number of machine learning and deep learning approaches have been proposed to
classify and predict AD stages (see Haller et al., 2011; Falahati et al., 2014; Rathore et al.,
2017; Jo et al., 2019; Ebrahimighahnavieh et al., 2020; Frizzell et al., 2022; Fathi et al.,
2022 for reviews). Validation and comparison of such approaches require a large number of
patients followed over time. Many published work uses the publicly available Alzheimer’s
Disease Neuroimaging Initiative (ADNI) data set. However, the objective comparison be-
tween their results is almost impossible because they differ in terms of: i) subsets of patients
(with unclear specification of selection criteria); ii) image preprocessing pipelines (and thus it
is not clear if the superior performance comes from the classification or the preprocessing);
iii) feature extraction and selection; iv) machine learning algorithms; v) cross-validation
procedures and vi) reported evaluation metrics. Because of these differences, it is arduous
to conclude which methods perform the best. As a result, the practical impact of these
works has remained very limited. Moreover, the vast majority of these works use the ADNI
data set (ADNI 1 for earlier papers and most often a combination of ADNI 1, ADNI GO,
ADNI 2 and ADNI 3 for more recent works). Therefore, assessment of generalisation to
another data set is rarely done, even though other publicly available data sets exist such as
the Australian Imaging Biomarker and Lifestyle study (AIBL) and the Open Access Series
of Imaging Studies (OASIS).

Comparison papers (Cuingnet et al., 2011; Sabuncu et al., 2014) and challenges (Allen
et al., 2016; Bron et al., 2015; Marinescu et al., 2018) have been an important step towards
objective evaluation of machine learning methods by allowing the benchmark of different
methods on the same data set and with the same preprocessing. Nevertheless, such studies
provide a ‘static’ assessment of methods. Evaluation data sets are used in their current state
at the time of the study, whereas new patients are continuously included in studies such as
ADNI. Similarly, they are limited to the classification and preprocessing methods that were
used at the time of the study. It is thus difficult to complement them with new approaches.

We proposed two frameworks for the reproducible evaluation of machine learning (AD-
ML) and deep learning (AD-DL) algorithms in AD and demonstrated their use on classifica-
tion of structural MRI data obtained from three publicly available data sets: ADNI, AIBL
and OASIS. Note that FDG PET data were also used when evaluating machine learning al-
gorithms, see Samper-González et al., 2018. Specifically, our contributions were three-fold:
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i) a framework for the management of publicly available data sets and their continuous
update with new subjects, and in particular tools for fully automatic conversion into the
Brain Imaging Data Structure1 (BIDS) format (Gorgolewski et al., 2016); ii) a modular set
of preprocessing pipelines, feature extraction and classification methods, together with an
evaluation framework, that provide a baseline for benchmarking different components; iii)
a large-scale evaluation on T1w MRI from three publicly available neuroimaging data sets
(ADNI, AIBL and OASIS).

All the code of the frameworks and the experiments is publicly available: general-purpose
tools have been integrated into Clinica2 (Routier et al., 2021) and ClinicaDL3 (Thibeau-
Sutre et al., 2022b), which are open-source software platforms that we developed to process
data from neuroimaging studies and perform deep learning analyses, and the experiments are
available in specific repositories (AD-ML: https://github.com/aramis-lab/AD-ML, AD-
DL: https://github.com/aramis-lab/AD-DL).

3.2 Materials

3.2.1 Data sets

Three publicly available data sets have mainly been used for the study of AD: the Alzheimer’s
Disease Neuroimaging Initiative (ADNI), the Australian Imaging, Biomarkers and Lifestyle
(AIBL) and the Open Access Series of Imaging Studies (OASIS) (see also Appendix B).
These are the ones we also used in the AD-ML and AD-DL studies.

In the following, we describe the diagnostic labels extracted from each data set for the
AD-DL study. Note that similar criteria were used for AD-ML, but AD-DL includes more
participants as we included participants that had T1-weighted (T1w) MR images available
(and not both T1w MRI and FDG PET as in AD-ML) and because new participants
regularly join the ADNI study. For the detailed MRI protocols, one can see (Samper-
González et al., 2018).

The ADNI data set used in our experiments comprises 1455 participants for whom a
T1w image was available at at least one visit. Five diagnostic groups were considered:

• CN: sessions of subjects who were diagnosed as CN at baseline and stayed stable
during the follow-up;

• AD: sessions of subjects who were diagnosed as AD at baseline and stayed stable
during the follow-up;

• MCI: sessions of subjects who were diagnosed as MCI, early MCI or late MCI at
baseline, who did not encounter multiple reversions and conversions and who did not
convert back to CN;

• pMCI: sessions of subjects who were diagnosed as MCI, early MCI or late MCI at
baseline, and progressed to AD during the 36 months following the current visit;

1BIDS: http://bids.neuroimaging.io
2Clinica: http://www.clinica.run
3ClinicaDL: https://clinicadl.readthedocs.io

https://github.com/aramis-lab/AD-ML
https://github.com/aramis-lab/AD-DL
http://bids.neuroimaging.io
http://www.clinica.run
https://clinicadl.readthedocs.io
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• sMCI: sessions of subjects who were diagnosed as MCI, early MCI or late MCI at
baseline, and neither progress nor regress to AD during the 36 months following the
current visit.

AD and CN participants whose label changed over time were excluded. This was also the
case for MCI patients with two or more label changes (for instance progressing to AD and
then reverting back to MCI). We made this choice because one can assume that the diagnosis
of these subjects is less reliable. Naturally, all the sessions of the pMCI and sMCI groups
are included in the MCI group. Note that the reverse is false, as some MCI subjects did not
convert to AD but were not followed long enough to state whether they were sMCI. For 30
sessions, the preprocessing did not pass the quality check and these images were removed
from our data set. Two pMCI subjects were entirely removed because the preprocessing
failed for all their sessions.

The AIBL data set considered in this work is composed of 598 participants for whom a
T1w MR image and an age value was available at at least one visit. The criteria used to
create the diagnosis groups are identical to the ones used for ADNI. After the preprocessing
pipeline, seven sessions were removed without changing the number of subjects.

Our OASIS data set is composed of 193 participants aged 62 years or more (minimum
age of the participants diagnosed with AD). As this data set is not longitudinal, we consider
as AD (resp. CN) participants who were diagnosed as AD (resp. CN) at baseline. After
the preprocessing pipeline, 22 AD and 17 CN subjects were excluded.

Table 3.1 summarises the demographics and cognitive scores of the ADNI, AIBL and
OASIS participants. Note that for the ADNI and AIBL data sets, three diagnostic labels
(CN, MCI and AD) exist and were assigned by a physician after a series of clinical tests (Ellis
et al., 2009; Ellis et al., 2010; Petersen et al., 2010) while for OASIS only two diagnostic
labels exist, CN and AD (the MCI subjects are labelled as AD), and were assigned based
on the CDR only (Marcus et al., 2007). As the diagnostic criteria of these studies differ,
there is no strict equivalence between the labels of ADNI and AIBL, and those of OASIS.

3.2.2 Conversion to the Brain Imaging Data Structure

Even though public data sets are extremely valuable, an important difficulty with these
studies lies in the organisation of the clinical and imaging data. As an example, the ADNI
and AIBL imaging data, in the state they are downloaded, do not rely on community
standards for data organisation and lack of a clear structure. Multiple image acquisitions
exist for a given visit of a participant and the complementary image information is contained
in numerous csv files, making the exploration of the database and subject selection very
complicated. To organise the data, we selected the BIDS format (Gorgolewski et al., 2016),
a community standard enabling the storage of multiple neuroimaging modalities. Being
based on a file hierarchy rather than on a database management system, BIDS can be easily
deployed in any environment. Very importantly, we provide the code that automatically
performs the conversion of the data as they were downloaded to the BIDS organised version,
for all the data sets used: ADNI, AIBL and OASIS. This allows direct reproducibility by
other groups without having to redistribute the data set, which is not allowed in the case of
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Table 3.1: Summary of participant demographics, mini-mental state examination
(MMSE) and global clinical dementia rating (CDR) scores at baseline for ADNI, AIBL
and OASIS. Values are presented as mean (standard deviation) [range]. M: male, F: fe-

male

ADNI
Subjects Sessions Age Gender MMSE CDR

CN 330 1 830 74.4 (5.8) [59.8, 89.6] 160 M / 170 F 29.1 (1.1) [24, 30] 0: 330
MCI 787 3 458 73.3 (7.5) [54.4, 91.4] 464 M / 323 F 27.5 (1.8) [23, 30] 0: 2; 0.5: 785
sMCI 298 1 046 72.3 (7.4) [55.0, 88.4] 175 M / 123 F 28.0 (1.7) [23, 30] 0.5: 298
pMCI 295 865 73.8 (6.9) [55.1, 88.3] 176 M / 119 F 26.9 (1.7) [23, 30] 0.5: 293; 1: 2
AD 336 1 106 75.0 (7.8) [55.1, 90.9] 185 M / 151 F 23.2 (2.1) [18, 27] 0.5: 160; 1: 175; 2: 1

AIBL
Subjects Age Gender MMSE CDR

CN 429 72.5 (6.2) [60, 92] 183 M / 246 F 28.8 (1.2) [25, 30] 0: 406; 0.5: 22; 1: 1
MCI 93 75.4 (6.9) [60, 96] 50 M / 43 F 27.0 (2.1) [20, 30] 0: 6; 0.5: 86; 1: 1
sMCI 13 76.7 (6.5) [64, 87] 8 M / 5 F 28.2 (1.5) [26, 30] 0.5: 13
pMCI 20 78.1 (6.6) [63, 91] 10 M / 10 F 26.7 (2.1) [22, 30] 0.5: 20
AD 76 73.9 (8.0) [55, 93] 33 M / 43 F 20.6 (5.5) [6, 29] 0.5: 31; 1: 36; 2: 7; 3: 2

OASIS
Subjects Age Gender MMSE CDR

CN 76 76.5 (8.4) [62, 94] 14 M / 62 F 29.0 (1.2) [25, 30] 0: 76
AD 78 75.6 (7.0) [62, 96] 35 M / 43 F 24.4 (4.3) [14, 30] 0.5: 56; 1: 20; 2: 2

ADNI and AIBL. We also provide tools for subject selection according to desired imaging
modalities, duration of follow up and diagnoses, which makes possible the use of the same
groups with the largest possible number of subjects across studies. Finally, we propose a
BIDS-inspired standardised structure for all the outputs of the experiments. These tools
are available in Clinica (more in Section 3.5.1).

3.3 AD-ML: Framework for the reproducible evaluation of
machine learning classification experiments

We demonstrate the use of the AD-ML framework for automatic classification of T1w MRI
data obtained from three data sets (ADNI, AIBL and OASIS). We assess the influence of
various components on the classification performance: image preprocessing, feature type
(voxel or regional features), classification algorithm and data set. Experiments were first
performed on the ADNI, AIBL and OASIS data sets independently, and the generalisation
of the results was assessed by applying classifiers trained on ADNI to the AIBL and OASIS
data. The complete set of experiments performed is available in (Samper-González et al.,
2018).
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3.3.1 Methods

3.3.1.1 Preprocessing and feature extraction

The preprocessing pipeline of the T1w MRI data is based on SPM124. First, the Unified
Segmentation procedure (Ashburner et al., 2005) is used to simultaneously perform tissue
segmentation, bias correction and spatial normalisation of the input image. Next, a group
template is created using DARTEL, an algorithm for diffeomorphic image registration (Ash-
burner, 2007), from the subjects’ tissue probability maps on the native space, usually grey
matter (GM), white matter (WM) and cerebrospinal fluid (CSF) tissues, obtained at the
previous step. Here, not only the group template is obtained, but also the deformation fields
from each subject’s native space into the DARTEL template space. Lastly, the DARTEL
to MNI method (Ashburner, 2007) is applied, providing a registration of the native space
images into the MNI space: for a given subject its flow field into the DARTEL template
is combined with the transformation of the DARTEL template into MNI space, and the
resulting transformation is applied to the subject’s different tissue maps. As a result, all
the images are in a common space, providing a voxel-wise correspondence across subjects.

Two types of features were extracted from the imaging data: voxel and region features.
The first type of features simply corresponds, for each image, to all the voxels in the brain.
The signal obtained from the T1w MR images is the grey matter density. Regional features
correspond to the average signal (grey matter density) computed in a set of regions of interest
(ROIs) obtained from different atlases. Five atlases containing both cortical and subcortical
regions, and covering the brain areas affected by AD, were selected: AAL2 (Tzourio-Mazoyer
et al., 2002), AICHA (Joliot et al., 2015), Hammers (Gousias et al., 2008; Hammers et al.,
2003), LPBA40 (Shattuck et al., 2008) and Neuromorphometrics5.

3.3.1.2 Classification models

We considered three different classifiers: linear support vector machine (SVM), logistic
regression with L2 regularisation, and random forest, all available in Clinica. The linear
SVM was used with both the voxel and the regional features because its computational
complexity depends only on the number of subjects when using its dual form. On the other
hand, the logistic regression with L2 regularisation and random forest models were only
used for the region-based analyses given that their complexity depends on the number of
features, which becomes infeasible with images containing about 1 million voxels. We used
the implementations of the scikit-learn library (Pedregosa et al., 2011).

Linear SVM The first method included is linear SVM. To reduce computational load,
the Gram matrix K = (k(xi, xj))i,j was precalculated using a linear kernel k for each pair
of images (xi, xj) (using the region or voxel features) for the provided subjects. This Gram
matrix is used as input for the generic SVM. We chose to optimise the penalty parameter C
of the error term. An advantage of SVM is that, when using a precomputed Gram matrix
(dual SVM), computing time depends on the number of subjects, and not on the number of

4SPM 12: http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
5Neuromorphometrics atlas: http://www.neuromorphometrics.com

http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
http://www.neuromorphometrics.com
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features. Given its simplicity, linear SVM is useful as a baseline to compare the performance
of the different methods.

Logistic regression with L2 regularisation The second method is logistic regression
with L2 regularisation (which is classically used to reduce overfitting). We optimised, as
for the linear SVM, the penalty parameter C of the error term. Logistic regression with L2
regularisation directly optimises the weights for each feature, and the number of features
influences the training time. This is the reason why we only used it for regional features.

Random forest The third classifier used is the random forest. Unlike both linear SVM
and logistic regression, random forest is an ensemble method that fits a number of decision
trees on various sub-samples of the data set. The combined estimator prevents overfitting
and improves the predictive accuracy. Based on the implementation provided by the scikit-
learn library (Pedregosa et al., 2011), there is a large number of parameters that can be
optimised. After preliminary experiments to assess which had a larger influence, we selected
the following two hyperparameters to optimise: i) the number of trees in the forest; ii) the
number of features to consider when looking for the best split. Random forest was only
used for regional features and not voxel features, due to its high computational cost.

3.3.1.3 Evaluation strategy

Cross-validation Evaluation of classification performance mainly followed the recent
guidelines provided by Varoquaux et al., 2017. Cross-validation (CV), the classical strategy
to maintain the independence of the train set (used for fitting the model) and the test set
(used to evaluate the performance), was performed. The CV procedure included two nested
loops: an outer loop evaluating the classification performance and an inner loop used to
optimise the hyperparameters of the model (C for SVM and L2 logistic regression, the num-
ber of trees and features for a split for the random forest). It should be noted that the use
of an inner loop of CV is important to avoid biasing performance upward when optimising
hyperparameters. This step has not always been appropriately performed in the literature
(Querbes et al., 2009; Wolz et al., 2011) leading to over-optimistic results, as presented in
(Eskildsen et al., 2013; Maggipinto et al., 2017).

We implemented in Clinica three different outer CV methods: k-fold, repeated k-fold
and repeated random splits (all of them stratified), using scikit-learn based tools (Pedregosa
et al., 2011). The choice of the method would depend on the computational resources at
hand. However, whenever possible, it is recommended to use repeated random splits with
a large number of repetitions to yield more stable estimates of performance and better
estimates of empirical variance. Therefore, we used for each experiment 250 iterations of
random splits. We report the full distribution of the evaluation metrics in addition to
the mean and empirical standard-deviation, as done in (Raamana et al., 2017) that uses
neuropredict (Raamana, 2017). It should nevertheless be noted that there is no unbiased
estimate of variance for cross-validation (Bengio et al., 2004; Nadeau et al., 2003) and that
the empirical variance largely underestimates the true variance. This should be kept in mind
when interpreting the empirical variance values. Also, we chose not to perform statistical
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testing of the performance of different classifiers. This is a complex matter for which there is
no universal solution. In many publications, a standard t-test on cross-validation results is
used. However, such an approach is way too liberal and should not be applied, as shown by
Nadeau et al., 2003. Better behaved approaches have been proposed such as the conservative
Z or the corrected resampled t-test (Nadeau et al., 2003). However, such approaches must
be used with caution because their behaviour depends on the data and the cross-validation
set-up. We thus chose to avoid the use of statistical tests in the present paper, in order not
to mislead the reader. Instead, we reported the full distributions of the metrics.

For hyperparameter optimisation, we implemented an inner k-fold. For each split, the
model with the highest balanced accuracy is selected, and then these selected models are
averaged across splits to profit of model averaging, that should have a stabilizing effect. In
the present paper, experiments were performed with k = 10 for the inner loop.

Metrics As output of the classification, we report the balanced accuracy, area under
the receiver operating characteristic curve (AUC), accuracy, sensitivity, specificity and, in
addition, the predicted class for each subject, so the user can calculate other desired metrics
with this information.

3.3.1.4 Classification experiments

In general, we performed clinical diagnosis classification tasks, or ‘predictive’ tasks of the
evolution of MCI subjects. Note that tasks involving progression from MCI to AD were
not performed for AIBL due to the small number of participants in the sMCI and pMCI
categories. However, the framework would allow performing these experiments very easily
when more progressive MCI subjects become publicly available in AIBL. Depending on the
type of features, the performance of several classifiers with different parameters was tested.
For voxel features, the only classifier was the linear SVM. Four different levels of smoothing
were applied to the images using a Gaussian kernel, from no smoothing to up to 12 mm
full width at half maximum (FWHM). For region-based classification experiments, three
classifiers were tested: linear SVM, logistic regression and random forest. The features were
extracted using five atlases: AAL2, AICHA, Hammers, LPBA40 and Neuromorphometrics.

3.3.2 Results

We present a selection of the results that we believe are the most valuable. The com-
plete results of all experiments (including other tasks, preprocessing parameters, features or
classifiers) are available in the repository containing all the code and experiments (https:
//github.com/aramis-lab/AD-ML). In the following subsections, we present the results
using the balanced accuracy as performance metric but all the other metrics are available
on GitHub.

3.3.2.1 Influence of the atlas

To assess the impact of the choice of atlas on the classification accuracy and to potentially
identify a preferred atlas, the linear SVM classifier using regional features was selected.

https://github.com/aramis-lab/AD-ML
https://github.com/aramis-lab/AD-ML
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Figure 3.1: Influence of atlas. Distribution of the balanced accuracies obtained from
the T1w MR images of ADNI participants using the reference classifier (linear SVM) and
regional features from different atlases for the CN vs AD, CN vs pMCI and sMCI vs pMCI

tasks.

Features from T1w MR images of ADNI participants were extracted using five different
atlases: AAL2, AICHA, Hammers, LPBA40 and Neuromorphometrics. Three classification
tasks were studied: CN vs AD, CN vs pMCI and sMCI vs pMCI.

As shown in Figure 3.1, no specific atlas provides the highest classification accuracy for
all the tasks. For example, Neuromorphometrics and AICHA provide better results for CN
vs AD, along with LBPA40, while AAL2 provides the highest balanced accuracy for CN
vs pMCI and sMCI vs pMCI. The same analysis was performed on AIBL subjects and,
similarly, no atlas consistently performed better than others across tasks. For the following
region-based experiments, the AAL2 atlas was chosen as reference atlas as it leads to good
classification accuracies and is widely used in the neuroimaging community. Again, all other
results are available in the repository.

3.3.2.2 Influence of the smoothing

T1w MR images were either not smoothed or smoothed using Gaussian kernels with FWHMs
of 4 mm, 8 mm and 12 mm. To determine the influence of different smoothing degrees on
the classification accuracy, a linear SVM classifier using voxel features was chosen. Three
classification tasks were studied: CN vs AD, CN vs pMCI and sMCI vs pMCI. The results
in Figure 3.2 show that, for most classification tasks, the balanced accuracy does not vary
to a great extent with the smoothing kernel size. The only variations are observed for
the CN vs pMCI and sMCI vs pMCI tasks: the balanced accuracy increases slightly with
the kernel size. The same analysis was run using the AIBL dataset. The mean balanced
accuracy also increased slightly with the kernel size, but the standard deviations of the
balanced accuracies are larger than for ADNI. As the degree of smoothing does not have a
clear impact on the classification performance, we chose to present the subsequent results
related to the voxel-based classification with a reference smoothing of 4 mm.

3.3.2.3 Influence of the type of features

We compared the balanced accuracies obtained for the voxel features with reference smooth-
ing (Gaussian kernel of 4 mm FWHM) to the ones obtained for the regional features with
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Figure 3.2: Influence of smoothing. Distribution of the balanced accuracy obtained from
the T1w MR images of ADNI participants using the reference classifier (linear SVM) and
voxel features with different degrees of smoothing for the CN vs AD, CN vs pMCI and

sMCI vs pMCI tasks.

reference atlas (AAL2) when using linear SVM classifiers. These features were extracted
from T1w MRI of ADNI participants. The same three classification tasks as before were
evaluated.

The results, displayed in Table 3.2, do not show notable differences between the mean
balanced accuracies obtained using voxel or regional features. In the case of the AIBL data
set, the balanced accuracy is higher for the region-based classification (for AD vs CN: voxel-
based 0.79 [± 0.059], region-based 0.86 [± 0.042]), but we can observe that the corresponding
standard deviations are high.

Table 3.2: Influence of feature types. Mean balanced accuracy and standard deviation
obtained for three tasks (CN vs AD, CN vs pMCI and sMCI vs pMCI) using the reference
classifier (linear SVM) with voxel (reference smoothing: 4 mm) and region (reference atlas:

AAL2) features extracted from T1w MR images of ADNI subjects.

Voxel-based Region-based
(4 mm smoothing) (AAL2 atlas)

CN vs AD 0.87 ± 0.026 0.84 ± 0.024
CN vs pMCI 0.74 ± 0.035 0.78 ± 0.031
sMCI vs pMCI 0.66 ± 0.040 0.70 ± 0.034

3.3.2.4 Influence of the classification method

Region-based experiments were carried out using three different classifiers to evaluate if
there were variations in balanced accuracies depending on the chosen classifier. Regional
features were extracted using the reference AAL2 atlas from T1w MR images of ADNI
participants. The three previously defined classification tasks were performed.

The results displayed in Figure 3.3 show that both the linear SVM and logistic regression
with L2 regularisation models lead to similar balanced accuracies, consistently higher than
the one obtained with random forest for all the tasks tested.
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Figure 3.3: Influence of classification method. Distribution of the balanced accuracy
obtained from the T1w MR images of ADNI participants using different region-based clas-
sifiers (reference atlas: AAL2) for the CN vs AD, CN vs pMCI and sMCI vs pMCI tasks.

3.3.2.5 Influence of the class imbalance

The tasks that we performed are done with unbalanced classes. Such class imbalance ranges
from very mild (1.2 times more CN than AD for ADNI) to moderate (1.7 times more CN
than pMCI and 2 times more sMCI than pMCI for ADNI) to very strong (6.1 times more CN
than AD in AIBL). We aimed to assess if such class imbalance influenced the performance.
To that purpose, we randomly sampled subgroups and performed experiments with 237
CN vs 237 AD, 167 pMCI vs 167 CN and 167 pMCI vs 167 pMCI for ADNI and 72 CN
and 72 AD for AIBL. We ensured that the demographic and clinical characteristics of the
balanced subsets did not differ from the original ones. Results are presented in Figure 3.4.
For ADNI, the performance was similar to that obtained with the full population. For
AIBL, the performance was substantially higher with balanced groups for the voxel-based
features. It thus seems that a very strong class imbalance (as in the case of AIBL where
the proportion is 6 to 1) leads to lower performance but that moderate class imbalance (up
to 2 to 1 in ADNI) are adequately handled.

3.3.2.6 Influence of the data set

We also wanted to know how consistent were the results across data sets, and thus we
compared the classification performance obtained from ADNI, AIBL and OASIS, for the
task of differentiating control subjects from patients with Alzheimer’s disease. Voxel (4 mm
smoothing) and regional (AAL2 atlas) features were extracted from T1w MR images and
used with linear SVM classifiers. We tested two configurations: training and testing the
classifiers on the same data set, and training a classifier on ADNI and testing it on AIBL
and OASIS. Results are displayed in Table 3.3. The performance obtained on ADNI and
AIBL is comparable and much higher than those obtained on OASIS. When training on
ADNI and testing on AIBL or OASIS, the balanced accuracy was at least as high as when
training and testing on AIBL or OASIS respectively, suggesting that classifiers trained on
ADNI generalise well to the other data sets. In particular, training on ADNI substantially
improved the classification performance on OASIS. We aimed to assess whether this was
due to the larger number of subjects in ADNI. To that purpose, we performed the same
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Figure 3.4: Influence of class imbalance. Distribution of the balanced accuracies obtained
using voxel (reference smoothing: 4 mm) and regional (reference atlas: AAL2) features
extracted from T1w MR images using the reference classifier (linear SVM) when training
using unbalanced and balanced data sets. Four tasks were tested: CN vs AD, CN vs pMCI

and sMCI vs pMCI for ADNI subjects, and CN vs AD for AIBL subjects.

experiments but with subsets of participants of equal size for each data set. We randomly
sampled populations of 70 AD patients and 70 CN participants from each of the data
sets, ensuring that the demographic and clinical characteristics of the subpopulations did
not differ from the original ones. As can be seen from Table 3.3, using the subset, the
improvement disappears for the voxel-based but remains for the regional features.

3.3.2.7 Influence of the training data set size

Learning curves were computed to assess how the performance of linear SVM classifiers
varies depending on the size of the training data set. Using only ADNI participants, we
tested two scenarios: voxel and region features extracted from T1w MR images. As cross-
validation, 250 iterations were run where the data set was randomly split into a test data set
(30% of the samples) and a training data set (70% of the samples). The maximum number
of subjects used for training and testing for each of the different tasks is of 362 for CN vs
AD, of 313 for CN vs pMCI and of 355 for sMCI vs pMCI. For each run, 10 classifiers were
trained and evaluated on the same test set using from 10% to all of the training set (from
7% to up to 70% of the samples), increasing the number of samples used by 10% on each
step. Therefore, the number of participants used for training ranged from 20 to 197 for CN,
24 to 239 for sMCI , 12 to 117 for pMCI and 17 to 166 for AD. We can observe from the
learning curves in Figure 3.5 that, as expected, the balanced accuracy increases with the
number of training samples.

Learning curves were also computed for the CN vs AD task when using larger data sets
obtained by combining participants from ADNI and AIBL (balanced subset composed of 72
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Table 3.3: Influence of data set. Average ± SD of the balanced accuracy obtained for the
reference linear SVM classifier when differentiating CN and AD subjects using voxel (4 mm
smoothing) and regional (AAL2 atlas) features extracted from T1w MR images for three
data sets: ADNI, AIBL and OASIS. Upper rows display results for the full population.
Lower rows display results for subsets of equal size for each data set. The subsets were
obtained by randomly sampling populations of 70 AD patients and 70 CN participants
from each of the data sets. Note that for the ‘full data set’ experiment, a balanced subset
of AIBL was used (i.e., 72 CN and 72 AD subjects). When the testing data set differs from

the training data set, there is no CV and thus no empirical SD.

Training data set Testing data set Voxel-based Region-based
(4 mm smoothing) (AAL2 atlas)

Full data set

ADNI ADNI 0.87 ± 0.025 0.84 ± 0.024
AIBL AIBL 0.85 ± 0.003 0.86 ± 0.004
ADNI AIBL 0.87 0.88
OASIS OASIS 0.70 ± 0.058 0.71 ± 0.053
ADNI OASIS 0.76 0.76

Subset

ADNI ADNI 0.85 ± 0.048 0.81 ± 0.06
AIBL AIBL 0.86 ± 0.048 0.85 ± 0.058
ADNI AIBL 0.86 0.87
OASIS OASIS 0.67 ± 0.063 0.64 ± 0.072
ADNI OASIS 0.67 0.7

CN subjects and 72 AD subjects) and from ADNI, AIBL and OASIS. Results are displayed
in Figure 3.6. We observe that for an equivalent number of subjects, combining ADNI and
AIBL or only using ADNI leads to a similar balanced accuracy. For regional features, the
performance is slightly higher when combining ADNI and AIBL compared to when only
using ADNI, but the difference is largely within the standard deviation. The balanced
accuracy keeps increasing slightly as more subjects are used for training when combining
ADNI and AIBL. However, when combining ADNI, AIBL and OASIS, the performance is
worse than when only using ADNI or combining ADNI and AIBL, no matter the number of
subjects. This is probably due to the fact that ADNI and AIBL follow the same diagnosis
and acquisition protocols, which differ from those of OASIS.

3.3.3 Discussion

AD-ML is an open-source framework for the reproducible evaluation of AD classification
methods that contains the following components: i) converters to normalize three publicly
available data sets into BIDS; ii) standardised preprocessing and feature extraction pipelines
for T1w MRI; iii) standard machine learning classification algorithms; iv) cross-validation
procedures following recent best practices. We demonstrated its use for the assessment of
different preprocessing options, features and classifiers on three public data sets.

We demonstrated the use of the framework on different classification tasks based on
T1w MRI data. Through this, we aimed to provide a baseline performance to which ad-
vanced machine learning and feature extraction methods can be compared. The baseline
performance is in line with the state-of-the-art results, which have been summarised in
(Arbabshirani et al., 2017; Falahati et al., 2014; Rathore et al., 2017), where classification
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Figure 3.5: Influence of training data set size. Learning curves for the T1w MR images of
ADNI participants using voxel features with 4 mm of smoothing (left) and regional features
derived from the AAL2 atlas (right) for the CN vs AD, CN vs pMCI and sMCI vs pMCI

tasks.

Figure 3.6: Influence of training set size when combining data sets. Learning curves for
the voxel features with 4 mm of smoothing (left) and regional features derived from the
AAL2 atlas (right) extracted from T1w MR images for the CN vs AD task when using
subjects from ADNI only, from both ADNI and AIBL, and from ADNI, AIBL and OASIS.

Note that a balanced subset of AIBL was used (i.e., 72 CN and 72 AD subjects).

accuracies typically range from 80% to 95% for CN vs AD, and from 60% to 80% for sMCI
vs pMCI.

Diverse parameters and options are used as for preprocessing and feature extraction in
AD machine learning studies. Their influence on classification performance is not clear and
constitutes a problem for the comparability of classification methods. We assessed the effect
of the choice of atlas, of degree of smoothing, and of the type of features (regions or voxels).
We found no systematic effect of each of these different components on the performance.
Some studies found an influence of the atlas on the classification performance (Ota et al.,
2015; Ota et al., 2014). However, the number of subjects in this study was small. In (Chu
et al., 2012), an improvement of 3% was found when using a combination of a few ROIs
compared to using all the voxels. In our study, a much larger number of subjects and a
strict validation process were used.

We compared three widely used classification methods: SVM, logistic regression with
L2 regularisation and random forests. Our main finding was the underperformance of the
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latter. This might be caused by the nature of brain imaging data that contains relatively
homogeneous values, and which should show dependence across voxels or brain regions.
These characteristics of the data could explain why techniques trying to find a smooth
combination of features, such as those using L2 regularisation, are more suited for single
modality classification problem. On the other hand, random forests or other ensemble
methods could be useful when combining features from different modalities such as images,
clinical data and cognitive scores, as done in (Moradi et al., 2015; Sørensen et al., 2018).
In other papers comparing several standard classification algorithms such as SVM, linear
discriminant analysis or Naive Bayes (Aguilar et al., 2013; Cabral et al., 2015; Sabuncu
et al., 2014), results did not show differences between methods.

We also assessed the influence of class imbalance, which in our data sets ranges from
very mild (1.2 times more CN than AD for ADNI) to moderate (1.7 times more CN than
pMCI and 2 times more sMCI than pMCI for ADNI) to very strong (6.1 times more CN
than AD in AIBL). In the case of voxel-based features, we found that a very strong class
imbalance (as in the case of AIBL where the proportion is 6 to 1) leads to lower performance
but that moderate class imbalance (up to 2 to 1 in ADNI) are adequately handled. On the
other hand, there was no influence of class imbalance for regional features. This highlights
that it may be beneficial to use balanced groups for training when there is a very strong
class imbalance and when using very high dimensional features.

We assessed the influence of various components on classification performance: type of
features, choice of atlas, smoothing, classifier. Other studies have assessed the influence of
other components: different types of anatomical features including volume, cortical thickness
and other surface characteristics (Gómez-Sancho et al., 2018; Schwarz et al., 2016; Westman
et al., 2013), feature selection techniques (Tohka et al., 2016), normalisation to intracranial
volume (Voevodskaya et al., 2014; Westman et al., 2013). Moreover, Tohka et al., 2016
compared LASSO and elastic-net to SVM and found that the former methods provide
increased performance. Assessing the influence of these different components could also be
done using our framework. In this particular work, we restricted the application of the
framework to a set of components that were chosen for the following reasons. Voxel-based
and regional features were both included because they are widely used. On the other hand,
cortical measures based on Freesurfer were not included due to their computational cost.
Smoothing is widely used for voxel-based analyses in the neuroimaging community and it
seemed useful to assess its influence. Nevertheless, there is always some arbitrariness in such
choices and it would be interesting to study other components with the framework.

Using multiple data sets is important to assess if the performance is robust to different
populations, acquired in different conditions. A first component consisted in performing the
same experiments on different data sets. We found that classification results were similar for
ADNI and AIBL data sets, but much lower for OASIS. The lower performance for OASIS
is likely due to the diagnosis criteria which are less rigorous (in OASIS, all participants
with CDR>0 are considered AD). It is also valuable to know how a classifier will perform
when trained on one data set and tested on another one. The classifiers trained on ADNI
data generalised well to AIBL and OASIS. Interestingly, for OASIS, the performance was
substantially increased when training on ADNI compared to when training on OASIS. Such
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improvement may arise from several factors: larger training set size, higher image quality or
stricter diagnostic criteria. When using subsets of equal size, the improvement obtained for
voxel-based features disappeared, suggesting that increased training set size is important,
in particular when using very high dimensional features. On the other hand, for regional
features, training on the ADNI subset improved performance compared to training on the
OASIS subset, suggesting that other factors (image quality, stricter diagnostic criteria)
contribute to the improvement. In general, we can say that classifiers are able to generalise
across different data sets, as is also concluded in (Dukart et al., 2013; Sabuncu et al., 2014)
particularly if they are obtained using large multicentric data sets with strict diagnostic
criteria, as is the case for ADNI.

Unsurprisingly, increased training set size led to increased classification performance.
This improvement of the results depending on the training set size has also been found in
other studies such as (Abdulkadir et al., 2011; Chu et al., 2012; Franke et al., 2010). One
can note that when combining multiple data sets, performance also increased with training
set size. However, when combining OASIS together with ADNI and AIBL, the performance
was lower than when using only AIBL and ADNI. This is consistent with the fact that
performance for OASIS was systematically lower than those obtained on ADNI and AIBL.
Again, this is likely due to diagnostic criteria which are less rigorous in OASIS. Interestingly,
with the current number of samples available, the point where the results stop improving has
not been reached. The performance of the classifier reaches a limit imposed by the number
of images that have been provided for training, meaning that more data are necessary to
find the top performance of a classifier. These results highlight the need for more publicly
available data sets, on which most of the current research in the field relies.

3.4 AD-DL: Framework for the reproducible evaluation of deep
learning classification experiments

As the most widely used architecture of deep learning , convolutional neural networks (CNN)
have attracted a huge attention thanks to its great success in image classification (Krizhevsky
et al., 2012). Contrary to conventional machine learning, deep learning allows the automatic
abstraction of low-to-high level latent feature representations (e.g., lines, dots or edges for
low level features, and objects or larger shapes for high level features). Thus, one can
hypothesise that deep learning depends less on image preprocessing and requires less prior
on other complex procedures, such as feature selection, resulting in a more objective and
less bias-prone process (LeCun et al., 2015).

Numerous studies have proposed to assist diagnosis of AD by means of CNNs, but as for
those implementing machine learning approaches, these studies are not directly comparable
because they differ in terms of: i) sets of participants; ii) image preprocessing procedures,
iii) cross-validation procedure and iv) reported evaluation metrics. It is thus impossible to
determine which approach performs best. The generalisation ability of these approaches also
remains unclear. In deep learning, the use of fully independent test sets is even more critical
than in conventional machine learning, because of the very high flexibility with numerous
possible model architecture and training hyperparameter choices. Assessing generalisation
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to other studies is also critical to ensure that the characteristics of the considered study
have not been overfitted. In previous works, the generalisation may be questionable due
to inadequate validation procedures, the absence of an independent test set, or a test set
chosen from the same study as the training and validation sets (Wen et al., 2020).

We thus extended our open-source framework for reproducible evaluation of AD classifi-
cation to DL approaches by implementing a modular set of image preprocessing procedures,
classification architectures and evaluation procedures dedicated to DL. We used this frame-
work to rigorously assess the performance of different CNN architectures, representative of
the literature. We studied the influence of key components on the classification accuracy,
we compared the proposed CNNs to a conventional ML approach based on a linear SVM,
and we assessed the generalisation ability of the CNN models within (training and testing
on ADNI) and across datasets (training on ADNI and testing on AIBL or OASIS).

3.4.1 Methods

3.4.1.1 Preprocessing of T1w MRI

In principle, CNNs require only minimal preprocessing because of their ability to automat-
ically extract low-to-high level features. However, in AD classification where data sets are
relatively small and thus deep networks may be difficult to train, it remains unclear whether
they can benefit from more extensive preprocessing. Moreover, previous studies have used
varied preprocessing procedures but without systematically assessing their impact. Thus, in
the current study, we compared two different procedures: ‘Minimal’ and ‘Extensive’. Both
procedures included bias field correction, and (optional) intensity rescaling. In addition, the
‘Minimal’ processing included a linear registration while the ‘Extensive’ included non-linear
registration and skull-stripping.

In brief, the ‘Minimal’ preprocessing procedure performs the following operations. The
N4ITK method (Tustison et al., 2010) was used for bias field correction. Next, a linear
(affine) registration was performed using ANTs (Avants et al., 2008) to register each image
to the MNI space (ICBM 2009c nonlinear symmetric template) (Fonov et al., 2011; Fonov
et al., 2009). To improve the computational efficiency, the registered images were further
cropped to remove the background. The final image size is 169×208×179 with 1 mm3

isotropic voxels. Intensity rescaling, which was performed based on the min and max values,
denoted as MinMax, was set to be optional to study its influence on the classification results.

In the ‘Extensive’ preprocessing procedure, bias field correction and non-linear regis-
tration were performed using the Unified Segmentation approach (Ashburner et al., 2005)
available in SPM126. Note that we do not use the tissue probability maps but only the non-
linearly registered, bias corrected, MR images. Subsequently, we perform skull-stripping
based on a brain mask drawn in MNI space. We chose this mask-based approach over direct
image-based skull-stripping procedures because the latter did not prove robust on our data.
This mask-based approach is less accurate but more robust. In addition, we performed
intensity rescaling as in the ‘Minimal’ pipeline.

6http://www.fil.ion.ucl.ac.uk/spm/software/spm12

http://www.fil.ion.ucl.ac.uk/spm/software/spm12
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Figure 3.7: Architecture of the 3D subject-level CNN. For each convolutional block,
we only display the convolutional and max pooling layers. Filters for each convolutional
layer represent the number of filters * filter size. Feature maps of each convolutional block
represent the number of feature maps * size of each feature map. Conv: convolutional

layer; MaxP: max pooling layer; FC: fully connected layer.

3.4.1.2 Classification models

We considered the four classification approaches: i) 3D subject-level CNN, ii) 3D ROI-based
CNN, iii) 3D patch-level CNN and iv) 2D slice-level CNN.

In the case of deep learning, one challenge is to find the ‘optimal’ model (i.e., global
minimum), including the architecture hyperparameters (e.g., number of layers, dropout,
batch normalisation) and the training hyperparameters (e.g., learning rate, weight decay).
We first reviewed the architectures used in the literature among the studies in which no data
leakage problem was found (see Table 1 in Wen et al., 2020). As there was no consensus,
we used a heuristic strategy for each of the four approaches described in (Wen et al., 2020).

3D subject-level CNN For the 3D subject-level approach, the proposed CNN architec-
ture is shown in Figure 3.7. The CNN consisted of 5 convolutional blocks and 3 FC layers.
Each convolutional block was sequentially made of one convolutional layer, one batch nor-
malisation layer, one ReLU and one max pooling layer.

3D ROI-based and 3D patch-level CNN For the 3D ROI-based and 3D patch-level
approaches, the chosen CNN architecture, shown in Figure 3.8, consisted of 4 convolutional
blocks (with the same structure as in the 3D subject-level) and 3 FC layers.

To extract the 3D patches, a sliding window (50×50×50 mm3) without overlap was used
to convolve over the entire image, generating 36 patches for each image.

For the 3D ROI-based approach, we chose the hippocampus as a ROI, as done in pre-
vious studies. We used a cubic patch (50×50×50 mm3) enclosing the left (resp. right)
hippocampus. The centre of this cubic patch was manually chosen based on the MNI tem-
plate image (ICBM 2009c nonlinear symmetric template). We ensured visually that this
cubic patch included all the hippocampus.
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For the 3D patch-level approach, two different training strategies were considered. First,
all extracted patches were fitted into a single CNN (denoting this approach as 3D patch-level
single-CNN). Secondly, we used one CNN for each patch, resulting in finally 36 (number of
patches) CNNs (denoting this approach as 3D patch-level multi-CNN).

Figure 3.8: Architecture of the 3D ROI-based and 3D patch-level CNNs. For each
convolutional block, we only display the convolutional and max pooling layers. Filters for
each convolutional layer represent the number of filters * filter size. Feature maps of each
convolutional block represent the number of feature maps * size of each feature map. Conv:

convolutional layer; MaxP: max pooling layer; FC: fully connected layer.

2D slice-level CNN For the 2D slice-level approach, the ResNet pre-trained on ImageNet
was adopted and fine-tuned. The architecture is shown in Figure 3.9. The architecture
details of ResNet can be found in (He et al., 2016a). We added one FC layer on top of the
ResNet. The last five convolutional layers and the last FC layer of the ResNet, as well as
the added FC layer, were fine-tuned. The weight and bias of the other layers of the CNN
were frozen during fine-tuning to avoid overfitting. For each subject, each sagittal slice was
extracted and replicated into R, G and B channels respectively, in order to generate an RGB
image. The first and last twenty slices were excluded due to the lack of information, which
resulted in 129 RGB slices for each image.

Majority voting system For 3D patch-level, 3D ROI-based and 2D slice-level CNNs,
we adopted a soft voting system (Raschka, 2015) to generate the subject-level decision. The
subject-level decision is generated based on the decision for each slice (resp. for each patch
for 3D patch-level / resp. for the left and right hippocampus for ROI-based). More precisely,
it was computed based on the predicted probability p obtained after softmax normalisation of
the outputs of all the slices/patches/ROIs from the same patient: ŷ = argmaxiwjpij, where
wj is the weight assigned to the j-th patch/slice/ROI. wj reflects the importance of each
slice/patch/ROI and is weighted by the normalised accuracy of the j-th slice/patch/ROI.
For the evaluation on the test sets, the weights computed on the validation set were used.



62 Chapter 3. Reproducible computer-aided diagnosis of dementia

Figure 3.9: Architecture of the 2D slice-level CNN. An FC layer (FC2) was added on top
of the ResNet. The last five convolutional layers and the last FC of ResNet (green dotted
box) and the added FC layer (purple dotted box) were fine-tuned and the other layers were
frozen during training. Filters for each convolutional layer represent the number of filters *
filter size. Feature maps of each convolutional block represent the number of feature maps

* size of each feature map. Conv: convolutional layer; FC: fully connected layer.

Note that the predicted probability p is not calibrated and should be interpreted with care
as it is not reflective of the true underlying probability of the sample applied to CNNs (Kuhn
et al., 2013; Guo et al., 2017).

For the 3D patch-level multi-CNN approach, the 36 CNNs were trained independently.
In this case, the weaker classifiers’ weight (balanced accuracy < 0.7) was set to be 0 with
the consideration that the labels’ probabilities of these classifiers could harm the majority
voting system.

Comparison to a linear SVM on voxel-based features For comparison purposes,
classification was also performed with a linear SVM classifier. We chose the linear SVM as
we showed with the AD-ML framework that it obtained higher or at least comparable classi-
fication accuracy compared with other conventional models (logistic regression and random
forest) (Samper-González et al., 2018). Moreover, given the very high-dimensionality of the
input, a non-linear SVM, e.g., with a radial basis function kernel, may not be advantageous
since it would only transport the data into an even higher dimensional space. The SVM
took as input the modulated grey matter density maps non-linearly registered to the MNI
space using the DARTEL method (Ashburner, 2007), as in AD-ML.
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3.4.1.3 Transfer learning

Two different approaches were used for transfer learning: i) autoencoder (AE) pre-training
for 3D CNNs; and ii) ResNet pre-trained on ImageNet for 2D CNNs.

Autoencoder pre-training An AE was designed based on the architecture of the clas-
sification CNN it initialises. The encoder part of the AE is composed of the same sequence
of convolutional blocks as the corresponding CNN. Each block has one convolutional layer,
one batch normalisation layer, one ReLU and one max pooling layer. The architecture of
the decoder mirrored that of the encoder, except that the order of the convolution layer and
the ReLU was swapped. Of note, the pre-training with AE and classification with CNNs in
our experiments used the same training and validation data splits in order to avoid potential
data leakage problems. Also, each AE was trained on all available data in the training sets.
This means that all MCI, AD and CN subjects in the training data set were used to train
the AE.

ImageNet pre-training For the 2D slice-level experiments, we investigated the possibil-
ity to transfer a ResNet pre-trained on ImageNet (He et al., 2016a) to our specific tasks.
Next, the fine-tuning procedure was performed on some of the final layers (see Figure 3.9).

3.4.1.4 Classification tasks

We performed two tasks in our experiments. AD vs CN was used as baseline task to compare
the results of our different frameworks. Then the best frameworks were selected to perform
the prediction task sMCI vs pMCI: the weights and biases of the model learned on the
source task (AD vs CN) were transferred to a new model fine-tuned on the target task
(sMCI vs pMCI). For the SVM, the sMCI vs pMCI experiment was performed either by
training directly on sMCI vs pMCI or by training on AD vs CN and applying the trained
model to sMCI vs pMCI.

3.4.1.5 Evaluation strategy

Validation procedure Rigorous validation is essential to objectively assess the perfor-
mance of a classification framework. This is particularly critical in the case of deep learning
as one may easily overfit the validation data set when manually performing model selection
and hyperparameter fine-tuning. An independent test set should be, at the very beginning,
generated and concealed. It should not be touched until the cross-validation, based on the
training and validation data sets, is finished and the final model is chosen. This test data
set should be used only to assess the performance (i.e., generalisation) of a fully specified
and trained classifier (Ripley, 1996; Sarle, 1997; Kriegeskorte et al., 2009). Considering
this, we chose a classical split into training/validation/test sets. Training/validation sets
were used in a cross-validation procedure for model selection while the test set was left
untouched until the end of the peer-review process. Only the best performing model for
each approach (3D subject-level, 3D patch-level, 3D ROI-based, 2D slice-level), as defined
by the cross-validation on training/validation sets, was tested on the test set.
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The ADNI test set consisted of 100 randomly chosen age- and sex-matched subjects for
each diagnostic class (i.e., 100 CN subjects, 100 AD patients). The rest of the ADNI data
was used as training/validation set. We ensured that age and sex distributions between
training/validation and test sets were not significantly different. Two other test sets were
composed of all subjects of OASIS and AIBL. The ADNI test set is used to assess model
generalisation within the same data set (thereby assessing that the model has not overfitted
the training/validation set). The AIBL test set is used to assess generalisation to another
data set that has similar inclusion criteria and image acquisition parameters to those of the
training set. The OASIS test is used to assess generalisation to a data set with different
inclusion criteria and image acquisition parameters. As mentioned above, it is important
to note that the diagnosis labels are not based on the same criteria in OASIS on the one
hand and ADNI/AIBL on the other. Thus we do not hypothesise that the models trained
on ADNI will generalise well to OASIS.

The model selection procedure, including model architecture selection and training hy-
perparameter fine-tuning, was performed using only the training/validation data set. For
that purpose, a 5-fold cross-validation was performed, which resulted in one fold (20%) of the
data for validation and the rest for training. Note that the 5-fold data split was performed
only once for all the experiments with a fixed seed number (random_state = 2), thus guar-
anteeing that all the experiments used exactly the same subjects during cross-validation.
Also, no overlap exists between the MCI subjects used for AE pre-training (using all avail-
able AD, CN and MCI) and the test data set of sMCI vs pMCI. Thus, the evaluation of the
cross-task transfer learning (from AD vs CN to sMCI vs pMCI) is unbiased. Finally, for the
linear SVM, the hyperparameter C controlling the amount of regularisation was chosen using
an inner loop of 10-fold cross-validation (thereby performing a nested cross-validation).

Metrics We computed the following performance metrics: balanced accuracy (BA), AUC,
accuracy, sensitivity and specificity. In the manuscript, for the sake of concision, we report
only the BA but all other metrics are available on Zenodo under the DOI 10.5281/zen-
odo.3491003.

3.4.2 Results of the cross-validation experiments

The different classification experiments and results (validation BA during 5-fold cross-
validation) are detailed in Table 3.4.

3.4.2.1 3D subject-level

Our series of experiments started with the 3D subject-level CNN trained to perform the AD
vs CN task (Table 3.4 A). We first assessed the influence of intensity rescaling. Without
rescaling, the CNN did not perform better than chance (BA = 0.50) and there was an obvious
generalisation gap (high training but low validation BA). With intensity rescaling, the BA
improved to 0.80. Based on these results, intensity rescaling was used in all subsequent
experiments.

With the experiments aimed at studying the influence of transfer learning (AE pre-
training), we showed that the performance was slightly higher with AE pre-training (0.82)

https://zenodo.org/record/3491003
https://zenodo.org/record/3491003
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Table 3.4: Results of the cross-validation experiments. For each model, we report the
balanced accuracy for each of the five folds within square brackets and the average and
standard-deviation across the folds. Note that this is not the standard-deviation of the

estimator of balanced accuracy.
MinMax: for CNNs, intensity rescaling was performed based on min and max values,
resulting in all values to be in the range of [0, 1]; SPM-based: the SPM-based grey matter
maps are intrinsically rescaled; AE: autoencoder. For CNNs, sMCI vs pMCI tasks were
performed as follows: the weights and biases of the model learnt on the source task (AD
vs CN) were transferred to a new model fine-tuned on the target task (sMCI vs pMCI).
For SVM, the sMCI vs pMCI was performed either training directly on sMCI vs pMCI or

training on AD vs CN and applying the trained model to sMCI vs pMCI.

A. 3D subject-level CNN - AD vs CN

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning Balanced accuracy

Baseline Minimal

None None 0.50 (0.00)
[0.50, 0.50, 0.50, 0.50, 0.50]

MinMax
None 0.80 (0.05)

[0.76, 0.86, 0.81, 0.85, 0.74]

AE pre-train 0.82 (0.05)
[0.74, 0.90, 0.83, 0.77, 0.83]

Longitudinal
Minimal MinMax AE pre-train 0.85 (0.04)

[0.88, 0.88, 0.84, 0.85, 0.78]

Extensive MinMax AE pre-train 0.86 (0.06)
[0.88, 0.94, 0.85, 0.85, 0.76]

B. 3D subject-level CNN - sMCI vs pMCI

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning Balanced accuracy

Baseline Minimal MinMax AE pre-train 0.73 (0.05)
[0.73, 0.73, 0.63, 0.77, 0.76]

Longitudinal Minimal MinMax AE pre-train 0.73 (0.03)
[0.73, 0.73, 0.67, 0.76, 0.74]

C. 3D ROI-based CNN - AD vs CN

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning Balanced accuracy

Baseline Minimal MinMax AE pre-train 0.88 (0.03)
[0.84, 0.89, 0.90, 0.89, 0.85]

Longitudinal Minimal MinMax AE pre-train 0.86 (0.02)
[0.83, 0.86, 0.86, 0.88, 0.86]

D. 3D ROI-based CNN - sMCI vs pMCI

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning Balanced accuracy

Baseline Minimal MinMax AE pre-train 0.77 (0.05)
[0.81, 0.81, 0.67, 0.78, 0.76]

Longitudinal Minimal MinMax AE pre-train 0.78 (0.07)
[0.87, 0.73, 0.68, 0.82, 0.78]
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E. 3D patch-based CNN - AD vs CN

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning

Training
approach Balanced accuracy

Baseline Minimal MinMax AE pre-train
single-CNN 0.74 (0.08)

[0.75, 0.84, 0.78, 0.75, 0.59]

multi-CNN 0.81 (0.03)
[0.82, 0.84, 0.83, 0.77, 0.79]

Longitudinal Minimal MinMax AE pre-train
single-CNN 0.76 (0.04)

[0.78, 0.77, 0.80, 0.78, 0.69]

multi-CNN 0.83 (0.02)
[0.83, 0.85, 0.84, 0.82, 0.79]

F. 3D patch-based CNN - sMCI vs pMCI

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning

Training
approach Balanced accuracy

Baseline Minimal MinMax AE pre-train multi-CNN 0.75 (0.04)
[0.80, 0.72, 0.72, 0.79, 0.72]

Longitudinal Minimal MinMax AE pre-train multi-CNN 0.77 (0.04)
[0.77, 0.75, 0.71, 0.82, 0.79]

G. 2D slice-based CNN - AD vs CN

Training
data

Image
preprocessing

Intensity
rescaling

Transfer
learning Balanced accuracy

Baseline Minimal MinMax AE pre-train 0.79 (0.04)
[0.83, 0.83, 0.72, 0.82, 0.73]

Longitudinal Minimal MinMax AE pre-train 0.74 (0.03)
[0.76, 0.80, 0.74, 0.71, 0.69]

H. Linear SVM - AD vs CN

Training
data

Image
preprocessing

Intensity
rescaling Balanced accuracy

Baseline DartelGM SPM-based 0.88 (0.02)
[0.92, 0.89, 0.85, 0.89, 0.84]

Longitudinal DartelGM SPM-based 0.87 (0.01)
[0.86, 0.86, 0.88, 0.87, 0.85]

I. Linear SVM - sMCI vs MCI

Training
data

Image
preprocessing

Intensity
rescaling

Training
task Balanced accuracy

Baseline DartelGM SPM-based
sMCI vs MCI 0.68 (0.02)

[0.71, 0.68, 0.66, 0.67, 0.71]

AD vs CN 0.70 (0.06)
[0.66, 0.75, 0.70, 0.79, 0.63]

Longitudinal DartelGM SPM-based
sMCI vs pMCI 0.68 (0.06)

[0.75, 0.77, 0.62, 0.62, 0.67]

AD vs CN 0.70 (0.02)
[0.68, 0.72, 0.67, 0.69, 0.73]
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than without (0.80). Based on this, we decided to always use AE pre-training, even though
the difference is small.

We then assessed the influence of the amount of training data, comparing training us-
ing only baseline data to those with longitudinal data. The performance was moderately
higher with longitudinal data (0.85) compared with baseline data only (0.82). We choose
to continue exploring the influence of this choice because the four different approaches have
a very different number of learnt parameters and the sample size is intrinsically augmented
in the 2D slice-level and 3D single-CNN patch-level approaches.

We also assessed the influence of the preprocessing comparing the ‘Extensive’ and ‘Min-
imal’ preprocessing procedures. The performance was almost equivalent with the ‘Minimal’
preprocessing (0.85) and with the ‘Extensive’ preprocessing (0.86). Hence in the following
experiments we kept the ‘Minimal’ preprocessing.

After the AD vs CN task, we trained the 3D subject-level CNN to perform the sMCI vs
pMCI task (Table 3.4 B). The BA was the same for baseline data and for longitudinal data
(0.73).

3.4.2.2 3D ROI-based

The next series of experiments was performed with the 3D ROI-based network, which focuses
on the hippocampi (Table 3.4 C and D). For AD vs CN, the BA was 0.88 for baseline data
and 0.86 for longitudinal data. This is slightly higher than that of the subject-level approach.
For sMCI vs pMCI, the BA was 0.77 for baseline data and 0.78 for longitudinal data. This
is substantially higher than with the 3D subject-level approach.

3.4.2.3 3D patch-level

The next experiments still use patches as inputs, but this time covering the whole brain
instead of a particular region (Table 3.4 E and F). For the single CNN approach on AD vs
CN, the BA was 0.74 for baseline data and 0.76 for longitudinal data. For the multi CNN
approach on AD vs CN, the BA was 0.81 for baseline data and 0.83 for longitudinal data,
thereby outperforming the single CNN approach. For sMCI vs pMCI, the BA was 0.75 for
baseline data and 0.77 for longitudinal data. The performance for both tasks is slightly
lower than that of the 3D ROI-based approach.

3.4.2.4 2D slice-level

After experiments with 3D networks, we studied a 2D network (Table 3.4 G). In general,
the performance of the 2D slice-level approach was lower than that of the 3D ROI-based,
3D patch-level multi CNN and 3D subject-level (when trained with longitudinal data) ap-
proaches but higher than that of the 3D patch-level single CNN approach. The use of
longitudinal data for training did not improve the performance (0.79 for baseline data; 0.74
for longitudinal data).
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3.4.2.5 Linear SVM

The final series of experiments studies the performance of a linear SVM (Table 3.4 H and
I). For the AD vs CN task, the BA was 0.88 when trained with baseline data and 0.87 when
trained with longitudinal data. For the sMCI vs pMCI task, when training from scratch,
the BA was 0.68 when trained with baseline data and 0.68 when trained with longitudinal
data. When using transfer learning from the task AD vs CN to the task sMCI vs pMCI, the
BA was 0.70 (when trained with baseline data) and 0.70 (when trained with longitudinal
data). The performance of the SVM on AD vs CN is thus higher than that of most deep
learning models and comparable to the best ones. However, for the sMCI vs pMCI task,
the BA of the SVM is lower than that of deep learning models.

3.4.3 Results on the test sets

Results on the three test sets (ADNI, OASIS and AIBL) are presented in Table 3.5. For
each category of approach, we only applied the best models for both baseline (a single image
per subject acquired at baseline) and longitudinal (multiple images per subject acquired at
different visits) data.

3.4.3.1 3D subject-level

For AD vs CN, all models generalised well to the ADNI and AIBL test sets but not to the
OASIS test set (losing over 0.15 points of BA). For sMCI vs pMCI, the models generalised
relatively well to the ADNI test set but not to the AIBL test set (losing over 0.20 point).
Note that the generalisation was better for longitudinal than for baseline.

3.4.3.2 3D ROI-based

For AD vs CN, the models generalised well to the ADNI test set, slightly worse to the
AIBL test set (losing 0.04 to 0.05 point) and considerably worse for OASIS (losing from
0.13 to 0.19 point). For sMCI vs pMCI, there was a slight decrease in BA on the ADNI
test set and a severe decrease for the AIBL test set. Note that on the ADNI test set, the
performance of the 3D ROI-based is almost the same as that of the 3D subject-level (when
using longitudinal data) while it was better on the validation set.

3.4.3.3 3D patch-based

For AD vs CN, the generalisation pattern was similar to that of the other models: good for
ADNI and AIBL, poor for OASIS. For sMCI vs pMCI, the BA on the ADNI test set was
0.07 point lower than on the ADNI validation set. The BA on the AIBL test set was very
poor.

3.4.3.4 2D slice-level

For AD vs CN, there was a slight decrease in performance on the ADNI test set (losing from
0 to 0.03 point) and the AIBL test set (losing from 0.01 to 0.03 point) and a considerable
decrease on the OASIS test set (losing from 0.13 to 0.14 point).
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3.4.3.5 Linear SVM

For AD vs CN, we observed the same pattern as for the other models: excellent generalisation
to ADNI and AIBL but not to OASIS. For sMCI vs pMCI, the generalisation was excellent
for ADNI but not for AIBL. Of note, the BA on the ADNI test set was even higher to that
of the validation, reaching a level which is comparable to the best deep learning models.

3.4.4 Discussion

In this section, we rigorously compared different CNN approaches and studied the impact
of key components on the performance. We hope that these results will provide a more
objective assessment of the performance of CNNs for AD classification and constitute a
solid baseline for future research.

The proposed framework was applied to images from three public data sets, ADNI, AIBL
and OASIS. On the ADNI test data set, the diagnostic BA of CNNs ranged from 0.76 to
0.89 for the AD vs CN task and from 0.69 to 0.74 for the sMCI vs pMCI task. These results
are in line with the state-of-the-art, where classification accuracy typically ranged from 0.76
to 0.91 for AD vs CN and 0.62 to 0.83 for sMCI vs pMCI (Wen et al., 2020). Nevertheless,
the performance that we report is lower than that of the top-performing studies. This
potentially comes from the fact that our test set was fully independent and was never used
to choose the architectures or parameters. The proposed framework can be used to provide
a baseline performance when developing new methods.

One interesting question is whether deep learning could perform better than conventional
machine learning methods for AD classification. Here, we chose to compare CNN to a linear
SVM. In the current study, the SVM was at least as good as the best CNNs for both the
AD vs CN and the sMCI vs pMCI task. Note that we used a standard linear SVM with
standard voxel-based features. It could be that more sophisticated conventional machine
learning methods could provide even higher performance. Similarly, we do not claim that
more sophisticated deep learning architectures would not outperform the SVM. However,
this is not the case with the architectures that we tested, which are representative of the
existing literature on AD classification. Besides, it is possible that CNNs will outperform
SVM when larger public data sets will become available. Overall, a major result of the
present paper is that, with the sample size which is available in ADNI, CNNs did not
provide an increase in performance compared to SVM.

Unbiased evaluation of the performance is an essential task in machine learning. This
is particularly critical for deep learning because of the extreme flexibility of the models
and of the numerous architecture and training hyperparameters that can be chosen. In
particular, it is crucial that such choices are not made using the test set. We chose a very
strict validation strategy in that respect: the test sets were left untouched until the end
of the peer-review process. This guarantees that only the final models, after all possible
adjustments, are carried to the test set. Moreover, it is important to assess generalisation
not only to unseen subjects but also to other studies in which image acquisitions or patient
inclusion criteria can vary. In the present work, we used three test sets from the ADNI,
AIBL and OASIS databases to assess different generalisation aspects.
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We studied generalisation in three different settings: i) on a separate test set from ADNI,
thus from the same study as those of the training set; ii) on AIBL, i.e., a different study
but with similar inclusion criteria and imaging acquisitions; iii) on OASIS, i.e., a study with
different inclusion criteria and imaging acquisitions. Overall, the models generalised well to
ADNI (for both tasks) and to AIBL (for AD vs CN). On the other hand, we obtained a very
poor generalisation to sMCI vs pMCI for AIBL. We hypothesise that it could be because
pMCI and sMCI participants from AIBL are substantially older than those of ADNI, which
is not the case for AD and CN participants. Nevertheless, note that the sample size for
sMCI vs pMCI in AIBL is quite small (33 participants). Also, the generalisation to OASIS
was poor. This may stem from the diagnosis criteria which are less rigorous (in OASIS,
all participants with CDR>0 are considered AD). Overall, these results bring important
information. First, good generalisation to unseen, similar, subjects demonstrate that the
models did not overfit the subjects at hand in the training/validation set. On the other
hand, poor generalisation to different age, protocols and inclusion criteria show that trained
models are too specific of these characteristics. Generalisation across different populations
thus remains an unsolved problem and will require training on more representative data
sets but maybe also new strategies to make training more robust to heterogeneity. This
is critical for the future translation to clinical practice in which conditions are much less
controlled than in research data sets like ADNI.

We studied the influence of several key choices on the performance. First, we studied the
influence of AE pre-training and showed that it slightly improved the average over training
from scratch. Three previous papers studied the impact of AE pre-training (Hosseini-Asl
et al., 2016; Vu et al., 2018; Vu et al., 2017) and found that it improved the results.
However, they are all suspected of data leakage. We thus conclude that, to date, it is
not proven that AE pre-training leads to a significant increase in BA. A difficulty in AD
classification using deep learning is the limited amount of data samples available for training.
However, training with longitudinal instead of baseline data gave only a slight increase of
BA in most approaches. The absence of a major improvement may be due to several
factors. First, training with longitudinal data implies training with data from more advanced
disease stages, since patients are seen at a later point in the disease course. This may
have an adverse effect on the performance of the model when tested on baseline data,
at which the patients are less advanced. Also, since the additional data come from the
same patients, this does not provide a better coverage of inter-individual variability. We
studied the impact of image preprocessing. First, as expected, we found that CNNs cannot
be successfully trained without intensity rescaling. We then studied the influence of two
different preprocessing procedures (‘Minimal’ and ‘Extensive’). The ‘Minimal’ procedure
is limited to an affine registration of the subject’s image to a standard space, while for
the ‘Extensive’ procedure non-linear registration and skull stripping are performed. They
led to comparable results. In principle, this is not surprising as deep learning methods do
not require extensive preprocessing. In the literature, varied types of preprocessing have
been used. Some studies used non-linear registration (Bäckström et al., 2018; Lin et al.,
2018; Liu et al., 2018c; Wang et al., 2018; Lian et al., 2018; Liu et al., 2018b; Basaia
et al., 2019; Wang et al., 2019) while others used only linear (Hosseini Asl et al., 2018;
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Aderghal et al., 2018; Li et al., 2018; Liu et al., 2018a; Shmulev et al., 2018; Aderghal
et al., 2017a; Aderghal et al., 2017b) or no registration (Cheng et al., 2017). None of them
compared these different preprocessings with the exception of (Bäckström et al., 2018) which
compared preprocessing using FreeSurfer to no preprocessing. They found that training the
network with the raw data resulted in a lower classification performance (drop in accuracy
of 38 percent points) compared to the preprocessed data using FreeSurfer (Bäckström et al.,
2018). However, FreeSurfer comprises a complex pipeline with many preprocessing steps
so it is unclear, from their results, which part drives the superior performance, while we
clearly demonstrated that the intensity rescaling is essential for the CNN training whereas
there is no improvement in using a non-linear registration over a linear one. Finally, we
found that, for the 3D patch-level framework, the multi-CNN approach gave better results
than the single-CNN one. However, this may be mainly because the multi-CNN approach
benefits from a thresholding system which excludes the worst patches, a system that was not
present in the single-CNN approach. To test this hypothesis, we performed supplementary
experiments in which the multi-CNN was trained without threshold and the single-CNN was
trained using the same thresholding system as in the main experiments of the multi-CNN.
We observed that the results of the multi-CNN and the single-CNN are comparable when
they use the same thresholding system. These supplementary experiments suggest that,
under similar conditions, the multi-CNN architecture does not always perform better than
the single-CNN architecture. In light of this, it would seem preferable to choose a framework
that offers a better compromise between performance and conceptual complexity, e.g., the
ROI-based or the 3D subject-level approaches.

Our study has the following limitations. First, a large number of options exist when
choosing the model architecture and training hyperparameters. Even though we did our
best to make meaningful choices and test a relatively large number of possibilities, we can-
not exclude that other choices could have led to better results. To overcome this limitation,
we provided an open-source framework. Researchers can use it to propose and validate po-
tentially better performing models. In particular, with this framework, researchers can easily
try their own models without touching the test data sets. Secondly, the cross-validation pro-
cedures were performed only once. Of course, the training is not deterministic and one would
ideally want to repeat the cross-validation to get a more robust estimate of the performance.
However, we did not perform this due to limited computational resources. Finally, over-
fitting always exists in our experiments, even though different techniques have been tried
(e.g., transfer learning, dropout or weight decay). This phenomenon occurs mainly due to
the limited size of the data sets available for AD classification. It is likely that training with
much larger data sets would result in higher performance.

3.5 Open-source contributions

With both the AD-ML and AD-DL frameworks, we aimed to contribute to make evaluation
of machine learning approaches in AD more reproducible and more objective. Reproducibil-
ity is the ability to reproduce results based on the same data and experimental procedures.
Calls to increase reproducibility have been made in different fields, including neuroimaging
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(Poldrack et al., 2017) and machine learning (Ke et al., 2017). Reproducibility differs from
replication, which is the ability to confirm results on independent data. Key elements of
reproducible research include: data sharing, storing of data using community standards,
fully automatic data manipulation, sharing of code. Our work can contribute to increase
reproducibility of machine learning research for computer-aided diagnosis through different
aspects. A first component is the fully automatic conversion of three public data sets into
the community standard BIDS. Indeed, ADNI and AIBL cannot be redistributed. Through
these tools, we hope to make it easy to reproduce experiments based on these data sets
without redistributing them. In particular, we offer a huge saving of time to users compared
to simply making public the list of subjects used. This is particularly true for complex
multimodal data sets such as ADNI (with plenty of incomplete data, multiple instances
of a given modality and complex metadata). The second key component is publicly avail-
able code for preprocessing, feature extraction and classification. These contributions are
gathered in Clinica and ClinicaDL, two freely available software platforms for clinical neu-
roscience research studies that will be described in more details in the next sections.

We also hope to contribute to more objective evaluations. Objective evaluation of a
new approach (classification algorithm, preprocessing pipeline or other) requires testing
this specific component without changing the others. Our frameworks include standard
approaches for the preprocessing of T1-weighted MRI (and PET) images, and standard
classification tools. These constitute a set of baseline approaches against which new methods
can easily be compared. Researchers working on novel methods can then straightforwardly
replace a given part of the pipeline (e.g., classifier) with their own solution, and evaluate the
added value of this specific new component over the baseline approach provided. We also
propose tools for rigorous validation. For machine learning experiments, these include: i)
large number of repeated random split to extensively assess the variability in performance;
ii) reporting the full distribution of accuracies and standard deviation rather than only
mean accuracies; iii) adequate nested CV for hyperparameter tuning (Varoquaux et al.,
2017). Regarding deep learning experiments, our tools consists in preventing and detecting
potential data leakage, i.e., the use of test data in any part of the training process.

3.5.1 Clinica: Software platform for neuroimaging studies

Clinica is an open-source software platform for reproducible clinical neuroimaging studies
that aims to make neuroimaging research studies easier and pursues the community effort
of reproducibility (Routier et al., 2021, www.clinica.run). The core of Clinica is a set of
automatic pipelines for processing and analysis of multimodal neuroimaging data (currently,
T1w MRI, diffusion MRI and PET data), as well as tools for statistics and machine learning.
Clinica relies on tools written by the scientific community and provides converters of public
neuroimaging data sets to BIDS, processing pipelines and organisation for processed files,
statistical analysis, and machine learning algorithms. A schematic overview of Clinica can
be found in Figure 3.10.

The target audience is mainly of two types. First, neuroscientists or clinicians conducting
clinical neuroscience studies involving multimodal imaging, typically not experts in image
processing for all of the involved imaging modalities or in statistical analysis. They will

www.clinica.run
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Figure 3.10: Overview of Clinica’s functionalities. Clinica provides processing pipelines
for MRI and PET images that involve the combination of different software packages, and
whose outputs can be used for statistical or machine learning analysis. Clinica expects data
to follow the Brain Imaging Data Structure (BIDS) and provides tools to convert public
neuroimaging data sets into the BIDS format. Output data are stored using the ClinicA

Processed Structure (CAPS).

benefit from a unified set of tools covering the complete set of steps involved in a study
(from raw data to statistical analysis). Second, researchers developing advanced machine
learning algorithms, typically not experts in brain image analysis. They will benefit from
tools to convert public datasets into BIDS, fully automatic feature extraction methods, and
baseline classification algorithms to which they could compare their results. Overall, we
hope that Clinica will allow users to spend less time on data management and processing,
to perform reproducible evaluations of their methods, and to easily share data and results
within their institution and with external collaborators.

Clinica can take as inputs different neuroimaging modalities, currently anatomical MRI,
diffusion MRI and PET and provides processing pipelines that involve the combination of
different software packages. It currently relies on FreeSurfer (Fischl, 2012), FSL (Jenkinson
et al., 2012), SPM (Ashburner, 2012), Advanced normalisation Tools (ANTs) (Avants et al.,
2014), MRtrix3 (Tournier et al., 2019), and the PET Partial Volume Correction (PETPVC)
toolbox (Thomas et al., 2016). The pipelines are written using Nipype (Gorgolewski et al.,
2011). Features extracted with the different pipelines can be used as inputs to statistical
analysis, which relies on SPM and SurfStat (Worsley et al., 2009), or machine learning
analysis, which relies on scikit-learn (Pedregosa et al., 2011). The list of pipelines currently
available in Clinica is presented in Figure 3.11.

Input neuroimaging data are expected to follow the BIDS data structure (Gorgolewski et
al., 2016). Since this new standard has only recently been adopted by the community, not all
public neuroimaging data sets are yet proposed in BIDS format. To facilitate the adoption
of BIDS, Clinica curates several publicly available neuroimaging data sets and provides
tools to convert them into the BIDS format. Processed data are organised following the
ClinicA Processed Structure (CAPS) format, which shares the same philosophy as BIDS.
Finally, a set of tools is provided to handle input and output data generated by Clinica,



76 Chapter 3. Reproducible computer-aided diagnosis of dementia

A
n
at

o
m

ic
al

 M
R

I

t1-linear
Bias field correction, affine registration and cropping
Dependencies: ANTs

t1-volume
Tissue segmentation (GM, WM, CSF), inter-subject
registration using Dartel, spatial normalization to standard
space (MNI)
Dependencies: SPM, CAT12

t1-freesurfer
t1-freesurfer-longitudinal
Cortical surface extraction, segmentation of subcortical
structures, cortical thickness estimation, spatial
normalization to standard space (FsAverage)
Dependencies: FreeSurfer

D
if

fu
si

o
n
 M

R
I

dwi-preprocessing
Correction of raw DWI data
Dependencies: FSL, ANTs, Convert3D
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Extraction of DTI-based measures, normalization to
standard space (MNI)
Dependencies: FSL, ANTs, MRtrix3
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Affine registration, intensity normalization and cropping
Dependencies: ANTs

pet-volume
Registration to T1 MRI, partial volume correction, spatial
normalization to standard space (MNI), intensity
normalization
Dependencies: SPM, PETPVC, CAT12

pet-surface
pet-surface-longitudinal
Registration to T1 MRI, intensity normalization, partial
volume correction, projection to cortical surface, spatial
normalization to standard space (FsAverage)
Dependencies: FreeSurfer, FSL, SPM, PETPVC
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statistics-volume
Voxel-based mass-univariate analysis with SPM
Dependencies: SPM, Matlab

statistics-surface
Surface-based mass-univariate analysis with SurfStat
Dependencies: Matlab
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machinelearning-prepare-spatial-svm
Preparation of T1 MRI and PET data for spatially
regularized SVM
Dependencies: None

(No command line interface)
Classification based on machine learning
Dependencies: None

● Surface-based features 
(cortical thickness)

● Regional features
(average cortical thickness) 
using atlases (currently 
Desikan, Destrieux)

● Voxel-based features
(GM, WM, CSF)

● Regional features (average 
GM) using atlases (currently 
AAL2,  AICHA, Hammers,   
LPBA40, Neuromorphometrics)

● Voxel-based features
(e.g. FDG uptake, amyloid uptake)

● Regional features (average FDG, 
amyloid uptake) using atlases 
(currently AAL2, AICHA, Hammers, 
LPBA40, Neuromorphometrics)

● Surface-based features from 
t1-freesurfer or
pet-surface pipelines

● Group comparison or 
correlations analysis using GLM

0 2.0SUVR

● T1 MRI on ICBM 2009c nonlinear 
symmetric template

● Used as input for 
deeplearning-prepare-data

● Voxel-based features 
(FA, MD, AD, RD)

● Regional features (average 
FA, MD, AD, RD) using atlases 
(JHUDTI81, JHUTracts)

● Voxel-based features from 
t1-volume or pet-volume
pipelines

● Group comparison using GLM

● Surface-based features
(e.g. FDG uptake, amyloid uptake)

● Regional features (average 
cortical thickness) using atlases 
(currently Desikan, Destrieux)

● Voxel-based, surface-based 
or regional features

● Classifications (SVM, ℓ2 
logistic regression, random 
forest) using cross-validations 
(K-fold, repeated K-fold, 
repeated hold-out)

● Probabilistic tractography

● Structural connectome 
using atlases (currently 
Desikan, Destrieux)

● Regularization that accounts for 
the spatial and anatomical structure 
of neuroimaging data leading to a 
more regular and anatomically 
interpretable decision function.

● Used as input for machine learning 
classification

● PET on ICBM 2009c nonlinear 
symmetric template

● Used as input for 
deeplearning-prepare-data

● EPI correction using phase-
difference map fieldmap or T1w 
(“fieldmap-less”)

● Prerequisite for dwi-dti or 
dwi-connectome pipelines

Figure 3.11: List of the pipelines currently available in Clinica with their dependencies
and outputs. GM: grey matter; CSF: cerebrospinal fluid; WM: white matter; FA: frac-
tional anisotropy; MD: mean diffusivity; AD: axial diffusivity; RD: radial diffusivity, SVM:

Support Vector Machine; ICBM: International Consortium for Brain Mapping.
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thus facilitating data management or connection to statistical or machine learning analysis.
The core of Clinica is written in Python and mainly relies on the Nipype framework

(Gorgolewski et al., 2011) to create pipelines. Python dependencies also include NumPy
(van der Walt et al., 2011), NiBabel (Brett et al., 2019), Pandas (McKinney, 2010), NIPY,
SciPy (Jones et al., 2001), scikit-learn (Pedregosa et al., 2011), scikit-image (van der Walt
et al., 2014) and nilearn (Abraham et al., 2014). Clinica is provided to the end user in
the form of a Python package distributed through Python Package Index (PyPI)7 and can
simply be installed by typing pip install clinica through the terminal, within a virtual
environment. The main usage of Clinica is through the command line, which is facilitated
by the support of autocompletion. The commands are gathered into four main categories.
The first category of command line (clinica run) allows the user to run the different
pipelines on neuroimaging datasets following a BIDS or CAPS hierarchy. The clinica

convert category allows the conversion of publicly available neuroimaging datasets into a
BIDS hierarchy. To help with data management, the clinica iotools category comprises
a set of tools that allows the user to handle BIDS and CAPS datasets, including generating
lists of subjects or merging all tabular data into a single TSV file for analysis with external
statistical software packages. Finally, the last category (clinica generate) is dedicated to
developers and currently generates the skeleton for a new pipeline.

Clinica was first hosted on a GitLab instance managed by the Paris Brain Institute and
was moved to GitHub in 2019 (https://github.com/aramis-lab/clinica). At the time
of writing, it counts 164 stars and 52 forks. Since Clinica has been hosted on GitHub, about
200 issues have been opened, including 65 by external users. More than 140 discussions
have been opened on the Google Group (https://groups.google.com/g/clinica-user).
The journal article presenting Clinica (Routier et al., 2021) has been cited about fifty times.
23 citations correspond to articles published by members of the Paris Brain Institute who
explicitly mention the use of the software, and 14 by external users.

In conclusion, Clinica is an open-source software platform that provides a comprehensive
set of processing pipelines for different neuroimaging modalities. It builds upon existing
standards and software tools developed by the community. It can make clinical neuroimaging
studies easier to perform and more reproducible.

3.5.2 ClinicaDL: Software for reproducible neuroimaging processing with
deep learning

ClinicaDL is an open-source software platform entirely written in Python that includes
many functionalities, such as neuroimaging preprocessing, synthetic dataset generation, la-
bel definition, data split with similar demographics, architecture search, network training,
performance evaluation and trained network interpretation. The three main objectives of
ClinicaDL are to (1) help manipulate neuroimaging data sets, (2) prevent data leakage from
biasing results and (3) reproduce deep learning experiments.

7https://pypi.org/project/clinica

https://github.com/aramis-lab/clinica
https://groups.google.com/g/clinica-user
https://pypi.org/project/clinica
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First, ClinicaDL relies on standardised formats, the BIDS and CAPS, to organise raw
and processed data, respectively. Though these formats were first introduced for neuroimag-
ing data management, they can be easily extended to any kind of medical imaging data, as
it would only require renaming and formatting files of a data set.

Secondly, ClinicaDL prevents data leakage as train and validation data characteristics
are saved when the output structure is created. Then, when evaluating the performance of
a trained model on a new data group, ClinicaDL checks that this data group is independent
from the training and validation groups. However, this only works under the assumption
that participants are always named in the same way across data groups.

Thirdly, ClinicaDL improves deep learning experiment reproducibility by sharing usable
and tagged code, saving all parameters of the training set and data groups used for evalua-
tion, and providing extensive documentation. However, though all these elements improve
method reproducibility, reproducibility can still be easily broken. For example Crane, 2018
explained that using another GPU system may make the results irreproducible. Then it
may not be possible for two different users to obtain the same results on different machines.
However, one user may be interested in having a deterministic setting to correctly evaluate
the impact of one particular property to improve their performance. Moreover, result repro-
ducibility may also be broken by manual architecture search and the overuse of the same
data set (Thompson et al., 2020). Indeed, research studies may be globally overfitting this
data set and if one day another data set is released, performance of previous studies may
collapse. This is why we implemented the random search method, although its very high
computational cost may limit its reproducibility power. In conclusion, as reproducibility is a
property which may be broken by many aspects of a study, we advise data scientists to refer
to reproducibility checklists made available online8 to ensure that their work is (largely)
reproducible.

ClinicaDL uses the PyTorch library as backbone (Paszke et al., 2019) and extends Py-
Torch for neuroimaging applications where the data set structure plays a key role in the
organisation of the data and metadata. The software is publicly distributed as an easy-
to-install package and is referenced in the Pypi package index9. Releases are performed
on a periodic basis and the code follows the most standard current practices for software
development.

ClinicaDL has been designed to be used via the command line interface, with separate
sub-commands performing the main tasks, as defined in a classical machine learning pipeline:
extract, train, predict. Other sub-commands are available in order to allow the user to
structure the data sets, create synthetic data, look for hyperparameters and interpret trained
networks. These functionalities are also available through the command line (tsvtool,
generate, random-search, interpret).

The main functionalities of ClinicaDL cover all the steps needed for deep learning exper-
iments, from data set management to the evaluation of results and network interpretation.
ClinicaDL’s workflow is illustrated in Figure 3.12. In addition to pre-implemented options,

8https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
9https://pypi.org/project/clinicadl

https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
https://pypi.org/project/clinicadl
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the source code aims at being modular and the documentation helps users to easily imple-
ment their custom experiments. Technical details for each command can be found in the
user documentation (https://clinicadl.readthedocs.io).

Figure 3.12: ClinicaDL main functionalities. extract, tsvtool and generate func-
tionalities read and write in the ClinicA Processed Structure (CAPS), which contains
neuroimaging data preprocessed by Clinica pipelines. ClinicaDL writes its own output,
the Model Analysis and Processing Structure (MAPS), which contains the results of the
training phase as well as inference on new data or the results of interpretability methods.

ClinicaDL has been hosted on GitHub since 2020 (https://github.com/aramis-lab/
clinicadl). At the time of writing, it counts 121 stars and 44 forks. About 130 issues
have been opened, including 25 by external users. The journal article presenting ClinicaDL
(Thibeau-Sutre et al., 2022b) has been cited nine times in eight months, until now only by
members of the team.

Preprocessing of images ClinicaDL works preferably with images that have been pre-
viously preprocessed but one can also perform experiments with unprocessed images, the
only requirement is to convert these images to the right format. Preprocessed images can
be obtained using Clinica for different imaging modalities. For example, the t1-linear

pipeline mainly performs bias field correction and spatial normalisation to the MNI space
of T1-weighted MR images, while the pet-linear pipeline mainly performs spatial normal-
isation to the MNI space and intensity normalisation of PET images. As ClinicaDL and
Clinica are fully compatible, outputs of the formerly mentioned pipelines can be introduced
easily into train or predict functions of ClinicaDL.

ClinicaDL proposes a simple tool to transform NIfTI images into PyTorch tensors. The
objective is to facilitate the training phase by decompressing the images beforehand (the
NIfTI format usually provides compressed images). This functionality writes future input
images for neural network training or inference formatted as tensors. The number and shape
of these tensors depend on the mode chosen. Four possible uses of the image (modes) are
currently implemented in ClinicaDL:

1. image uses the whole 3D image,

https://clinicadl.readthedocs.io
https://github.com/aramis-lab/clinicadl
https://github.com/aramis-lab/clinicadl
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2. patch extracts 3D cubic patches with predefined size and stride to cover the whole
image,

3. roi extracts specific 3D regions defined by binary masks generated by the user,
4. slice extracts 2D slices according to a neuroanatomical plane (sagittal, coronal or

axial).
The tool will run through the entire CAPS/BIDS folder searching for an imaging modal-

ity specified by the user and will apply the conversion and extraction of corresponding im-
ages. It will also produce a configuration file summarising all the characteristics of the
extraction procedure. The training procedure will then rely on this file to find the images
needed for network training.

Generation of toy data sets ClinicaDL facilitates the generation of semi-synthetic data
for evaluation and verification purposes. Such synthetic data sets have different purposes:
they can be used to debug the functionalities of ClinicaDL and are used by the continuous
integration workflow. Trivial data can also be used to ensure that a network is able to learn
something from images with similar characteristics but simpler than the true ones that will
be used. Finally, they can be used to simulate data sets with different properties (e.g., class
imbalances).

Preparation of metadata To use the train and inference functionalities of the software
or to analyse the data, inputs must be organised in the right way. A collection of tools to
handle metadata of BIDS-formatted data sets is proposed with ClinicaDL. These tools are
intended to provide the correct organisation of the data: get the labels used in classification
tasks, split the data to define test, validation and train subsets, and analyse the population
of interest. This set of commands is available through the command clinicadl tsvtool.

Random search Random search (Bergstra et al., 2012) is a procedure to find automat-
ically the hyperparameters (architecture and other training hyperparameters) of a frame-
work. It consists in randomly generating sets of hyperparameters to select the best set of
hyperparameters as a result. This random generation is based on a hyperparameter space
from which hyperparameter sets are sampled. In ClinicaDL, this hyperparameter space is
described by a configuration file created by the user. The main advantage of the random
search is its easy parallelisation, contrary to other optimisation methods that may require
successive runs and be time consuming. On the other hand, it is computationally costly
and it requires minimum knowledge regarding the subspace of hyperparameters that may
work to limit the search and find satisfactory results. Moreover, although it can significantly
improve the performance of a framework, it will not lead to the optimum, which is very hard
to find.

Training networks The main functionality of ClinicaDL is to train neural networks to
learn a task. These tasks can be:

1. Classification (of a categorical label, for example the diagnosis),
2. Regression (of a continuous label, for example the age),
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3. Image reconstruction.
Segmentation is currently not handled by ClinicaDL. However, as the software is meant to
be extensible, new tasks can be easily added by advanced users.

These tasks are highly dependent from the architecture. Some pre-built deep learning
architectures for each task are available in ClinicaDL and their list and details can be
displayed with the command clinicadl train list_models. However, an objective of the
library is to allow the users to add and use their custom architectures easily. To this end,
users can implement their custom networks by filling the abstract template, which includes
specific methods that are used in ClinicaDL. The procedure of such addition is detailed in
the documentation.

Performance evaluation ClinicaDL provides specific functions to easily perform infer-
ence with models previously trained with the tool. This functionality is available in a specific
sub menu of the command line (clinicadl predict). For example, one may want to evalu-
ate the performance of a trained model on a set of new samples. In this case, the command
will load the best model, the input images (in a BIDS/CAPS-like format) and the list of
subjects of the data group. Trained models are available within the Model Analysis and
Processing Structure (MAPS) produced during the training and the other information can
be either integrated into this structure or provided as a command line option. The results
are written in the MAPS as pre-formatted reports with the metric values at different levels
(e.g., image-level and patch-level) and the output values computed for each input image of
the data group.

The metrics computed depend on the task learnt by the network. The regression and
reconstruction tasks are associated with the mean squared error and mean absolute error,
whereas the classification task is evaluated thanks to balanced accuracy, accuracy, sensitiv-
ity, specificity, positive and negative predictive values. Advanced users can add any new
metric by following the procedure described in the advanced user guide. Moreover as the
output values are computed for each input image individually, users can easily compute any
metric of evaluation without modifying the source code.

Interpretation The most critical issue of deep learning methods is their lack of trans-
parency. This is why some interpretability methods have been developed specifically for
the field. These methods allow better understanding which patterns or zones of the images
have been linked to the result produced by the network. Currently, only the gradient back-
propagation method proposed in (Simonyan et al., 2014) is implemented in ClinicaDL. We
plan to strengthen the content of this command in future releases.

In conclusion, with ClinicaDL we help deep learning users handling the three main issues
encountered by non-specialists of the neuroimaging domain: (1) the data management and
preprocessing of neuroimaging data sets, (2) the contamination of results by data leakage
and (3) the lack of reproducibility of deep learning experiments.
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3.6 Conclusion and perspectives

Machine learning is now widely used in the neuroimaging community, for cognitive neu-
roscience or computer-aided diagnosis applications. However, applying such approaches to
neuroimaging data can be difficult for newcomers. Conversely, researchers in machine learn-
ing and deep learning are often interested in applying and validating their approaches to
neuroimaging problems (e.g., diagnosis, prognosis). However, they often lack the necessary
knowledge for handling and preprocessing neuroimaging data. Both Clinica and ClinicaDL
are being developed to assist both types of users.

Reproducibility has been highlighted as a major challenge in many scientific fields in-
cluding neuroimaging (Poldrack et al., 2017). This problem has also been highlighted in
machine learning for healthcare in general (McDermott et al., 2021) and for brain diseases
in particular (Samper-González et al., 2018; Wen et al., 2020). Clinica and ClinicaDL aim
to make reproducible research easier to perform. To that purpose, they combine the use of
a community standard for inputs, the definition of a standardised organisation for outputs,
standardised ways to preprocess imaging data, detailed documentations, and extensive soft-
ware testing. They extensively relies on community achievements such as the BIDS standard
(Gorgolewski et al., 2016) and Nipype (Gorgolewski et al., 2011).

Clinica and ClinicaDL are under active development. For example, we aim to improve
the reproducibility of Clinica by adding traceability features. Moreover, quality control of
processed data is currently done using standard image viewers which is clearly suboptimal.
We plan to add more advanced quality control of outputs in the spirit for instance of
MindControl (Keshavan et al., 2018). This is important in order to ease the quality control
of large data sets and to enforce the good practice of systematic quality control among the
users. Implementing an integrated QC system is among our priorities for the development
of Clinica. The aim is to provide a visual dashboard that would allow the user to: 1)
easily control which pipelines have been executed and whether they exited without error;
2) systematically review snapshots of the major outputs of each pipeline (together with
typical examples of how a correct output should look like); 3) flag incorrect outputs so
that they can be excluded from further statistical analysis. ClinicaDL is convenient for
research experiments but is not scalable enough and lacks tools for model deployment. We
aim to integrate deep learning tools widely adopted by the community, such as MLflow and
Pytorch Lightning, to improve model management and experiment tracking. This would
make ClinicaDL more accessible and flexible by converging towards community standards.
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Chapter 4

Computer-aided diagnosis of
dementia from routine clinical data
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4.1 Introduction

Dementia is a world-wide disease that is becoming more and more important due to popu-
lation ageing. T1-weighted (T1w) brain magnetic resonance imaging (MRI) contributes to
the positive diagnosis of dementia by displaying typical spatial patterns of brain atrophy. As
we have seen in the previous chapters, computer-aided diagnosis (CAD) systems using T1w
brain MRI data have been arising in the last years thanks to the development of machine
learning (ML) and deep learning (DL) models.

CAD systems have mainly been developed using research data sets thanks to their ease
of access (many can be downloaded from web platforms) and their ease of use, as they are
acquired following a research protocol whose aim is to guarantee data quality and homogeni-
sation. Several data sets originating from research studies such as the Alzheimer’s Disease
Neuroimaging Initiative (ADNI)2, the Open Access Series Of Imaging Studies (OASIS)3,
the Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing (AIBL)4 or the
Frontotemporal lobar degeneration neuroimaging initiative (NIFD)5, that we used in previ-
ous chapters, are publicly available and contain various clinical and imaging data, including
T1w MRI brain data. We have seen that they have pushed the research on ML and DL
for CAD using T1w brain MRI. Even if all these data sets have proven extremely useful
to propel methodological research on ML/DL applied to neurological diseases, they are far
from the everyday clinical routine for two main reasons. First, they use only research im-
ages where quality of the data is guaranteed, which cannot be the case in clinical practice.
Second, many of them aim to differentiate patients with a particular, well-characterised,
disease, from healthy controls. Such homogeneous diagnostic classes are difficult to obtain
in a clinical context, as well as totally healthy subjects.

To bring research advances to clinical practice, some works have developed CAD systems
using clinical data sets (Morin et al., 2020; Chagué et al., 2021). Nevertheless, they involve
small data sets. Moreover, the data comes from highly specialised centres that are not rep-
resentative of the overall clinical practice (for instance rare dementias and early-onset cases
are over-represented). Finally, they often restrict themselves to the diagnosis of patients
with dementia. It is thus unclear what their specificity is when dealing with MRI from
patients with other diagnoses. Some works focused on differential diagnosis, which is closer
to what is done is clinical routine, but they still use a research data set. Ma et al., 2020
classified patients with Alzheimer’s disease and fronto-temporal dementia using ADNI and
NIFD, Koikkalainen et al., 2016 trained a model for the classification among patients with
Alzheimer’s disease, fronto-temporal dementia, Lewy bodies disease and vascular dementia
using the Amsterdam Dementia Cohort, a research data set.

In this context, images from clinical data warehouses may be used to train and evaluate
ML and DL models for the CAD of dementia systems. Representing best the everyday clinic
life of a hospital, they are an important tool for the translation of research to the clinic.
Such images are heterogeneous (i.e. different sites, MRI sequences not harmonised) and

2http://adni.loni.usc.edu/
3https://www.oasis-brains.org/
4https://aibl.csiro.au/
5https://ida.loni.usc.edu/home/projectPage.jsp?project=NIFD

http://adni.loni.usc.edu/
https://www.oasis-brains.org/
https://aibl.csiro.au/
 https://ida.loni.usc.edu/home/projectPage.jsp?project=NIFD
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they include a very wide range of diagnoses (including not only patients with dementia but
also patients with other neurological or psychiatric diseases, as well as patients who received
a brain MRI for another indication).

The end goal of this work was to experimentally study the performance of ML methods
to classify dementia patients in a clinical data warehouse using T1w brain MRI. However,
as we will see in the following sections, important steps of quality control and image ho-
mogenisation have been necessary before reaching this stage.

4.2 AP-HP clinical data warehouse

This work relies on T1w brain MR images and clinical data from the clinical data warehouse
(CDW), in French Entrepôt de Données de Santé (EDS), of the AP-HP (Assistance Publique
– Hôpitaux de Paris). This CDW gathers data from millions of patients across 39 hospitals
of the Greater Paris area. The data were made available by the data warehouse of the
AP-HP and the study was approved by the Ethical and Scientific Board of the AP-HP.
According to French regulation, consent was waived as these images were acquired as part
of the routine clinical care of the patients.

4.2.1 Data set description

All the images acquired by the AP-HP centres are stored in a single central clinical PACS.
The data warehouse team made a query on the central clinical PACS and copied the images
to the so-called ‘research PACS’. Note that, in spite of its name, the research PACS is also
within the hospital network. The images were then pseudonymised: the DICOM fields that
contained information about the patient or the physician who performed the exam, such as
their name or identifier were erased. For further anonymisation, the date of the exam and
the date of birth were also erased from the DICOM fields. Nevertheless, this information
was available from another database (but not for all patients). In this other database,
to increase anonymisation, the date of the exam and the date of birth were also changed
(they were shifted by a constant to keep the age information accurate). Note that data
were accessed remotely and that all the analyses (including training and inference of deep
learning models on GPUs) were performed within the hospital network, as exporting data
outside of this network is not allowed.

The images were selected according to DICOM attributes. A first query on the PACS
was performed to list the DICOM attributes corresponding to MRI. For all the MR images,
we listed the ‘series descriptions", ‘body parts examined", and ‘study descriptions" DICOM
attributes. A neuroradiologist manually selected all the attribute values that may refer to
3D T1w brain MRI (e.g. ‘T1 EG 3D MPR", ‘SAG 3D BRAVO", ‘3D T1 EG MPRAGE",
‘IRM cranio", ‘Brain T1W/FFEGADO"). He selected 3736 relevant attribute values. In
case of a doubt, the neuroradiologist kept the value to avoid discarding potential images
of interest. Relevant attribute values were manually selected since some of the information
present in the DICOM fields is filled manually by the radiology department or even by the
radiographer who is performing the exam. Standardisation exists within a given hospital but
our data came from 39 different hospitals, which all have different conventions. Even within
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a hospital, there was still a large variability, probably because different MRI protocols for
a head/brain examination exist and there was no specific effort to name the body part in
a consistent way across them. It could also be that these had spelling errors or that they
were not changed during an exam (resulting in the annotation of gadolinium injection even
when it is not present or the opposite).

Among all the 3D T1w brain MRI of the AP-HP, a first batch of about 11,000 images
was delivered by the data warehouse. We excluded all the images having less than 40 slices
because they correspond to 2D brain images even if the corresponding DICOM attribute
refer to 3D. For the present study, we randomly selected 5500 images, corresponding to 4177
patients. The images were acquired on various scanners from four manufacturers: Siemens
Healthineers (n = 3752), GE Healthcare (n = 1710), Philips (n = 33) and Toshiba (n = 5).
Among all the images, 3229 images were acquired with 3 Tesla machines and 2271 with
1.5 Tesla. From the 5500 images, age and gender information was known only for 4274
images, corresponding to 3169 patients. This is explained by the fact that, while images are
stored on the PACS, socio-demographic and clinical data are stored using another software
system that had been installed later in the different hospitals. Furthermore, age and sex
in the DICOM header were erased during the pseudonymisation process. Among the 4274
images, we have 2297 women, 1968 men and 9 patients with unknown sex, with an average
age of 55.15 ± 7.89 (min: 18, max: 95). Table 4.1 reports all the scanner models present
in our data set with the corresponding magnetic field strength for the 5500 images and the
corresponding age range and sex for the images for which this information is available.

4.2.2 Image preprocessing

The T1w MR images were converted from DICOM to NIfTI using dicom2niix (Li et al.,
2016) and organised using the Brain Imaging Data Structure (BIDS) standard (Gorgolewski
et al., 2016). Images with a voxel dimension smaller than 0.9 mm were resampled using a
3rd-order spline interpolation to obtain 1 mm isotropic voxels. To facilitate annotations, we
applied the following pre-processing using the t1-linear pipeline of Clinica (Routier et al.,
2021), which is a wrapper of the ANTs software (Avants et al., 2014). Bias field correction
was applied using the N4ITK method (Tustison et al., 2010). An affine registration to MNI
space was performed (Avants et al., 2008). The registered images were further rescaled
based on the min and max intensity values (y = (x−min(x))/(max(x)−min(x)), where x

is the T1w brain MRI in the MNI space). Images were then cropped to remove background
resulting in images of size 169×208×179, with 1 mm isotropic voxels (Wen et al., 2020).
One should note that we only aimed to obtain a rough alignment and intensity rescaling to
facilitate annotation (see next section).
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Table 4.1: Model name of all the scanners, grouped by manufacturer, with the corre-
sponding magnetic field strength (T) and the number of images. Age (mean ± std[range])
and sex (number of females [F] / males [M]) are reported when available for each model.
As indicated in the text, from the 5500 images, age and gender information were available
only for 4274 images. Thus, this information was left blank when it was available for none

of the images of a given scanner model.

Model Name T N
images

Age (mean ± std
[range])

Sex
(F/M)

S
ie

m
en

s

Aera 1.5 489 53.53 ± 18.00 [18, 95] 223 / 142
Amira 1.5 29 47.81 ± 13.57 [19, 68] 6 / 10
Avanto 1.5 603 52.79 ± 15.39 [18, 88] 164 / 125

Avanto_fit 1.5 81 56.06 ± 16.64 [19, 88] 34 / 28
Biograph mMR 3 12 - -

Espree 1.5 1 - -
Magnetom Vida 3 3 - -

Magnetom Essenza 1.5 11 37.2 ± 15.93 [22, 69] 1 / 9
Sempra 1.5 3 45 ± 0 [45] 1 / 0
Skyra 3 1851 54.31 ± 17.56 [18, 95] 708 / 692

Spectra 3 23 55.13 ± 18.87 [22, 66] 2 / 6
Symphony 1.5 3 - -

Verio 3 643 55.65 ± 17.75 [18, 92] 310 / 294

G
E

H
ea

lt
h
ca

re

Discovery MR450 1.5 4 40.67 ± 23.57 [24, 74] 1 / 2
Discovery MR750(w) 3 675 55.52 ± 17.49 [18, 93] 240 / 256

Optima MR360 1.5 2 63 ± 0 [63] 0 / 1
Optima MR450w 1.5 284 59.80 ± 18.0 [18, 95] 160 / 97
Signa Architect 1.5 243 52.14 ± 18.63 [19, 92] 128 / 99

Signa Artist 1.5 4 88.0 ± 1.41 [86, 89] 2 / 2
Signa Excite 1.5 3 30.5 ± 4.5 [26, 35] 2 / 0

Signa Explorer 1.5 1 76 ±0 [76] 1 / 0
Signa HDx(t) 1.5 489 61.53 ±18.34 18, 94 250 / 166
Signa Pioneer 3 1 76 ±0 [76] 0 / 1
Signa Voyager 1.5 1 - -

Unknown 1.5 3 - -

P
h
il
ip

s Achieva 3 21 51.0 ± 14.0 [27, 70] 5 / 2
Ingenia 1.5 5 81.13 ± 12.20 [64, 92] 1 / 2
Intera 1.5 7 61 ± 0 [61] 2 / 0

T
os

h
ib

a

Titan 1.5 2 54.5 ± 1.5 [53, 56] 2 / 0
Vantage Elan 1.5 3 55.5 ± 3.5 [52, 59] 1 / 1
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Figure 4.1: Examples of T1w brain images from the clinical data warehouse and the
corresponding labels. A1: Image of good quality (tier 1), without gadolinium; A2: Good
quality (tier 1), with gadolinium; B1: Medium quality (tier 2), without gadolinium (noise
grade 1); B2: Medium quality (tier 2), with gadolinium (contrast grade 1); C1: Bad quality
(tier 3), without gadolinium (contrast grade 2, motion grade 2); C2: Bad quality (tier 3),
with gadolinium (contrast grade 2, motion grade 1); D1: Straight rejection (segmented);

D2: Straight rejection (cropped).

4.3 Quality control of T1-weighted brain MRI from a clinical
data warehouse

The quality of images acquired in a clinical routine context can greatly vary since the
acquisition protocols are not standardised, scanners may not be recent and patients may
have moved during the acquisition, see examples in Figure 4.1. All these factors can prevent
CAD algorithms from working properly (Reuter et al., 2015; Gilmore et al., 2019). Quality
control (QC) is thus a fundamental step before training and evaluating ML approaches on
clinical routine data.

Manual QC takes time and is thus not always doable, especially in the context of ML-
based CAD, where a large number of training samples is needed. Even if web-based systems
facilitate annotation (Kim et al., 2019; Keshavan et al., 2018), the task remains unfeasible
for very large data sets. In this context, automatic QC is thus needed. Many existing works
extract of image quality metrics, which requires an extensive preprocessing (Alfaro-Almagro
et al., 2018; Esteban et al., 2017) that may fail on images of bad quality or train classifiers
on images acquired following a well-defined research protocol (Sujit et al., 2019), which
probably will not generalise to clinical data.

The objective of our work was to develop a method for the automatic QC of T1w brain
MRI in large clinical data warehouses. The specific objectives were to: 1) discard images
which are not proper T1w brain MRI; 2) identify images with gadolinium; 3) recognise
images of bad, medium and good quality. We used 5000 images for training/validation and
500 for testing. To train/validate the models, the data were annotated by two trained raters.
To that purpose, we introduced an original visual QC protocol that is applicable to clinical
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Figure 4.2: General workflow of the proposed QC framework. Images were acquired as
part of the routine clinical care in different hospital sites and gathered in a central hospital
PACS. Images relevant to our research project were copied to the research PACS and
anonymised. They always remain within the hospital network that we accessed remotely.
Thanks to the connection to the hospital IT network, we manually labelled the images

before training and testing our deep learning models.

data warehouses. Figure 4.2 presents an overview of the proposed QC framework.

4.3.1 Manual labelling of the data set

Images were labelled by two trained raters and the annotation protocol was designed with
the help of a radiologist.

4.3.1.1 Quality criteria

Five characteristics were manually annotated. The first two (straight rejection and gadolin-
ium) are binary flags, while the other three (motion, contrast and noise) are assessed with
a three-level grade.

• Straight rejection (SR): images not containing a T1w MRI of the whole brain (for
instance images of segmented tissues or truncated images). Note that these images still
have DICOM attributes corresponding to T1w brain MRI and thus were not removed
through the selection step based on DICOM attributes.

• Gadolinium: presence of gadolinium-based contrast agent.

• Motion 0: no motion, 1: some motion but the structures of the brain are still dis-
tinguishable, 2: severe motion, the cortical and subcortical structures are difficult to
distinguish.

• Contrast 0: good contrast, 1: medium contrast (grey matter and white matter are
difficult to distinguish in some parts of the image), 2: bad contrast (grey matter and
white matter are difficult to distinguish everywhere in the brain).

• Noise 0: no noise, 1: presence of noise that does not prevent identifying structures,
2: severe noise that does prevent identifying structures.
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Gadolinium injection, motion, contrast and noise were noted for all the images which were
not defined as SR. According to the grades given to the motion, contrast and noise char-
acteristics, we determined three tiers corresponding to images of good, medium and bad
quality. The tiers, along with the rules used to defined them, are described in Table 4.2.

Table 4.2: Description and determination rules of the proposed quality control tiers.

Tier Description Determination rule

Tier 1 3D T1w brain MRI of
good quality Grade 0 for motion, contrast and noise

Tier 2 3D T1w brain MRI of
medium quality

At least one characteristic among motion, contrast
and noise with grade 1 and none with grade 2

Tier 3 3D T1w brain MRI of
bad quality

At least one characteristic among motion, contrast
and noise with grade 2

4.3.1.2 Annotation set-up

Our aim was to annotate the largest possible number of images in an efficient manner while
being restricted to the environment of the data warehouse which only included a Jupyter
notebook and a command-line interface. We thus implemented a graphical interface in a
Jupyter notebook. This interface displayed only the central axial, sagittal and coronal slices
of the brain. Indeed, loading the whole 3D volume for inspecting all the slices in the data
warehouse environment was unfeasible due to the above mentioned restrictions. Specifically,
from the NIfTI format, we saved a screenshot of the central slice of each view (sagittal,
coronal, axial) in PNG format. This allowed a fast loading of the image to annotate.
Each image was labelled by two trained raters. The interface was flexible: it was possible
to go back and label again an image, and after the labelling all the characteristics noted
were displayed. The procedure was optimised to reduce the workload of the raters to a
minimum. The implementation is available on a GitHub repository: https://github.com/
SimonaBottani/Quality_Control_Interface.

4.3.1.3 Consensus label

The final label used to train and validate the automatic QC is a consensus between the two
raters. If the users labelled different image characteristics, we determined a procedure to
define a consensus label. We distinguished two types of disagreement: one regarding the
SR status and the other one regarding the other characteristics based on which the tiers are
assigned. When the two raters disagreed on the SR status, we manually set the consensus
label: the two raters reviewed the images and decided together to keep the SR label or
assign the alternative label. In case of disagreement regarding the other characteristics, the
consensus was chosen as follows. The objective was to be as conservative as possible: we
wanted to retain all the imperfections that may have been seen by one annotator and not
by the other. For a given characteristic, the consensus grade was chosen as the maximum
of the two grades of the observers. The tier was recomputed accordingly.

https://github.com/SimonaBottani/Quality_Control_Interface
https://github.com/SimonaBottani/Quality_Control_Interface
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Figure 4.3: Distribution of the consensus labels for the whole data set of 5500 images.
Outermost circle: images in SR and in the different tiers. For every tier, we divide between
images with and without gadolinium injection. For each injection status we see the grade

distribution of the contrast, motion and noise characteristics.

4.3.1.4 Results of the manual quality control

The inter-rater agreement was evaluated using the weighted Cohen’s kappa (Watson et al.,
2010) between the two annotators for each of the characteristics. Results are presented in
Table 4.3. The agreement is strong for the SR label and the gadolinium injection (0.88 and
0.89) and moderate for the other characteristics (from 0.68 to 0.79).

Table 4.3: Weighted Cohen’s kappa between the two annotators

Characteristics Weighted Cohen’s kappa

SR (yes vs no) 0.88

Gadolinium injection (yes vs no) 0.89

Contrast (0 vs 1 vs 2) 0.79

Motion (0 vs 1 vs 2) 0.68

Noise (0 vs 1 vs 2) 0.70

The distribution of the consensus labels for the 5500 patients is shown in Figure 4.3.
26% of the images are labelled as SR, 16% as tier 1, 28% as tier 2, and 30% as tier 3.
Figure 4.1 shows some representative examples of T1w brain images with the corresponding
labels.

As expected, the proportion of images with gadolinium increased when the quality de-
creased (proportion of images with gadolinium: 41% in Tier 1, 53% in tier 2, 76% in tier 3;
p < 2.13e−8; χ2 test). A vast majority of tier 3 images had a contrast of 2 (90%) and were
with gadolinium (70%).

If we analyse the relationships between characteristics, we note that 73% of images with
a grade 2 for motion have also a grade 2 for contrast. Unsurprisingly, a strong motion has



92 Chapter 4. Computer-aided diagnosis of dementia from routine clinical data

Table 4.4: Distribution of the manufacturers, field strength, sex and age according to
QC grading (performed by the human raters) and on the overall population. We report
the percentage of each manufacturer, field strength and sex, and the mean ± standard
deviation with the range for age. The analysis was restricted to the sub-population for
which demographic information was available (4274 of 5500 images). Results with **
mean that the distributions between the overall population and a specific QC class were

statistically significantly different (corrected p <0.05).

Manufacturer
% Siemens, GE,
Philips, Toshiba

Field strength
% 1.5 T, 3 T

Age
mean ± std

[range]

Sex
% F, M

Tier 1
(n=702) 90%, 10%, 0%, 0%** 9%, 91% ** 47.51 ± 16.27

[18 - 88] 52%, 48%

Tier 2
(n=117) 78%, 22%, 0.2%, 0.01% ** 44%, 56% 54.42 ± 17.79

[18 - 95] 59%, 41%

Tier 3
(n=1323) 38%, 62%, 0%, 0.2%** 60%, 40% ** 59.97 ± 17.13

[18 - 85] 57%, 43%

SR
(n=1132) 67%, 32%, 1%, 0% 28%, 72% ** 54.95 ± 18.01

[18 - 93] 47%, 53%

Total
(n=4274) 65%, 35%, 0.2%, 0% 39%, 61% 55.15 ± 17.89

[18 - 95] 53%, 46%

a severe impact on contrast. On the other hand, images with a grade 2 for contrast present
a closer distribution of grade 0, 1 and 2 for motion (40%, 34%, and 26%, respectively).

We studied the influence of the age, sex, manufacturer and field strength for the SR
images or the different tiers for which demographic information was available (4274 out
of 5500). In Table 4.4, we report the percentage of each manufacturer, field strength
and sex, and the mean, standard deviation and range for the age according to the QC
grading performed by the human raters (SR, tier 1, tier 2 or tier 3). We compared the
distribution of the four overall quality classes to the overall population using a χ2 test for the
manufacturer, field strength and sex, and with a t-test for the age. P-values were corrected
for multiple comparisons using Bonferroni correction. We found statistically significant
differences (corrected p-value <0.05) for the manufacturer for tier 1, tier 2 and tier 3 and
for the field strength for tier 1, tier 3 and SR. Specifically, in tier 1 and tier 2, there was
a majority of Siemens machines (especially of 3T for tier 1), while in tier 3 there was a
majority of GE Healthcare machines. In addition, the SR category contained many 3T
images that are actually segmented images, as such processed images are usually available
with the most recent machines (that come equipped with segmentation software). For age
and sex, there was no significant difference.

DICOM attributes often contain information regarding the injection of gadolinium. How-
ever, it is well-known to radiologists that such information is often unreliable because it is
manually entered by the MRI radiographer. We aimed to assess the extent to which such
information was unreliable. We thus analysed the ‘study description’ and ‘series description’
DICOM attributes of the images to check if the presence of gadolinium injection was noted.
We considered that it was noted if at least one of the words ‘gado’, ‘inj’ or ‘iv’ was present
in the value of one of the attributes. Among the 2416 images that were manually annotated
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as with gadolinium, 2033 images had the information in the DICOM attributes. Among
the 1629 images that were manually annotated as without gadolinium, 987 were noted as
images with gadolinium injection according to the DICOM attributes. Since our manual
annotation of gadolinium injection is highly reproducible and was designed with the guid-
ance of an experienced neuroradiologist, we conclude that, as expected, DICOM attributes
do not provide reliable information regarding the presence of gadolinium. This highlights
the importance of being able to detect it using an automatic QC tool.

4.3.2 Automatic quality control

We developed an automatic QC method based on convolutional neural networks (CNNs)
trained to perform several classification tasks: 1) discard images which were not proper T1w
brain MRI (SR: yes vs no)); 2) identify images with gadolinium (gadolinium: yes vs no); 3)
differentiate images of bad quality from images of medium and good quality (tier 3 vs tiers
2-1); 4) differentiate images of medium quality from images of good quality (tier 2 vs tier
1).

4.3.2.1 Network architecture

The network proposed was composed of five convolutional blocks and of three fully con-
nected layers. The convolutional blocks were made of one convolutional layer, one batch
normalisation layer, one ReLU and one max pooling. In the following, we refer to this ar-
chitecture as Conv5_FC3. The models were trained using the cross entropy loss, which was
weighted according to the proportion of images per class for each task. We used the Adam
optimizer with a learning rate of 1e-4. We implemented early stopping and all the models
were evaluated with a maximum of 50 epochs. The batch size was set to 2. The model with
the lowest loss was saved as final model. Implementation was done using Pytorch. This
architecture has previously been used and validated in the AD-DL framework (Wen et al.,
2020) and is available in ClinicaDL (Thibeau-Sutre et al., 2022b).

We compared this network to more sophisticated CNN architectures. In particular, we
implemented a modified 3D version of Google’s incarnation of the Inception architecture
(Szegedy et al., 2016). In addition we also implemented a 3D ResNet (CNN with residual
blocks) inspired from (Jónsson et al., 2019). Both the Inception and the ResNet models
were trained using the cross entropy loss weighted according to the proportion of images
per class, the Adam optimizer with a learning rate of 1e-4 and the batch size was set to
2. These two models have been used in (Couvy-Duchesne et al., 2020) to predict brain
age from 3D T1w MRI. For that specific task, they achieved a higher performance than
the 5-layer CNN mentioned above. Their implementation is openly available on GitHub
https://github.com/aramis-lab/pac2019 and all the parameters of the CNNs are listed
in the supplementary materials of (Couvy-Duchesne et al., 2020).

4.3.2.2 Experiments

Before starting the experiments, we defined a test set by randomly selecting 500 images
which respected the same distribution of tiers as the images in the training/validation set.

https://github.com/aramis-lab/pac2019
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Table 4.5: Results of the CNN classifier for all the tasks. We report the BA of the
annotators and for every metric of the CNN we report the mean and the empirical stan-
dard deviation across the five folds. BA: balanced accuracy; MCC: Matthews correlation

coefficient; PPV: positive predictive values; NPV: negative predictive values

Metric SR
(yes vs no)

Gadolinium injection
(yes vs no)

Tier 3 vs
tiers 2-1

Tier 2 vs
tier 1

BA annotators 97.13 96.10 91.56 88.27

BA classifiers 93.76 ± 0.57 97.14 ± 0.34 83.51 ± 0.93 71.65 ± 2.15

F1 score 94.85 ± 0.41 97.04 ± 0.31 84.07 ± 1.02 74.10 ± 1.35

MCC 85.71 ± 1.11 94.00 ± 0.64 67.38 ± 2.13 42.10 ± 3.25

Sensitivity 91.83 ± 1.18 96.45 ± 0.34 79.88 ± 3.06 77.39 ± 4.29

Specificity 95.69 ± 0.53 97.82 ± 0.62 87.14 ± 3.14 65.92 ± 7.47

PPV 86.44 ± 1.43 98.33 ± 0.46 81.93 ± 3.36 83.20 ± 2.31

NPV 97.51 ± 0.35 95.39 ± 0.42 85.83 ± 1.49 57.78 ± 2.63

We also verified that the distribution of the manufacturers and the different scanner models
was respected. The remaining 5000 images were split into training and validation using a
5-fold cross validation (CV). The separation between training, validation and test sets was
made at the patient level to avoid data leakage. For each of the four tasks considered (SR,
gadolinium, tier 3 vs 2-1, tier 2 vs 1), the five models trained in the CV were evaluated on
the test set. We also studied the influence of the size of the training set on the performance
by computing learning curves. We compared the output of each classifier with the consensus
label. To set the automatic QC results in perspective, we computed the balanced accuracy
(BA) for the raters (defined as the average of the BAs between each rater and the consensus).

4.3.2.3 Results of the automatic quality control

Results obtained for the four tasks of interest by the proposed Conv5_FC3 classifier are
presented in Table 4.5. We report the BA of the annotators for comparison. For the
recognition of SR images, we used all the images available in the training/validation set
(n = 5000); for the gadolinium and tier 3 vs tiers 2-1 tasks, the training/validation set does
not include SR images (n = 3770); and for the tier 2 vs tier 1 task, the training/validation
set does not include SR and tier 3 images (n = 2182).

Balanced accuracy for SR and gadolinium is excellent (94% and 97%). For SR, the CNN
is slightly less good than the annotators. For gadolinium, the CNN is as good as the raters.
For tier 3 vs 2-1, the classifier BA is good but lower than that of the annotators. For tier 2
vs 1, CNN BA is low (71%) and much lower than that of the raters (88%).

The influence of the size of the training set on the performance is shown in Figure 4.4.
For SR, the performance increases with sample size, even if it is also good with few examples
(90% for 500 images) because of the easiness of the task. For gadolinium, performance is
very high regardless of the sample size. For tier 3 vs tiers 2-1, adding more training samples
helps the classifier while this is not the case for tier 2 vs 1.
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Figure 4.4: Learning curves for the SR (yes vs no), gadolinium injection (yes vs no), tier
3 vs tier 2-1 and tier 2 vs tier 1 tasks. Blue: balanced accuracy of the classifier across the

five folds. Violet: balanced accuracy of the annotators on the testing set.

For tier 3 vs tiers 2-1 and tier 2 vs tier 1, we compared the proposed architecture,
Conv5_FC3, with the Inception and ResNet architectures. For both tasks, the balanced
accuracy obtained with the different networks is comparable: while for tier 3 vs tiers 2-1 it
is slightly higher with the ResNet (85.82 ± 0.95) than the Conv5_FC3 (83.51 ± 0.93) and
the Inception (82.40 ± 1.2 ), for tier 2 vs 1 it is slightly higher with the Conv5_FC3 (71.65
± 2.15) than the ResNet (68.08 ± 1.6) or Inception (69.27 ± 2.05) architectures. For both
tasks, the performance of the different classifiers were not statistically different (for tier 3
vs tiers 2-1: p>0.21, McNemar’s test; for tier 2 vs tier 1: p>0.12, McNemar’s test). All the
metrics are reported in Table 4.6.

4.3.3 Conclusion

We developed a method for the automatic QC of T1w brain MRI for a large clinical data
warehouse. Our approach allows discarding images which are of no interest (SR), recognising
gadolinium injection and rating the overall image quality. To this aim, different CNN were
trained and evaluated thanks to the manual annotation of 5500 images by two raters.

Manual annotation results showed that our protocol is reproducible across all tasks, even
though agreement was less for more challenging characteristics. They also provide interesting
information on the variability of image quality in a clinical routine data warehouse. As
much as 25% are totally unusable (SR), and almost a third has a low quality (tier 3). We



96 Chapter 4. Computer-aided diagnosis of dementia from routine clinical data

Table 4.6: Results of three 3D CNN architectures (Conv5_FC3, Inception and ResNet)
for the rating of the overall image quality. We report the mean and the empirical standard
deviation across the five folds for all the metrics. BA: balanced accuracy; MCC: Matthews
correlation coefficient; PPV: positive predictive values; NPV: negative predictive values

A. Tier 3 vs tiers 2-1

Metric Conv5_FC3 Inception ResNet

BA 83.51 ± 0.93 82.41 ± 1.28 85.82 ± 0.95

Sensitivity 79.88 ± 3.06 75.53 ± 2.68 80.75 ± 3.24

Specificity 87.14 ± 3.14 89.29 ± 3.45 90.89 ± 2.22

F1 score 84.07 ± 1.02 83.38 ± 1.44 86.57 ± 0.81

MCC 67.38 ± 2.13 66.08 ± 3.02 72.52 ± 1.70

PPV 81.93 ± 3.36 83.80 ± 3.93 86.58 ± 2.43

NPV 85.83 ± 1.49 83.58 ± 1.20 86.85 ± 1.76

B. Tier 2 vs tier 1

Metric Conv5_FC3 Inception ResNet

BA 71.65 ± 2.15 69.28 ± 2.81 68.08 ± 1.63

Sensitivity 77.39 ± 4.29 76.86 ± 4.76 82.35 ± 2.90

Specificity 65.92 ± 7.47 61.69 ± 10.01 53.80 ± 4.99

F1 score 74.10 ± 1.35 72.28 ± 1.13 72.94 ± 1.18

MCC 42.10 ± 3.25 37.74 ± 4.10 37.13 ± 2.73

PPV 83.20 ± 2.32 81.51 ± 3.08 79.40 ± 1.34

NPV 57.78 ± 2.63 55.49 ± 1.70 58.77 ± 2.40

also confirmed that gadolinium has a strong impact on image quality, hence the critical
importance of detecting it accurately, the DICOM fields being unreliable in that regard.
Note however that a limitation of this work is that annotations rely on three 2D slices,
which means that some artefacts may have been missed. Nonetheless, if not visible on
three central slices in different orientations, these potentially missed artefacts should have
a minimal impact on subsequent image analyses.

For detecting straight reject, our CNN had excellent performance. Even though the
task is relatively easy, this is very important to automatically discard images in a very large
scale study. This was also the case for gadolinium, an important characteristic that strongly
impacts the behaviour of many image analysis methods. We thus believe that these tools
can be reliably used on the rest of this large data warehouse and already have an important
practical impact for researchers in deep learning for medical imaging.

For detecting low quality data (tier 3), the performance was good even though lower
than that of manual raters. On the other hand, it was substantially lower for differentiating
between high and medium quality images. Such tools still seem useful for analysing the
failure modes of CAD systems or other ML approaches, as such correlative work is still
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doable with an imperfect tool. More work is nevertheless needed to use them for a strict
rating of MRI quality.

4.4 Contrast-enhanced to non-contrast-enhanced image trans-
lation to exploit a clinical data warehouse of T1-weighted
brain MRI

To perform differential diagnosis using classification algorithms, homogeneous features must
be extracted from the images, no matter the disease, otherwise a link could be established
between MRI sequence and pathology, which would create bias. Software tools such as SPM
(Penny et al., 2011; Ashburner, 2012), ANTs (Avants et al., 2014) or FSL (Jenkinson et al.,
2012) have been widely used for feature extraction but they were largely validated using
structural T1w MRI without gadolinium only, to the best of our knowledge, and their good
performance on images with gadolinium is thus not guaranteed. A solution could then be to
convert contrast-enhanced T1w (T1w-ce) into non-contrast-enhanced T1w (T1w-nce) brain
MRI before using such tools.

Deep learning has been widely used in the image translation domain to enhance image
quality, such as for denoising (Hashimoto et al., 2019; Benou et al., 2017; Jiang et al., 2018;
Yang et al., 2020) or super-resolution (Chen et al., 2018; Du et al., 2020; Kim et al., 2018;
Pham et al., 2017; Zeng et al., 2018), but also for image harmonisation (Dewey et al., 2019).
Closer to our objective, 3D U-Net like models have been developed for the synthesis of
images with gadolinium from images without gadolinium (Bône et al., 2021; Kleesiek et al.,
2019; Sun et al., 2020a).

Our objective in this work was to evaluate how image translation models could be
used to exploit data from a clinical data warehouse by converting T1w-ce into T1w-nce
images. This homogenisation step should enable a consistent extraction of features that
would later be used for computer-aided diagnosis in a clinical setting. We thus developed
and compared different deep learning models that rely on typical architectures used in the
medical image translation domain to convert T1w-ce into T1w-nce images. In particular,
we implemented 3D U-Net like models with the addition of residual connections, attention
modules or transformer layers. We also used these 3D U-Net like models in a conditional
GAN setting. We trained and tested our models using 307 pairs of T1w-nce and T1w-ce
images coming from the AP-HP clinical data warehouse. We first assessed synthesis accuracy
by comparing real and synthetic T1w-nce images using standard metrics. We tested our
models both on images of good or medium quality and on images of bad quality to ensure
that deep learning models could generate accurate T1w-nce images no matter the quality
of the input T1w-ce images. We then compared the volumes of grey matter, white matter
and cerebrospinal fluid obtained by segmenting the real T1w-nce, real T1w-ce and synthetic
T1w-nce images using SPM (Ashburner et al., 2005) to verify that features extracted from
synthetic T1w-nce were reliable.
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4.4.1 Data set description

The data set used in this particular work is composed of 307 pairs of 3D T1w-ce and
T1w-nce images that were extracted from the batch of 9941 images made available by the
AP-HP data warehouse. We first selected all the images of low, medium and good quality,
excluding images that were not proper T1w brain MRI (Bottani et al., 2022b), resulting
in 7397 images. This selection was based on manual quality control for 5500 images and
on automatic quality control for the remaining 4441 images (Bottani et al., 2022b). In the
same way, the presence or absence of gadolinium-based contrast agent was manually noted
for 5500 images, while it was obtained through the application of a CNN classifier for the
remaining 4441 images. We then considered only patients having both a T1w-ce and a T1w-
nce image at the same session, with a T1w-nce image of medium or good quality. Finally, to
limit heterogeneity in the training data set, we visually checked all the images and excluded
52 image pairs that were potential outliers because of extremely large lesions. Among the
selected images, 256 image pairs were of medium and good quality, and 51 image pairs had
a T1w-ce of low quality and a T1w-nce of good or medium quality. In total the data set
comprises 614 images: 534 images were acquired at 3 T and 80 at 1.5 T, 556 images were
acquired with a Siemens machine (with seven different models) and 58 with a GE Healthcare
machine (with five different models).

4.4.2 Network architecture

To generate T1w-nce from T1w-ce images, both 3D U-Net like models and conditional
GANs were developed and compared. The code used to implement all the architectures and
perform the experiments is openly available (https://github.com/SimonaBottani/image_
synthesis).

4.4.2.1 3D U-Net like structures

We implemented three models derived from the 3D U-Net (Ronneberger et al., 2015; Çiçek
et al., 2016): a 3D U-Net with the addition of residual connections (called Res-U-Net),
a 3D U-Net with the addition of attention mechanisms (called Att-U-Net), a 3D U-Net
with both transformer and convolutional layers (called Trans-U-net). The U-Net structure
allows preserving the details present in the original images thanks to the skip connections
(Ronneberger et al., 2015) and has shown good performance for image-to-image translation
(Han, 2017; Shiri et al., 2019; Gong et al., 2018; Ladefoged et al., 2019; Spuhler et al.,
2019; Yang et al., 2019; Neppl et al., 2019; Wolterink et al., 2017). Here we detail the three
architectures, which are also shown in Figure 4.5.

Res-U-Net The Res-U-Net we implemented is based on the architecture first proposed
by Milletari et al., 2016 and later used by Bône et al., 2021. The five descending blocks
are composed of 3D convolutional layers followed by an instance normalisation block and a
LeakyReLU (negative slope coefficient α = 0.2). The four ascending blocks are composed
of transposed convolutional layers followed by a ReLU. The final layer is composed of an
upsample module (factor of 2), a 3D convolutional block and a hyperbolic tangent module.

https://github.com/SimonaBottani/image_synthesis
https://github.com/SimonaBottani/image_synthesis
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Figure 4.5: Architectures of the proposed 3D U-Net like models. The models take as
input a real T1w-nce image of size 128×128×128 and generate a synthetic T1w-nce of size
128×128×128. Res-U-Net : images pass through five descending blocks, each one followed
by a residual module, and then through four ascending blocks and one final layer. Att-U-
Net : images pass through five descending blocks and then through four ascending blocks
and one final layer. One of the inputs of each ascending block is the result of the attention
gate. Trans-U-Net : images pass through four descending blocks, four transformer layers
and four ascending layers. All the parameters such as kernel size, stride, padding, size of

each feature map (N) are reported.

Each descending or ascending block is followed by a residual module, which can vary from
one to three blocks composed of a 3D convolutional layer and a LeakyReLU (α = 0.2).
Residual blocks were introduced to avoid the problem of the vanishing gradients in the
training of deep neural network (He et al., 2016b): they ease the training since they improve
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the flow of the information within the network.

Att-U-Net We implemented the Att-U-Net relying on the work of Oktay et al., 2018.
In this architecture, the five descending blocks are composed of two blocks with a 3D
convolutional layer followed by a batch normalisation layer and a ReLU. They are followed by
four ascending blocks. Each ascending block is composed of an upsample module (factor of
2), a 3D convolutional layer followed by a ReLU, an attention gate and two 3D convolutional
layers followed by a ReLU. The attention gate is composed of two 3D convolutional layers,
a ReLU, a convolutional layer and a sigmoid layer. Its objective is to identify only salient
image regions: the input of the attention gate is multiplied (element-wise multiplication)
by a factor (in the range 0–1) resulting from the training of all the blocks of the networks.
In this way it discards parts of the images that are not relevant to the task at hand.

Trans-U-Net The Trans-U-Net was implemented by Wang et al., 2021 (who called the
model TransBTS ). They proposed a 3D U-Net like structure composed of both a CNN and
a transformer. The CNN is used to produce an embedding of the input images not to loose
local information across depth and space. The features extracted by the CNN are the input
of the transformer whose aim is to model the global features. The descending blocks are
composed of four different blocks, each being composed of a 3D convolutional layer and
one, two or three blocks composed of a batch normalisation layer, a ReLU and another
3D convolutional layer. The model is then composed of four transformer layers, after a
linear projection of the features. Each transformer layer is itself composed of a multi-head
attention block and a feed forward network. The four ascending blocks are composed of a
3D convolutional layer and one or two blocks with a batch normalisation layer, a ReLU, a
3D convolutional layer followed by a 3D deconvolutional layer. The final layer is composed
of a 3D convolutional layer and a soft-max layer.

For the three 3D U-Net like models we used the same training parameters. We used the
Adam optimiser, the L1 loss, a batch size of 2 and trained during 300 epochs. The model
with the best loss, determined using the training set, was saved as final model. We relied
on Pytorch for the implementation.

4.4.2.2 Conditional GANs

We propose three different conditional GANs (cGANs) models that differ in the architec-
ture of the generators, which correspond to the three architectures presented above. The
discriminator is the same for all the cGANs: it is a 3D patch CNN, first proposed by Isola
et al., 2017 and used in the medical image translation domain (Wei et al., 2019; Choi et al.,
2018). Its aim is to classify if each pair of patches contains two real images or a real and
a fake image. The advantages of working with patches is that the discriminator focuses on
the details of the images and the generator must improve them to fool the discriminator.

Our discriminator is composed of four blocks: the first three blocks are composed of a
3D convolutional layer followed by a LeakyReLU (negative slope coefficient α = 0.2), and
the last block is composed of a 3D convolutional layer and a 3D average pooling layer. From
images of size 128×128×128, we created eight patches of size 64×64×64 with a stride of 50.
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For the training of the discriminator we used the least-square-loss as proposed in Mao
et al., 2017 to increase the stability, thus avoiding the problem of vanishing gradients that
occurs with the usual cross-entropy loss. Stability of the training was also improved using
soft labels: random numbers between 0 and 0.3 represented real images and random numbers
between 0.7 and 1 represented fake images.

The total loss of the cGANs combines
• the loss of the generator composed of the sum of the L1 loss (i.e. pixel-wise absolute

error) computed between the generated and true images, and the least-square loss
computed between the predicted probabilities of the generated images and positive
labels.

• the loss of the discriminator composed of the mean of the least-square loss computed
between the predicted probabilities of the true images and positive labels and the least-
square loss computed between the predicted probabilities of the generated images and
negative labels.

At first, both the generators and discriminators were pre-trained separately. Regarding
each generator, we reused the best model obtained previously. The discriminators were pre-
trained for the recognition of real and fake patches (fake images were obtained from each
pre-trained generator). The generators and discriminators were then trained together. The
generator models with the best loss, determined using the training set, were saved as final
models. Note that the batch size was set to 1 due to limited computing resources.

4.4.3 Experiments and validation measures

The experiments relied on 307 pairs of T1w-ce and T1w-nce images. We randomly selected
10% of the 256 image pairs of medium and good quality for testing (data set called Testgood),
the other 230 image pairs being used for training. Only images of good and medium quality
were used for training to ensure that the model focuses on the differences related to the
presence or absence of gadolinium, and not to other factors. The remaining 51 image pairs
with a T1w-ce of low quality and a T1w-nce of good or medium quality were used only for
testing (data set called Testlow).

4.4.3.1 Synthesis accuracy

Image similarity was evaluated using the mean absolute error (MAE), peak signal-to-noise
ratio (PNSR) and structural similarity (SSIM) (Wang et al., 2004). The MAE is the mean
of each absolute value of the difference between the true pixel and the generated pixel and
PSNR is a function of the mean squared error: these two metrics allow a direct comparison
between the synthetic image and the real one. The SSIM aims to measure quality by
capturing the similarity of images, it is a weighted combination of the luminance, contrast
and structure. For the MAE, the minimum value is 0 (the lower, the better), for PSNR the
maximum value is infinite (the higher, the better) and for SSIM the maximum value is 1
(the higher, the better). We calculated these metrics both between the real and synthetic
T1w-nce images and between the real T1w-nce and T1w-ce images (as reference). These
metrics were calculated within the brain region. A brain mask was obtained for each subject
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by skull-stripping the T1w-nce and T1w-ce images using HD-BET (Isensee et al., 2019) and
computing the union of the two resulting brain masks.

4.4.3.2 Segmentation fidelity

Our goal is to obtain grey matter (GM), white matter (WM) and cerebrospinal fluid (CSF)
segmentations from T1w-ce images using widely-used software tools that are consistent with
segmentations obtained from T1w-nce images. We thus assessed segmentation consistency
by analysing the tissue volumes resulting from the segmentations, which are important
features when studying atrophy in the context of neurodegenerative diseases. We used the
algorithm proposed in SPM (Ashburner et al., 2005) but these features can be obtained with
commercial tools, such as NeuroreaderTM, volBrain, NeuroQuant or Inbrain, and used in
a clinical setting (Morin et al., 2020; Zaki et al., 2022; Koikkalainen et al., 2016; Yu et al.,
2021; Lee et al., 2021; Heckemann et al., 2008).

The volumes of the different tissues were obtained as follows. At first, synthetic T1w-nce
images were resampled back to a size of 169×208×179 using trilinear interpolation in Pytorch
so that real and synthetic images have the same grid size. We processed the images using
the t1-volume-tissue-segmentation pipeline of Clinica (Routier et al., 2021; Samper-
González et al., 2018). This wrapper of the Unified Segmentation procedure implemented in
SPM (Ashburner et al., 2005) simultaneously performs tissue segmentation, bias correction
and spatial normalisation. Once the probability maps were obtained for each tissue, we
computed the maximum probability to generate binary masks and we multiplied the number
of voxels by the voxel dimension to obtain the volume of each tissue. We calculated both the
relative absolute difference (rAD) and the relative difference (rD) for each tissue between
the real T1w-ce or synthetic T1w-nce and the real T1w-nce as follows:

rAD =
|V I

t − V J
t |

TIV I
× TIV , rD =

V I
t − V J

t

TIV I
× TIV ,

where V I
t is the volume of tissue t extracted from the real T1w-nce image I, V J

t is the
volume of tissue t extracted from image J , J being the synthetic T1w-nce or real T1w-ce
image. TIV I corresponds to the total intracranial volume (sum of the grey matter, white
matter and cerebrospinal fluid volumes) obtained from the real T1w-nce image I and TIV

corresponds to the average total intracranial volume computed across the two test sets. The
multiplication by the average total intracranial volume (TIV) aims at obtaining volumes (in
cm3) rather than fractions of the TIV of each subject, which is easier to interpret. Since
this is a multiplication by a constant, it has no impact on the results. To assess whether the
tissue volumes presented a statistically significant difference in terms of rAD depending on
the images they were obtained from, we performed paired t-tests using Bonferroni correction
for multiple comparisons.

In addition, we compared the binary tissue maps extracted from the real T1w-ce or
synthetic T1w-nce image to those extracted from the real T1w-nce using the Dice score.
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Figure 4.6: Examples of real T1w-ce (top), real T1w-nce (middle) and synthetic T1w-
nce obtained with the cGAN Att-U-Net model (bottom) images in the sagittal and axial
planes. Images of patients A and B belong to Testgood (left) while images of patients C

and D belong to Testlow (right).

4.4.4 Results

We report results for the proposed generator-only 3D U-Net like models and cGANs trained
on 230 image pairs of good and medium quality, and tested on Testgood and Testlow obtained
from a clinical data set.

Examples of synthetic T1w-nce images obtained with the cGAN Att-U-Net model to-
gether with the real T1w-ce and T1w-nce images are displayed in Figure 4.6. Images of
patients A and B belong to Testgood while images of patients C and D belong to Testlow.
We note the absence of contrast agent in the synthetic T1w-nce, while it is clearly visible
in the sagittal slice of the T1w-ce (particularly visible for patients A and C) and that the
anatomical structures are preserved between the synthetic and real T1w-nce, even in the
case of a disease (as for patient B). We also note that contrast between grey and white
matter is preserved in the synthetic T1w-nce (particularly visible for patients B and D).
For Testlow, the contrast seems improved in the synthetic compared with the real T1w-ce
image (especially for patient D). This results is not surprising as the networks were trained
with images of medium or good quality, which will have on average a better contrast of than
images of low quality.

4.4.4.1 Synthesis accuracy

Table 4.7 reports the image similarity metrics obtained for the two test sets within the brain
region. We computed these metrics to assess the similarity between real and synthetic T1w-
nce images, but also between T1w-nce and T1w-ce images to set a baseline. We observe
that, for all models, the similarity is higher between real and synthetic T1w-nce images
than between T1w-nce and T1w-ce images according to all three metrics on both test sets.
The differences observed in terms of MAE, PSNR and SSIM between the baseline and each
image translation approach are statistically significant (corrected p-value <0.05 according
to a paired t-test corrected for multiple comparisons using the Bonferroni correction).
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Table 4.7: MAE, PSNR and SSIM obtained on the two independent test sets with various
image quality. For each metric, we report the average and standard deviation across the
corresponding test set. We compute the metrics for both T1w-ce and synthetic T1w-nce

in relation to the real T1w-nce, and so within the brain region.

Test set Compared images Model MAE (%) PSNR (dB) SSIM

Testgood

T1w-nce / T1w-ce - 4.14 ± 1.59 23.03 ± 2.83 0.90 ± 0.05

T1w-nce / Synthetic T1w-nce

Res-U-Net 3.06 ± 1.50 26.89 ± 4.30 0.95 ± 0.04
Att-U-Net 2.73 ± 1.69 29.07 ± 4.53 0.96 ± 0.05

Trans-U-Net 2.80 ± 1.42 28.00 ± 4.13 0.96 ±0.04
cGAN Res-U-Net 3.47 ± 1.59 23.89 ± 4.30 0.95 ± 0.04
cGAN Att-U-Net 2.69 ± 1.68 28.89 ± 4.44 0.97 ± 0.05

cGAN Trans-U-Net 2.86±1.59 28.00 ±4.32 0.96 ± 0.04

Testlow

T1w-nce / T1w-ce - 3.71 ± 1.99 24.20 ± 3.85 0.91 ± 0.06

T1w-nce / Synthetic T1w-nce Res-U-Net 2.93 ± 1.77 26.71 ± 4.32 0.95 ± 0.05
Att-U-Net 2.89 ± 1.85 27.15 ± 4.57 0.95 ± 0.05

Trans-U-Net 2.98 ± 1.89 26.71 ± 4.38 0.94 ± 0.05
cGAN Res-U-Net 3.20 ± 1.96 26.20 ± 4.42 0.93 ± 0.05
cGAN Att-U-Net 2.86 ± 1.83 27.12 ± 4.50 0.95 ± 0.05

cGAN Trans-U-Net 2.97 ± 1.83 26.68 ± 4.40 0.94 ± 0.05

Among the generator-only 3D U-Net like models, the Att-U-Net performed slightly better
than the others, both for Testgood (mean MAE: 2.73%, PSNR: 29.07 dB, SSIM: 0.96) and
Testlow (mean MAE: 2.89%, PSNR: 27.18 dB, SSIM: 0.95). The performance of the cGANs
was comparable to their counterparts composed only of the generator. cGAN Att-U-Net had
a lower MAE for both test sets (mean MAE: 2.69% for Testgood and mean MAE: 2.86% for
Testlow). There was no statistically significant difference observed, no matter the synthesis
accuracy measure, between cGAN Att-U-Net, the best performing model according to the
MAE, and the other approaches for both test sets (corrected p-value > 0.05). For further
validation we kept only the generator-only Att-U-Net and cGAN Att-U-Net.

4.4.4.2 Segmentation fidelity

Examples of probability grey matter maps obtained from T1w-ce, T1w-nce and synthetic
T1w-nce images are displayed in Figure 4.7. Compared with the T1w-ce images, the grey
matter maps obtained from the synthetic T1w-nce better resembles that extracted from the
T1w-nce, especially for Testlow.

Absolute volume differences (rAD) obtained between T1w-nce and T1w-ce images and
between T1w-nce and synthetic T1w-nce images (obtained with the generator-only Att-U-
Net model and the cGAN Att-U-Net) for GM, WM and CSF are reported in Table 4.8. For
both test sets and all tissues, the absolute volume differences are smaller between T1w-nce
and synthetic T1w-nce images than between T1w-nce and T1w-ce images for the two mod-
els. Using the generator-only Att-U-Net on Testgood, absolute volume differences of GM
and CSF between T1w-nce/T1w-ce and T1-nce/Synthetic T1w-nce are statistically signifi-
cantly different (corrected p-value <0.01 according to a paired t-test corrected for multiple
comparisons using the Bonferroni correction), while on Testlow absolute volume differences
of all the tissues are statistically significantly different (corrected p-value <0.01). Using
the cGAN Att-U-Net model, absolute volume differences of all the tissues are statistically
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Figure 4.7: Example of the probability grey matter maps obtained from T1w-ce (top),
T1w-nce (middle) and synthetic T1w-nce (cGAN Att-U-Net model) images from Testgood

(left) and Testlow (right).

Table 4.8: Absolute volume difference (mean ± standard deviation in cm3) between T1w-
nce and T1w-ce images and between T1w-nce and synthetic T1w-nce images (obtained
with the generator-only Att-U-Net and cGAN Att-U-Net models) for the grey matter,
white matter and cerebrospinal fluid (CSF). * indicates that the absolute volume difference
between T1w-nce and synthetic T1w-nce images is statistically significantly different from
that of the baseline (corrected p-value <0.01) according to a paired t-test corrected for

multiple comparisons using the Bonferroni correction.

Compared images Model Testgood [cm3] Testlow [cm3]

Grey matter
T1w-nce / T1w-ce - 26.68 ± 15.92 49.63 ± 49.38

T1w-nce / Synthetic T1w-ce
Att-U-Net 10.36 ± 6.98 * 19.61 ± 29.54 *

cGAN Att-U-Net 9.24 ± 6.10 * 19.67 ± 28.32 *

White matter
T1w-nce / T1w-ce - 10.81 ± 3.71 25.36 ± 27.73

T1w-nce / Synthetic T1w-ce
Att-U-Net 7.79 ± 5.87 13.95 ± 24.74 *

cGAN Att-U-Net 6.40 ± 4.43 * 14.49 ± 21.06 *

CSF
T1w-nce / T1w-ce - 61.62 ± 34.61 69.55 ± 37.77

T1w-nce / Synthetic T1w-ce
Att-U-Net 13.37 ± 10.18 * 12.25 ± 7.72 *

cGAN Att-U-Net 18.27 ± 17.20 * 17.10 ± 18.45 *

significantly different (corrected p-value <0.01) for both test sets. This means that there
is an advantage in using synthetic T1w-nce images rather than T1w-ce images, no matter
the model used for the synthesis: segmentation of GM, CSF and WM is more reliable since
closer to the segmentation of the tissues in the real T1w-nce.

Volume differences (rD) computed between T1w-nce and T1w-ce images and between
T1w-nce and synthetic T1w-nce images (obtained with the generator-only Att-U-Net and
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Figure 4.8: Volume differences (rD) in cm3 between T1w-nce and T1w-ce images and
between T1w-nce and synthetic T1w-nce images (obtained with the generator-only Att-U-
Net and the cGAN Att-U-Net models) for grey matter (left), white matter (middle) and

cerebrospinal fluid (CSF, right) for both Testgood (top) and Testlow (bottom).

cGAN Att-U-Net) for GM, WM and CSF are reported in Figure 4.8. We observe that
volumes extracted from T1w-ce images tend to be over-estimated (GM) or under-estimated
(CSF) and that most of these biases disappear when tissues are extracted from synthetic
T1w-nce images (mean rD closer to 0).

Table 4.9: Dice scores obtained when comparing the grey matter, white matter and
cerebrospinal fluid (CSF) segmentations between T1w-nce and T1w-ce images and between
T1w-nce and synthetic T1w-nce images (obtained with the generator-only Att-U-Net and

the cGAN Att-U-Net).

Compared images Model Testgood Testlow

grey matter
T1w-nce / T1w-ce - 0.88 ± 0.02 0.77 ± 0.12

T1w-nce / Synthetic T1w-ce
Att-U-Net 0.87 ± 0.02 0.81 ± 0.07

cGAN Att-U-Net 0.87 ± 0.02 0.81 ± 0.07

White matter
T1w-nce / T1w-ce - 0.93 ± 0.01 0.85 ± 0.10

T1w-nce / Synthetic T1w-ce
Att-U-Net 0.90 ± 0.02 0.86 ± 0.04

cGAN Att-U-Net 0.91 ± 0.02 0.86 ± 0.03

CSF
T1w-nce / T1w-ce - 0.63 ± 0.10 0.62 ± 0.10

T1w-nce / Synthetic T1w-ce
Att-U-Net 0.80 ± 0.05 0.78 ± 0.07

cGAN Att-U-Net 0.80 ± 0.05 0.78 ± 0.07

The Dice scores obtained when comparing the GM, WM and CSF segmentations between
T1w-nce and T1w-ce images and between T1w-nce and synthetic T1w-nce images (obtained
with the generator-only Att-U-Net and the cGAN Att-U-Net) are displayed in Table 4.9. We
observe that for both grey and white matter, the Dice scores are similar between T1w-nce
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and T1w-ce or synthetic T1w-nce images, while for CSF higher Dice scores are obtained
using synthetic T1w-nce images.

4.4.5 Conclusion

A source of heterogeneity among clinical data sets is the fact that they contain a mix of
images acquired with and without gadolinium-based contrast agent. In our case, among
the 7397 proper T1w brain images made available by the AP-HP data warehouse out of a
batch of 9941 images, 59% of the images were contrast-enhanced (Bottani et al., 2022b).
As a first step towards the homogenisation of this data set, we thus proposed a framework
to convert T1w-ce images into T1w-nce images using deep learning models (generator-only
U-Net models and conditional GANs).

We first assessed the similarity between real and synthetic T1w-nce images and between
real T1w-nce and T1w-ce images using three similarity metrics, MAE, PSNR and SSIM. We
showed that the similarity between real and synthetic T1w-nce images was higher than the
similarity between real T1w-nce and T1w-ce images according to all the metrics, no matter
the models used nor the quality of the input image. The synthesis accuracy obtained with
the models evaluated was of the same order as the one reached in recent works on non-
contrast-enhanced to contrast-enhanced image translation (Bône et al., 2021; Kleesiek et
al., 2019). The performance of all the models was equivalent (no statistically significant
difference observed), meaning that all were able to synthesise T1w-nce images. Slightly
better performance was reached with the addition of attention modules (generator-only
Att-U-Net and cGAN Att-U-Net models), and these models were thus further evaluated.

In the second step of the validation, we assessed the similarity of features extracted from
the different images available using a widely adopted segmentation framework, SPM (Penny
et al., 2011; Ashburner et al., 2005). We showed that the absolute volume differences of
GM, WM and CSF were larger between real T1w-nce and Tw-ce images than between real
and synthetic T1w-nce images (statistically significant difference most of the times). This
confirms the hypothesis that gadolinium-based contrast agent may alter the contrast be-
tween the different brain tissues, making features extracted from such images with standard
segmentation tools, here SPM (Penny et al., 2011; Ashburner et al., 2005), unreliable. At
the same time, we validated the suitability of the synthetic images since their segmentation
was consistent with those obtained from real T1w-nce images as the volume differences were
small. In particular we see that for both test sets, volume differences are statistically signif-
icantly different (corrected p-value<0.01 according to a paired t-test corrected for multiple
comparisons using the Bonferroni correction) for GM which is the main feature when study-
ing atrophy in neurodegenerative diseases. The fact that the relative differences between
the volumes extracted from the real and synthetic T1w-nce images are relatively close to
zero show that the tissue volumes are not systematically under- or over-estimated when
extracted from the synthetic images.

Overall, these results demonstrate the ability of deep learning methods to help exploit
data from the AP-HP clinical data warehouse.
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4.5 Computer-aided diagnosis of dementia in a clinical data
warehouse

As mentioned at the beginning of this chapter, the end goal of this work is to experimentally
study the performance of ML methods to classify dementia patients in a CDW using T1w
brain MRI. Patients with dementia were defined using ICD-10 codes assigned during the
hospitalisation period. The ML model was a linear SVM using grey matter maps as features.
It was then compared to several deep learning models. We compared the performance
obtained on a research data set to that obtained on our clinical data set. We studied
how results in a clinical data set may be biased by the characteristics of the training data
set (in particular by the injection of gadolinium and the presence of images of different
quality). To improve the classification, three different solutions were assessed: applying an
image translation approach to change the appearance of images for which gadolinium was
injected, using images of good quality or training the models using only research data.

4.5.1 Materials

To compare the performance of CAD systems to detect dementia in a research and a clinical
setting, two data sets were used.

4.5.1.1 Research data set

Our research data set was composed of subjects from the ADNI database. We considered
subjects from ADNI 1/2/Go/3 diagnosed as cognitive normal (CN) or Alzheimer’s disease
(AD) at baseline and only kept subjects whose diagnosis did not change over time. This
resulted in 800 subjects with a T1w MR image at the first session including imaging data
(CN: 410 subjects, 54.87 % F, age 73.20 ± 6.15 in range [55.1, 89.6]; AD: 390 subjects, 44.0
% F, age 74.88 ± 7.76 in range [55.1, 90.1]). Two hundred subjects (100 CN and 100 AD)
composed the independent test set and the remaining subjects (310 CN and 290 CN) were
used for the training/validation of the models using a 5-fold cross-validation (CV).

4.5.1.2 Clinical routine data set

The clinical data set comes from the AP-HP data warehouse.

Imaging and clinical data collection Images from this clinical data warehouse are very
heterogeneous: they include 3D T1w brain MR images of patients with a wide range of ages
(from 18 to more than 90 years old) and diseases, acquired with different scanners (more
than 30 different models). Images relevant to our research project (i.e. 3D T1w brain MR
images of patients aged more than 18 years old) were copied to the research PACS where
they were pseudonymised. The selection process to obtain images of interest was described
in Section 4.2.

At the same time, clinical data corresponding to the patients of our query are stored in
a database managed by the ORBIS clinical information system. Clinical data gather all the
information connected to the patients, i.e. date of birth, sex, diagnostic codes, medications,
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biological tests, electronic health reports. As explained in (Daniel et al., 2020), ORBIS
has been installed progressively in the AP-HP hospitals since 2009. Among all the patients
aged more than 18 years old who undertook a 3D T1w brain MRI examination at AP-HP
(∼130,000 patients), only ∼25% were registered in ORBIS. Among them, 23,688 patients
were hospitalised. Note that for non-hospitalised patients, only sociodemographic data (sex
and age) are available and not clinical data. As for the imaging data, the data warehouse
provided the pseudonymised clinical data.

For our work, we were interested in two sociodemographic items (age and sex) as well as
one clinical item (diagnostic codes). Codes from the 10th revision of international classifi-
cation of diseases (ICD-10) (World Health Organization et al., 2007) were used to associate
a diagnosis to each T1w brain MRI. Images were labelled according to the ICD-10 codes
assigned to the visit corresponding to the acquisition of the image. We defined a visit as
a period of plus or minus three months from the acquisition date of the image. As clinical
data can be entered by the medical staff at different moments during hospitalisation, this
time window ensures that all pieces of information regarding brain disorders related to the
need of a brain MRI exam are collected.

In conclusion, the initial clinical data set of interest was composed of 23,688 patients,
which corresponds to 32,348 visits and 43,418 3D T1w brain MR images.

Definition of the different diagnostic categories from ICD-10 codes On average,
60 ICD-10 codes were assigned to each visit. Since we did not know the reason of a patient’s
hospitalisation (which may be different from the reason why they were prescribed an MRI
examination), we considered principal diagnoses, secondary diagnoses and comorbidities
at the same level. First, we identified all the ICD-10 codes that could refer to dementia
(denoted as D). Note that we use the term ‘dementia’ in a broad sense, i.e. we consider
mild cognitive impairment as belonging to this category. Then, we divided the remaining
codes into two groups: ICD-10 codes referring to diseases (for instance cancer, demyelinating
diseases, stroke, hydrocephalus) that lead to lesions altering T1w brain MRI (referred to
as ‘no dementia but with lesions’ - NDL) and ICD-10 codes corresponding to diseases that,
in principle, do not lead to lesions altering T1w brain MRI (referred to as ‘no dementia
and no lesions’ - NDNL). We considered two different classification tasks in which dementia
patients had to be differentiated from these two classes (NDL and NDNL), which have very
different characteristics.

In Table 4.10, we list the three classes mentioned above (D, NDL, NDNL). For each of
them, we provide a brief description and a list of all the associated ICD-10 codes. Sixteen
diseases were associated to the category dementia. Four families of diseases were associated
to the NDL category (which are defined by grouping different ICD-10 codes). The NDNL
category corresponded to all the other codes. According to the standard structure of the
ICD-10 codes, we considered just the first letter and the first two numbers, indicating
the category, to identify the diseases belonging to the NDL category. The third number,
indicating the aetiology, was used to identify the diseases corresponding to the dementia
category as we wanted to be more specific.
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Table 4.10: Description of the three categories of interest with the corresponding ICD-10
codes. Details about dementia codes: ‘/’ indicates that the two codes refer to the same
diagnosis, ‘+’ means that the diagnosis of dementia is defined by the presence of both

codes.

Category ICD-10 codes

D: Dementia associated to a neu-
rodegenerative disease or a vas-
cular disease that causes atrophy
visible on T1w MRI.

• Dementia in AD with early onset (F00.0/G30.0)
• Dementia in AD with late onset (F00.1/G30.1)
• Dementia in AD, atypical or mixed type (F00.2/G30.8)
• Dementia in AD, unspecified (F00.9/G30.9)
• Dementia in Pick disease (F02.0/G31.0)
• Dementia in Creutzfeldt-Jakob disease (F02.1/A81.0)
• Dementia in Huntington disease (F02.2 + G10)
• Vascular dementia of acute onset (F01.0)
• Multi-infarct dementia (F01.1)
• Subcortical vascular dementia (F01.2)
• Mixed cortical & subcortical vascular dementia (F01.3)
• Other vascular dementia (F01.8)
• Vascular dementia, unspecified (F01.9)
• Mild cognitive disorder (F06.7)
• Dementia in Parkinson’s disease (F02.3 + G20)
• Lewy bodies dementia (G02.8 + G31.8)

NDL: No dementia but diagno-
sis that suggests presence of le-
sions that modify the anatomical
structure of the brain visible on
T1w MRI.

• Cancer (C70, C71, C72, D32, D33, D42)
• Demyelination (G35, G36, G37)
• Stroke (G45, G46)
• Hydrocephalus (G91)

NDNL: No dementia and no di-
agnosis suggesting the presence
of lesions on T1w brain MRI.

All the other codes

Selection of patients belonging to the dementia category Dementia is the principal
category we consider since our aim is to study how well this category can be distinguished
from the others. We thus started by selecting patients labelled as dementia. In the workflow
displayed in Figure 4.9 we report the different choices made to create this population. For
each step, we report the number of patients, visits and images.

Starting from 2441 patients with at least one ICD-10 code in the dementia category,
corresponding to 2671 visits and 3633 images (considering only 3D T1w brain MRI), the final
population is composed of 1255 patients, corresponding to 1255 visits and 1415 images. We
first excluded patients that had multiple ICD-10 codes belonging to the dementia category
at the same visit to have a unique label per visit. We then excluded patients with an ICD-10
code belonging to the NDL category with the aim that lesions visible on T1w brain MRI
originate only from dementia. Patients were further excluded if the ICD-10 code in the
dementia category was changing over time (i.e. over the different visits) as this may be due
to an error in coding. Patients aged more than 90 years old were excluded because there
were very few patients above this age across the different diagnostic groups (and thus it was
not possible to find patients with the same age/sex). Patients labelled F06.7 (mild cognitive
disorder) aged less than 45 years old were excluded because the diagnosis may correspond
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Figure 4.9: Workflow describing the selection of patients belonging to the dementia
category. For each selection step, we report the corresponding number of patients, visits

and images.

to a transient mild cognitive impairment and not to a prodromal stage of dementia. Some
images were also excluded after the pre-processing step: if they had less than 40 DICOM
slices or if they were labelled as straight reject by the quality control step.

Selection of patients belonging to the no dementia with lesions (NDL) and no
dementia and no lesions (NDNL) categories The aim of this work is to assess whether
patients with dementia can be distinguished from patients with other brain diseases, no
matter if these diseases result in the presence (NDL category) or absence (NDNL category)
of lesions visible on T1w brain MRI. To define the cohorts for the NDL and NDNL categories,
we matched each patient belonging to the dementia category with a patient in the NDL
category and with a patient in the NDNL category that had the same age and sex.

We first created the NDL cohort, which is composed of patients with one of these four
diseases potentially leading to brain lesions visible on the T1w MRI: cancer, stroke, demyeli-
nation and hydrocephalus (see Table 4.10). We selected all the patients having at least one
ICD-10 code in this category, resulting in 3843 patients corresponding to 6598 visits and
9615 images. We then matched these patients with those composing the dementia cohort
following several criteria. For each patient with dementia:
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• We selected all the patients with the same age and the same sex having at least one
code in the NDL category.

• We excluded all the patients having different NDL codes at the same session.
• We considered only one visit for each patient when there were multiple visits available

with the same diagnosis. The visit was selected randomly.
• Among all the patients with one visit matching these criteria, we randomly selected

one of them.
We iterated this selection process twice since some images were discarded after the pre-
processing steps (i.e. images with fewer than 40 DICOM slices or flagged as straight reject
at the quality control step). In total we matched 808 patients (corresponding to 808 visits
and 978 images).

The NDNL class is composed of all the patients having no code in the dementia nor
NDL categories. For each patient with dementia:

• We selected all the patients with the same age and the same sex having no ICD-10
code in the dementia nor NDL categories.

• In case of multiple visits for a patient, we randomly selected one of them.
• Among all the patients with one visit matching these criteria, we randomly selected

one of them.
We iterated this selection process twice since some images were discarded after the pre-
processing steps. In total we matched 1144 patients (corresponding to 1144 visits and 1343
images).

Final cohorts The final cohorts were created by taking the intersection of the NDL
patients matching with dementia patients and of the NDNL patients matching with dementia
patients. This resulted in three cohorts each of 756 patients for a total number of 2268
patients (corresponding to 2268 visits and 2823 images). Note that this number of 756
patients is lower than the initial number of patients in the dementia class because some of
them could not be matched for age and sex with a patient of the two other classes.

In Table 4.11 we report the number of subjects, visits and images for each category. In
addition, we report the percentage of females and the average age of the patients as well as
the percentage of images with and without injection of gadolinium, and of images of medium
or good quality (tier 2-1). The presence of gadolinium and the quality of the images were
determined through the automatic approach described in Section 4.3.

Training, validation and testing subsets Before starting the experiments, we defined
a test set by randomly selecting 20% of the patients of the dementia class and the corre-
sponding matched patients of the other two classes (NDL and NDNL). While for the train-
ing/validation set, if there were several images at the same visit all were kept to increase
the number of training samples, for the test set, we selected only one image per visit (the
selection was made randomly). This resulted in a test set composed of 152 patients/images
for each of the three classes (D, NDL, NDNL). The training/validation set was composed
of 604 patients and 719 images for D, 604 patients and 799 images for NDL, 604 patients
and 756 images for NDNL.
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Table 4.11: For each category, we report the number of patients and images, the age, the
percentage of females, of images in Tier 2-1 (i.e. images of medium and good quality) and
the percentage of images with gadolinium-based contrast agent. Results with ** mean that
the distributions between the overall population and a specific category were statistically
significantly different (χ2 test corrected for multiple comparisons using the Bonferroni
procedure, corrected p-value <0.05). Age and sex were computed at the patient level,

while the tiers and the gadolinium injection were computed at the image level.

Category N
patients

N
images

Age
(mean ± std [range])

Sex
(%F)

%Tier
2-1

With
gadolinium

D 756 887 71.17 ± 11.58 [18,90] 50.34% 57.72%** 24.80%**
NDL 756 997 71.17 ± 11.58 [18,90] 50.34% 52.25% 63.59%**

NDNL 756 939 71.17 ± 11.58 [18,90] 50.34% 36.42%** 66.13%**
Total 2268 2823 71.17 ± 11.58 [18,90] 50.34% 48.71% 52.24%

We respected the same distribution of image quality and presence of gadolinium between
the test and the training/validation sets. We also checked that the distribution of the ICD-
10 codes between the test and the training/validation sets among the dementia and NDL
categories was the same.

For each task, the images of the training/validation set were further split using a 5-fold
CV. The splits were the same for all the experiments and the distribution of image quality
and presence of gadolinium respected the overall distribution.

Training subsets To study potential biases related to the presence of gadolinium or the
quality of the images, we created different training subsets:

• T 172
no gado includes only matched dementia, NDL and NDNL patients with images ac-

quired without gadolinium injection. This results in a training subset of 172 patients
per class.

• T 181
tier 1/2 includes only matched dementia, NDL and NDNL patients with images of

medium or good quality (tier 2-1). This results in a training subset of 181 patients
per class.

• T 172 includes 172 patients per class with the same distribution of image quality and
gadolinium injection than the overall data set.

• T 88
no gado, tier 1/2 includes only matched dementia, NDL and NDNL patients with images

of medium or good quality acquired without gadolinium injection. This results in a
training subset of 88 patients per class.

• T 88
tier 1/2 includes 88 patients per class of only images of good or medium quality.

• T 88 includes 88 subjects per class with the same distribution of image quality and
gadolinium injection than the overall data set.
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4.5.2 Methods

4.5.2.1 Image processing

The T1w MR images were pre-processed as described in Section 4.2.2 (DICOM to BIDS
conversion followed by bias field correction and affine registration to the MNI space, as
implemented in the t1-linear pipeline of Clinica). This pre-processing was used to assess
the quality of the images with the automatic approach described in Section 4.3.

A second pre-processing consisted in applying the t1-volume-tissue-segmentation

pipeline of Clinica (Routier et al., 2021; Samper-González et al., 2018) to obtain probability
grey matter maps. This wrapper of the Unified Segmentation procedure implemented in
SPM (Ashburner et al., 2005) simultaneously performs tissue segmentation, bias correction
and spatial normalisation. This results in probability grey matter maps in the MNI space
that have a size of 121×145×121 voxels.

To attenuate a potential bias due to the presence or absence of gadolinium, all the
images pre-processed with the t1-linear pipeline went through the Att-U-Net described
in Section 4.4 that translates contrast-enhanced images into non-contrast-enhanced images.
To prevent introducing a potential bias because of differences in smoothness between the
real and synthetic images, all the images were fed to the network no matter the initial
presence or absence of gadolinium. The synthetic images were then pre-processed with the
t1-volume-tissue-segmentation pipeline, as done for the real images.

4.5.2.2 Machine learning models used for classification

Linear support vector machine A linear support vector machine (SVM) using proba-
bility grey matter maps as features was used for the binary classification tasks. We followed
the implementation of Samper-González et al., 2018 using Scikit-learn (Pedregosa et al.,
2011). We optimised the penalty parameter C of the error term. The optimal value of C
was chosen using nested CV, with an inner k-fold (k=10). For each fold of the outer CV,
the value of C that led to the highest balanced accuracy in the inner k-fold was selected.

Convolutional neural networks We used three different 3D CNNs for the binary clas-
sification tasks to have a comparison with the linear SVM. Note that the input of the CNNs
are the images pre-processed with t1-linear as this procedure was validated in (Wen et al.,
2020).

The three 3D CNN architectures considered are the same as the ones used for the auto-
matic QC: Conv5_FC3, ResNet, InceptionNet. The first is composed of five convolutional
layers and three fully connected layers as implemented in (Wen et al., 2020; Thibeau-Sutre
et al., 2022b), the ResNet contains residual blocks inspired from (Jónsson et al., 2019)
and the InceptionNet is a modified version of the Inception architecture implemented by
(Szegedy et al., 2016).

The models were trained using the cross entropy loss. We used the Adam optimizer with
a learning rate of 10−5 for the ResNet and of 10−4 for the InceptionNet and Conv5_FC3
architectures. We implemented early stopping and all the models were evaluated with a
maximum of 50 epochs. The batch size was set to 2. The model with the lowest loss,
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determined on the validation set, was saved as final model. Implementation was done using
Pytorch through the ClinicaDL platform (Thibeau-Sutre et al., 2022b).

4.5.3 Results

We first classified AD vs CN subjects using the ADNI data set to obtain baseline results
on a research data set. Then we performed two tasks using the clinical data sets: dementia
vs no dementia with lesions (D vs NDL) and dementia vs no dementia no lesions (D vs
NDNL).

4.5.3.1 Performance in a research data set

Results for classification of AD vs CN on ADNI are reported in Table 4.12. The best bal-
anced accuracy was reached using the linear SVM with grey matter maps as input (86.4%),
followed by the ResNet (85.3%), the Conv5_FC3 (84.1%), and the InceptionNet (82.1%)
using minimally pre-processed T1w MR images as input. These results are in line with the
literature (Samper-González et al., 2018; Wen et al., 2020). As training linear SVMs is less
computationally expensive than CNNs and since the objective of our work is not to compare
different machine learning approaches, for the subsequent experiments we will only report
results obtained with the linear SVM.

Table 4.12: Dementia classification performance (AD vs CN) on the research data set
(ADNI). Results were obtained with different machine learning models: a linear SVM using
as input grey matter maps and three CNN models (Conv5_FC3, ResNet and Inception-
Net) using as input minimally pre-processed T1w MR images). We present results on the
independent test set using the average performance of the five models corresponding to the

five folds.

AD vs CN

Metric SVM Conv5_FC3 ResNet InceptionNet

Balanced accuracy 86.80 84.10 85.30 82.10
Sensitivity 82.80 79.80 83.00 75.80
Specificity 90.80 88.40 87.60 88.40

4.5.3.2 Performance in the clinical data set

Classification results on the clinical data set (for both D vs NDNL and D vs NDL) using all
the training samples available are reported in Table 4.13. We observed an important drop
in balanced accuracy compared with that obtained on the research data set: 68.8% for D
vs NDNL and 73.1% for D vs NDL compared with 86.4% for AD vs CN in ADNI. This
may due to the heterogeneity of the classes in the clinical data set, where many diagnoses
coexist, but also to differences in image characteristics.

Influence of gadolinium injection and image quality on the classification perfor-
mance As shown in Table 4.11, the proportions of images with and without gadolinium



116 Chapter 4. Computer-aided diagnosis of dementia from routine clinical data

Table 4.13: Dementia classification performance (D vs NDNL and D vs NDL) in the
clinical data set. Results were obtained by training a linear SVM on grey matter maps.

Metric D vs NDNL D vs NDL

Balanced accuracy 68.75 73.09
Sensitivity 66.97 75.92
Specificity 70.53 70.26

injection and of medium/good vs low quality differ in the dementia, NDL and NDNL cate-
gories. In the dementia class, 25% images were acquired with gadolinium injection. In NDL
and in NDNL, this proportion is around 65%. In the dementia and NDL categories, the
majority of the images are of medium/good quality (58% and 52%, respectively), while in
the NDNL category only 36% of images are of medium/good quality. Since these acquisition
characteristics are correlated with the diagnostic class, it is possible that the classifier uses
this information characteristic, thereby biasing the performance upwards, a phenomenon
often referred to as the Clever Hans effect (Lapuschkin et al., 2019).

To test this hypothesis, we used the training subsets T 172
no gado, T

181
tier 1/2 and T 172. The

order of magnitude of patients per class among the training subsets is equivalent, meaning
that differences observed in the classification score should not depend on the training sample
size but on the characteristics of the training subset. We assume that if gadolinium or image
quality has no impact, the performance will not vary when using the different training
subsets. On the other hand, if results differ between training subsets, this will be the sign
of a Clever Hans effect. Results of these experiments are displayed in Table 4.14. Note
that the test set never changed across all the experiments of the work: it is composed of
152 patients/images per class. The balanced accuracy when using T 172 was substantially
higher than when using T 172

no gado or T 181
tier 1/2. This indicates that results are biased by the

presence of gadolinium and by the differences in image quality. The classifiers exploit these
characteristics to determine the diagnosis.

The training subset T 172
no gado still contains images of different quality and T 181

tier 1/2 images
with and without gadolinium. The classifier may thus still be exploiting biases in the
image characteristics. To evaluate the performance of the classifier using a training data set
without any of these two potential biases, we used the training subset called T 88

no gado, tier 1/2

and compared it with using the training subset T 88 having the same training size. Results
are reported in Table 4.15. For both tasks, there was a dramatic drop in balanced accuracy,
down from 70% to random ( 50%). Therefore, the classifier is only using the Clever Hans
effect and not relevant diagnostic information. In other words, when it cannot exploit biases
in image characteristics, the trained classifier is not better than a random classifier.

Classification performance obtained after gadolinium removal using image trans-
lation We assessed whether the deep learning-based image translation approach we de-
veloped to remove the visual effect of gadolinium from contrast-enhanced T1w MR images
could reduce the classification bias due to gadolinium injection. We created a training
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Table 4.14: Influence of gadolinium injection and image quality on the classification
performance. Results were obtained for the D vs NDNL and D vs NDL classification tasks
by training a linear SVM on grey matter maps from different clinical data subsets (T 172

no gado,
T 181

tier 1/2 and T 172).

A. D vs NDNL

Metric T 172
no gado T 181

tier 1/2 T 172

Balanced accuracy 60.33 61.32 68.16
Sensitivity 52.76 79.87 73.95
Specificity 67.89 42.76 62.37

B. D vs NDL

Metric T 172
no gado T 181

tier 1/2 T 172

Balanced accuracy 69.74 64.61 72.30
Sensitivity 85.13 45.53 66.45
Specificity 54.34 83.68 78.16

Table 4.15: Joint influence of gadolinium injection and image quality on the classifica-
tion performance. Results were obtained for the D vs NDNL and D vs NDL classifica-
tion tasks by training a linear SVM on grey matter maps from two clinical data subsets

(T 88
no gado, tier 1/2 and T 88).

A. D vs NDNL

Metric T 88
no gado, tier 1/2 T 88

Balanced accuracy 51.51 69.47
Sensitivity 6.71 71.97
Specificity 96.32 66.97

B. D vs NDL

Metric T 88
no gado, tier 1/2 T 88

Balanced accuracy 50.00 73.03
Sensitivity 40.00 66.58
Specificity 60.00 79.47

subset composed of 88 synthetic images obtained from images of medium/good quality ac-
quired with and without gadolinium injection that all went through the gadolinium removal
Att-U-Net. If the gadolinium is successfully removed, training with this subset should be
equivalent to training with the T 88

no gado, tier 1/2 subset that includes only images without
gadolinium. Results of these experiments are reported in Table 4.16. The balanced accu-
racy is equivalent in both cases, meaning that the effect of gadolinium has been removed
using the synthetic images. Nevertheless, it is not better than chance indicating, again,
that the classifier cannot learn image characteristics which are relevant to the diagnostic
classification.

However, it is possible that the low performance is due to the small size of the training set.
We therefore used the image translation method to build a larger clinical data set composed
only of images of medium/good quality and where the visual appearance has been removed,
this data set was denoted Synthetic T 181

tier 1/2). Using this training set, we assessed both the
linear SVM (using grey matter maps) and the ResNet (with minimally pre-processed T1w
MRI as input). Results appear in Table 4.17. We found increased performance using this
synthetic, larger, training set. The ResNet obtained a slightly higher performance than
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the SVM. It is thus possible that homogenizing the data set using image translation allows
removing bias and increasing classification performance. Nevertheless, we cannot directly
demonstrate this in the absence of a training set of the same size containing only images
without gadolinium and of higher quality. It is thus possible that visually imperceptible
differences still exist between the images that were initially acquired with gadolinium and
those without, and that the classifiers exploit these differences.

Table 4.16: Classification performance obtained after gadolinium removal using image
translation, training on a set of 88 patients. Results were obtained for the D vs NDNL
and D vs NDL classification tasks with a linear SVM using as input grey matter maps and

trained on three clinical data subsets (T 88
tier 1/2, T

88
tier 1/2, T

88
no gado, tier 1/2).

A. D vs NDNL

Metric T 88
tier 1/2 Synthetic T 88

tier 1/2 T 88
no gado, tier 1/2

Balanced accuracy 60.26 51.71 51.51
Sensitivity 58.68 75.66 6.71
Specificity 61.84 27.76 96.32

B. D vs NDL

Metric T 88
tier 1/2 Synthetic T 88

tier 1/2 T 88
no gado, tier 1/2

Balanced accuracy 68.29 54.08 50.00
Sensitivity 69.34 52.50 40.00
Specificity 67.24 55.66 60.00

Table 4.17: Classification performance obtained after gadolinium removal using image
translation, training on a set of 181 patients. Results were obtained a linear SVM with
probability grey matter maps or a ResNet with minimally pre-processed T1w MR images.

A. D vs NDNL

Metric SVM ResNet
Balanced accuracy 61.91 63.22
Sensitivity 81.32 52.24
Specificity 42.50 74.21

B. D vs NDL

Metric SVM ResNet
Balanced accuracy 64.61 67.50
Sensitivity 45.53 64.47
Specificity 83.68 70.53

Classification performance when training on a research data set and testing on
the clinical data set Another way to ensure that gadolinium or poor image quality is not
exploited by the classifier is to train using the research data set (ADNI contains only images
without gadolinium and of good quality). We both trained a linear SVM and a ResNet.
Results appear in Table 4.18. No matter the task, the linear SVM trained on research data
led to a slightly higher balanced accuracy than the ResNet. Note that the accuracy was
also slightly higher than when training with synthetic data (Table 4.17). In any case, one
should keep in mind that these classification performance are too low to be acceptable in
clinical practice.
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Table 4.18: Classification performance when training on a research data set and testing
on a clinical data set. Results were obtained for the D vs NDNL and D vs NDL classification
tasks using a linear SVM with probability grey matter maps or a ResNet with minimally

pre-processed T1w MR images.

A. D vs NDNL

Metric SVM ResNet
Balanced accuracy 64.08 61.84
Sensitivity 62.76 60.92
Specificity 65.39 62.76

B. D vs NDL

Metric SVM ResNet
Balanced accuracy 69.47 61.78
Sensitivity 62.76 60.92
Specificity 76.18 62.63

4.5.4 Discussion

In this work, we studied the performance of machine learning approaches for computer-aided
detection of dementia based on T1w MRI using a real-life clinical routine cohort coming
from an hospital data warehouse. To the best of our knowledge, this is the first of this kind
since previous works have used either research data sets or clinical data from specialised
centres that have been carefully selected and are thus not representative of daily clinical
routine. We demonstrated that the classifiers trained on clinical routine data are highly
biased by image acquisition specificities such as image quality or injection of gadolinium.
When such biases are removed, the performance is very poor. Models trained on research
data perform better but their accuracy remains unacceptably low for clinical use.

As a research topic, machine learning for diagnosis of Alzheimer’s disease is now almost
15 year old (Klöppel et al., 2008; Vemuri et al., 2008; Gerardin et al., 2009; Fan et al.,
2008). While high performance has been consistently reported, most of these works use
research data sets for training and validation (Samper-González et al., 2018; Falahati et al.,
2014; Manera et al., 2021; Bron et al., 2021). There are a few papers using clinical routine
data sets but they cannot be considered representative of daily clinical routine as they come
from a single or a handful of highly specialised centers and carefully select data using strict
criteria regarding data quality (Morin et al., 2020; Platero et al., 2019; Sohn et al., 2015;
Klöppel et al., 2015). It is thus unclear how such methods would perform on real-life clinical
MRI and ultimately translate to the clinic.

The main results of our work are three-fold: i) the performance of such CAD methods
is considerably lower on clinical routine data compared to research data sets; ii) on clinical
routine data, classifiers were heavily biased by irrelevant characteristics and when such bi-
ases were removed, the performance was particularly low; iii) training on research data and
testing on clinical data allowed reaching slightly higher accuracies but the overall perfor-
mance remained low. More specifically, when both training and testing on research data,
we obtained high classification performance (around 87% balanced accuracy) which is in
line with the literature. When training/testing on clinical data, the performance dropped
by more than 15 percent points and, more importantly, was heavily biased by irrelevant
characteristics. When such confounders were removed, the performance was around the
chance level. Training on the research data set and testing on the clinical routine data set
allowed removing this source of bias but the performance remained poor (decrease of at least
19 percent points of balanced accuracy). Thus, classifiers that lead to high classification



120 Chapter 4. Computer-aided diagnosis of dementia from routine clinical data

performance in a research framework do not necessarily generalise to clinical data set. Part
of this drop in accuracy could be explained by an increase in the difficulty of the classifica-
tion task between the research and clinical setups. In the research setup, the AD and CN
classes are quite homogeneous, while in the clinical setup, the D, NDL and NDNL classes
are much more heterogeneous as each category corresponds to several diagnoses. However,
this may not be the only factor leading to this performance difference and more analyses
were performed to dissect these results.

In the clinical routine data set, there was a clear correlation between the diagnostic
groups on the one hand and image quality and presence of gadolinium on the other hand
( 65% of images with gadolinium in NDL and NDNL and 25% in D; 37% of images of
medium or good quality in NDNL, and 55% in D and NDL). We hypothesised that models
trained on such data could exploit this bias. To assess this, we trained different models
changing the characteristics of the training subsets: we used training subsets having only
images without gadolinium (T 172

no gado) or images of medium/good quality (T 181
tier 1/2) or both

(T 88
no gado, tier 1/2) and we compared their performance with a training subset of the same

sample size but having the same proportions of images with gadolinium and of low quality
than the whole data set (T 172 and T 88). We showed that the performance of the classifier
was heavily biased by these image characteristics, a phenomenon known as the Clever Hans
effect (Lapuschkin et al., 2019). Such phenomenon has been previously described in different
medical image computing applications (Lapuschkin et al., 2019; Wallis et al., 2022).

The primary aim of this work was not to find the most efficient machine learning algo-
rithm but to evaluate the performance of well-known methods. For this reason, most of the
experiments were conducted using a simple linear SVM using grey matter maps as inputs.
To justify this choice, we first confirmed that its performance on research data was in line
with the literature and comparable to more advanced deep learning classification methods
(namely ResNet and Inception). At the end of the study, we also confirmed that a deep
learning method did not reach substantially higher performance on clinical routine data. Of
course, it does not mean that sophisticated deep learning methods could not achieve higher
performance using larger, unbiased, clinical routine data sets but it was not the case in our
work.

We aimed to remove the bias coming from gadolinium injection by applying an image
translation Att-U-Net model that we proposed (Bottani et al., 2022c). On the smaller set of
88 patients, its performance was close to chance and similar to that of a classifier trained on
images without gadolinium and of good/medium quality. When using a larger data set of
synthetic images, we obtained higher accuracies. This potentially indicates that the use of
image translation allows removing some of the biases while improving performance. Never-
theless, we cannot strictly assert this because there may be residual, visually imperceptible
differences between images that were acquired with gadolinium and those without. Over-
all, this stresses the importance of developing image homogenisation techniques for training
unbiased classifiers.

Our study has the following limitations. Unlike in research studies, the diagnosis may
not be trustworthy as it is assigned using ICD-10 codes, which could be a source of bias.
Indeed, in the French healthcare system, they are assigned during hospitalisation by the
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clinical department for the billing of the expenses. In addition, ICD-10 codes do not undergo
quality control and it is likely that mistakes occur when entering the codes. These limitations
of the diagnostic labels may hamper the performance of the classifiers. In order to have more
reliable diagnostic labels, it would be necessary to use information from medical reports.
This could be done by medical experts but this is time consuming and may not scale up
to large populations. Another option is to use natural language processing but it may also
lead to errors. Other limitations concern the training data set we have used: due to the
choices done we have reduced the sample size. Further evaluations should be done to assess
whether the performance of the classifiers could improve according to the present work by
adding more subjects in the training. Finally, we have limited our experimental settings to
the use of a linear SVM or CNN models, but more improvements could be done using other
models or other CNN architectures with different hyper-parameters.

Overall, our results highlight the challenges for translation of CAD systems from research
to clinical routine. A major result of this study is uncovering the strong influence of biases
coming from image heterogeneity. We specifically studied the case of gadolinium injection
and image quality but other sources of biases such as image resolution, sequence parameters
or scanner type could exist. They could in turn induce Clever Hans effects on the CAD
systems if they are correlated with the diagnosis of interest. This highlights the need for
automatic quality control tools in order to identify the various sources of biases as well as
for homogenisation tools that could remove these biases.

4.6 Perspectives

This work constitutes, to the best of our knowledge, the first evaluation of machine learning
and deep learning algorithms for the computer-assisted diagnosis of dementia on a large set of
images acquired in clinical routine. It demonstrates that translation of such algorithms from
research to clinical practice requires great efforts, which are too often overlooked. On the
bright side, it opens the way to many research areas. We have seen all along the chapter the
importance of quality control and feature homogenisation to guarantee unbiased diagnostic
predictions. A first area of research would consist in improving these two elements.

The automatic QC approach we proposed allows accurately discarding images that are
of no interest, recognising gadolinium injection and detecting low quality images, but could
better differentiate high and medium quality images. Instead of predicting the overall im-
age quality, we could train networks to independently rate image characteristics (motion,
contrast and noise). In this case, it would be possible to simulate various degrees of motion,
contrast and noise on high quality research data to pre-train networks before training on
the clinical data. The detection of motion, contrast and noise artefacts could be followed
by an artefact reduction step.

A source of heterogeneity among clinical data sets is the fact that they contain a mix of
images acquired with and without gadolinium-based contrast agent. As a first step towards
the homogenisation of such data set, we proposed a framework to convert T1w-ce images
into T1w-nce images using deep learning models. However, heterogeneity within a clinical
data set can arise from other sources, such as the use of different MRI scanner machines
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or different acquisition parameters. Future works should study their influence and propose
models to achieve a more general homogenisation, for example as proposed in (Cackowski
et al., 2021).

Images are not the only data whose quality can bias CAD systems. As mentioned at
the end of Section 4.5, the ICD-10 codes used to define the diagnostic labels may not be
trustworthy as in France they are used for billing. Two strategies then open up. One
would consist in thoroughly evaluating this potential bias and propose solutions to reduce
it. Another would consist in developing CAD systems relying on other types of data that
would be more reliable, for instance results of lab tests.

In terms of imaging modalities, the current work only exploited T1w MRI but oth-
ers, particularly T2-weighted fluid-attenuated inversion recovery MRI, would be relevant
to detect the presence of white matter hyperintensities, which are characteristic of certain
diseases such as vascular dementia.
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General conclusions and perspectives

Anomaly detection for the computer-aided diagnosis of demen-
tia

In clinical practice, many imaging modalities such as PET are analysed visually, but the
sensitivity and specificity of this approach greatly depend on the observer’s experience. We
proposed an anomaly detection framework for computer-aided diagnosis from PET images.
Subject-specific abnormality maps were obtained by comparing the subject’s PET image
to a model of healthy PET appearance that is specific to the subject under investigation
(Burgos et al., 2021b).

This work targets an important clinical application, that of being able to identify patho-
logical areas of the brain in an unsupervised way, i.e., that is agnostic about the disease
studied. The approach has successfully been applied in the context of dementia (Alzheimer’s
disease, frontotemporal dementia and primary progressive aphasia) but abnormality maps
could be a useful tool for other neurological disorders such as epilepsy. PET has become
widely used in the presurgical workup of drug-resistant epilepsy and the abnormality maps
generated for such patients could help better localise the epileptogenic zones.

The current approach relies on traditional medical imaging computing methods (regis-
tration, modality fusion) but we believe that deep generative approaches such as variational
autoencoders would be beneficial in detecting subtler anomalies, and in a more computa-
tionally efficient manner. This is the topic of a current PhD thesis (Ravi Hassanaly).

Finally, until now, the approach has only been applied to the detection of anomalies
in PET images. The approach could be extended to other imaging modalities, such as
anatomical MRI or diffusion weighted imaging (for instance fractional anisotropy or mean
diffusivity maps).

Interpretable computer-aided diagnosis of dementia

The anomaly detection approach described above provides a visual feedback by construction.
It is however not the case of all computer-aided diagnosis tools, such as deep learning clas-
sifiers, and interpretability methods are needed to validate them and ensure their reliability
(Thibeau-Sutre et al., 2022a). We extended an existing framework to visualise the training
of CNNs on quantitative imaging data in the context of Alzheimer’s disease classification
(Thibeau-Sutre et al., 2020). After assessing the robustness of the visualisation method, we
studied the stability of the CNN training between different re-runs. We observed thanks
to the visualisation method that the CNN training is not stable and mainly depends on
the initialisation and training process. Our conclusion is that, currently, combining a CNN
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classifier with an interpretability method does not constitute a robust tool for individual
computer-aided diagnosis.

The fact that they appear as a ‘black-box’ to clinicians is not the only limitation of
machine learning and deep learning approaches used to predict a diagnosis. Current classifi-
cation algorithms, usually developed for two-class problems, are too rigid to be successfully
applied in a clinical setting where patients may have several pathologies or a pathology
that has never been seen during training, and where more data become available every day.
Search and retrieval of brain images is a promising strategy to overcome the ‘black-box’ ef-
fect and handle multiple pathologies, thus facilitating adoption by clinicians. New decision
support systems could be based on methods that can, for a given patient, retrieve similar
clinical cases from existing databases in an efficient manner. Similarity between cases could
be obtained by comparing the abnormality maps generated for each patient.

Reproducible computer-aided diagnosis of dementia

As other fields of science, machine learning-based computer-aided diagnosis also faces a re-
producibility crisis. For instance, in Alzheimer’s disease, multiple works have been published
using the public dataset ADNI but they are difficult to reproduce and an objective compar-
ison between approaches is almost impossible. We proposed frameworks for reproducible
neuroimaging-based computer-aided diagnosis, which main components are: 1) automatic
conversion of public data sets into a standard format; 2) feature extraction pipelines; 3)
baseline classification approaches; 4) procedures to enforce good practices for validation.
We first introduced this framework for classification from anatomical MRI and PET data
(Samper-González et al., 2018). The corresponding code has been implemented in Clinica,
an open-source software platform for neuroimaging studies (Routier et al., 2021). We fur-
ther extended our work to deep learning approaches (Wen et al., 2020). This has led to the
development of a new software platform, ClinicaDL, devoted to reproducible deep learning
for neuroimaging (Thibeau-Sutre et al., 2022b).

ClinicaDL is a software platform dedicated to deep learning for neuroimaging and has
for ambition to offer its users tools to reproduce their experiments as reliably as possible.
This will be made possible by implementing tools to track and manage both the data and
model parameters, to automatically deploy the trained models and to provide a long-term
storage. Such software developments will make our research more reproducible, which is
essential to build trust in the tools we propose.

Computer-aided diagnosis of dementia from routine clinical
data

Most machine learning-based computer-aided diagnosis approaches have been designed and
validated using research data sets. It is thus not clear how they would generalise to clinical
routine and ultimately what is their medical value. We are currently exploiting real-life
data from hospital data warehouses (specifically the data warehouse of the 39 Greater Paris
hospitals - AP-HP, comprising millions of patients). The first challenges we have dealt with
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are the quality and heterogeneity of the imaging data. We built a deep learning system
for automatic quality control of anatomical T1-weighted MRI (Bottani et al., 2022b) and
developed approaches for data homogenisation (Bottani et al., 2022d; Bottani et al., 2021).
We then studied the performance of computer-aided diagnosis algorithms on clinical routine
data and showed that the performance was considerably lower than on a research data set
(Bottani et al., 2022a). These are foundational works that will be instrumental for our
future work on computer-aided diagnosis.

Translation of computer-aided diagnosis tools from research to clinical practice is not
straightforward. Our work with anatomical MR images from the AP-HP data warehouse
demonstrated the importance of quality control and data set homogenisation. Future work
will focus on these two aspects before targeting computer-aided diagnosis as such. This is
the topic of a current PhD thesis (Sophie Loizillon).

∗
∗ ∗

In conclusion, by identifying brain anomalies at the scale of the individual, exploring how
to make deep neural networks interpretable, developing reproducible analysis pipelines and
validating our approaches on clinical data, we progress towards the application of systems
for the computer-aided diagnosis of dementia to the clinic, but there is still a long way to go.
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E.17 Jiao, J., Bousse, A., Thielemans, K., Markiewicz, P., Burgos, N., Atkinson, D., Arridge, S., Hutton, B.F., Ourselin, S.:
‘Joint Parametric Reconstruction Motion Correction Framework for Dynamic PET Data’. In Medical Image Computing
Computer‑Assisted Intervention • MICCAI 2014, LNCS,8673: 114–121, Springer, 2014. doi:10.1007/978‑3‑319‑10404‑1_15

E.18 Kochan,M., Daga, P.,Burgos,N., White,M., Cardoso,M.J., Mancini, L.,Winston, G.P., McEvoy, A.W., Thornton, J., Yousry,
T., Duncan, J.S., Stoyanov, D., Ourselin, S.: ‘Simulated Field Maps: Toward Improved Susceptibility Artefact Correction
in Interventional MRI’. In Information Processing in Computer‑Assisted Interventions, LNCS, 8498: 226–235, Springer,
2014. doi:10.1007/978‑3‑319‑07521‑1_24

E.19 Burgos, N., Cardoso, M.J., Modat, M., Pedemonte, S., Dickson, J., Barnes, A., Duncan, J.S., Atkinson, D., Arridge, S.R.,
Hutton, B.F., Ourselin, S.: ‘Attenuation Correction Synthesis for Hybrid PET‑MR Scanners’. InMedical Image Computing
Computer‑Assisted Intervention • MICCAI 2013, LNCS,8149: 147–154, Springer, 2013. doi:10.1007/978‑3‑642‑40811‑3_19
—ACCEPTANCE RATE BELOW 35%, STUDENT TRAVEL AWARD, 62 CiTATiONS ACCORDiNG TO GOOGLE SCHOLAR

F Conference abstracts
F.1 H Thibeau‑Sutre, E., Díaz, M., Hassanaly, R., Colliot, O., and Burgos, N.: ‘A Glimpse of ClinicaDL, an Open‑Source

Software for Reproducible Deep Learning in Neuroimaging’. InMedical Imaging with Deep Learning ‑ MIDL 2022 (short
paper), 2022. Open Review gsqiNMdPSYK

F.2 H Thibeau‑Sutre, E., Díaz, M., Hassanaly, R., Colliot, O., and Burgos, N.: ‘ClinicaDL: an open‑source deep learning
software for reproducible neuroimaging processing’. In Annual Meeting of the Organization for Human Brain Mapping ‑
OHBM 2022, 2022.

F.3 El Rifai, O., Díaz, M., Hassanaly, R., Joulot, M., Routier, A.M., Thibeau‑Sutre, E., Vaillant, G., Durrleman , S., Burgos, N.,
and Colliot, O.: ‘Advances in the Clinica software platform for clinical neuroimaging studies’. In Annual Meeting of the
Organization for Human Brain Mapping ‑ OHBM 2022, 2022. hal‑03728243

F.4 Canney, M., Epelbaum, S., Burgos, N., Matthews, D., Houot, M., Santin, M. D., Desseaux, C., Bouchoux, G., Ströer, S.,
Martin, C., Habert, M.‑O., Levy, M., Martin, K., Delatour, B., Riche, M., Dubois, B., Belin, L., Carpentier, A., ‘Pilot study
of blood‑brain barrier disruption in Alzheimer’s disease’. In 21st Annual International Symposium on Therapeutic Ultra‑
sound ‑ ISTU 2022, 2022.

F.5 Maire, A., Bottani, S., Jacob, Y., Ströer, S., Burgos, N., Colliot, O., Dormont, D., Hilka, M.: ‘Apports de la Plateforme
Données Massive AP‑HP pour la recherche en IA: le projet APPRIMAGE’. In Journées Francophones de Radiologie, 2021.

F.6 Routier, A., Marcoux, A., Melo, M.D., Samper‑González, J., Wild, A., Guyot, A., Wen, J., Thibeau‑Sutre, E., Bottani, S.,
Durrleman, S., Burgos, N., Colliot, O.: ‘New Longitudinal Deep Learning Pipelines in the Clinica Software Platform’. In
Annual Meeting of the Organization for Human Brain Mapping ‑ OHBM 2020, 2020. hal‑02549242

F.7 Cash, D.M., Markiewicz, P.J., Jiao, J., Coath, W., Modat, M., Lane, C.A., Parker, T.D., Keuss, S.E., Buchanan, S.M.,Burgos,
N., Dickson, J., Barnes, A., Cardoso, J., Alves, I.L., Barkhof, F., Thomas, D.L., Beasley, D., Wong, A., Schöll, M., Richards,
M., Ourselin, S., Fox, N.C., and Schott, J.M.: ‘Comparison of Static and Dynamic Analysis Techniques for Longitudinal
Analysis of Amyloid PET’. In Alzheimer’s Association International Conference ‑ AAIC 2020, 2020.

F.8 H Wen, J., Thibeau‑Sutre, E., Samper‑González, J., Routier, A., Bottani, S., Dormont, D., Durrleman, S., Colliot, O.,
Burgos, N.: ‘How Serious Is Data Leakage in Deep Learning Studies on Alzheimer’s Disease Classification?’ In Annual
Meeting of the Organization for Human Brain Mapping ‑ OHBM 2019, 2019. hal‑02105133

F.9 Routier, A., Marcoux, A., Díaz Melo, M., Guillon, J., Samper‑González, J., Wen, J., Bottani, S., Guyot, A., Thibeau‑Sutre,
E., Teichmann,M., Habert, M.‑O., Durrleman, S.,Burgos, N., Colliot, O.: ‘NewAdvances in theClinica SoftwarePlatform
for Clinical Neuroimaging Studies.’ In Annual Meeting of the Organization for Human Brain Mapping ‑ OHBM 2019, 2019.
hal‑02132147
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F.10 H Samper‑González, J., Burgos, N., Bottani, S., Habert, M.‑O., Evgeniou, T., Epelbaum, S., Colliot, O.: ‘Predicting Pro‑
gression to Alzheimer’s Disease from Clinical Imaging Data: A Reproducible Study.’ In Annual Meeting of the Organiza‑
tion for Human Brain Mapping ‑ OHBM 2019, 2019. hal‑02142315

F.11 Ansart, M., Burgos, N., Colliot, O., Dormont, D., Durrleman, S.: ‘Prediction of Future Cognitive Scores Dementia Onset
in Mild Cognitive Impairment Patients.’ In Annual Meeting of the Organization for Human Brain Mapping ‑ OHBM 2019,
2019. hal‑02098427

F.12 Koval, I., Marcoux, A., Burgos, N., Allassonnière, S., Colliot, O., Durrleman, S.: ‘Deciphering the Progression of PET
Alterations Using Surface‑Based Spatiotemporal Modeling.’ In Annual Meeting of the Organization for Human Brain
Mapping ‑ OHBM 2019, 2019. hal‑02134909

F.13 Wen, J., Samper‑González, J., Routier, A., Bottani, S., Durrleman, S., Burgos, N., Colliot, O.: ‘Beware of Feature Selec‑
tion Bias! Example on Alzheimer’s Disease Classification from Diffusion MRI.’ In Annual Meeting of the Organization for
Human Brain Mapping ‑ OHBM 2019, 2019. hal‑02105134

F.14 Cash, D.M., Modat, M., Coath, W., Cardoso, M.J., Markiewicz, P., Lane, C.A., Parker, T., Keuss, S., Buchanan, S., Bur‑
gos, N., Dickson, J., Barnes, A., Thomas, D.L., Beasley, D., Malone, I.B., Erlandsson, K., Thomas, B.A., Ourselin, S., Fox,
N.C., Schott, J.M., Richards, M.: ‘Longitudinal Rates of Amyloid Accumulation in a 70‑Year Old British Birth Cohort’. In
Alzheimer’s Association International Conference ‑ AAIC 2019, 2019.

F.15 Coath, W., Modat, M., Cardoso, M.J., Markiewicz, P., Lane, C.A., Parker, T., Keuss, S., Buchanan, S., Burgos, N., Dick‑
son, J., Barnes, A., Thomas, D.L., Beasley, D., Malone, I.B., Wong, A., Thomas, B.A., Ourselin, S., Richards, M., Fox,
N.C., Schott, J.M., Cash, D.M.: ‘Centiloid Scale Transformation of Florbetapir Data Acquired on a PET/MR Scanner’. In
Alzheimer’s Association International Conference ‑ AAIC 2019, 2019.

F.16 Marcoux, A., Burgos, N., Bertrand, A., Routier, A., Wen, J., Samper‑González, J., Bottani, S., Durrleman, S., Habert, M.‑
O., Colliot, O.: ‘A pipeline for the analysis of 18F‑FDG PET data on the cortical surface its evaluation on ADNI’. Annual
Meeting of the Organization for Human Brain Mapping • OHBM 2018, 2018. hal‑01757646

F.17 Routier, A., Guillon, J., Burgos, N., Samper‑González, Wen, J., Fontanella, S., Bottani, S., Jacquemont, T., Marcoux,
A., Gori, P., Lu, P., Moreau, T., Bacci, M., Durrleman, S., Colliot, O.: ‘Clinica: an open source software platform for re‑
producible clinical neuroscience studies’. Annual Meeting of the Organization for Human Brain Mapping • OHBM 2018,
2018. hal‑01760658

F.18 H Samper‑González, J., Bottani, S., Burgos, N., Fontanella, S., Lu, P., Marcoux, A., Routier, A., Guillon, J., Bacci, M.,
Wen, J., Bertrand, A., Bertin, H., Habert, M.‑O., Durrleman, S., Evgeniou, T., Colliot, O.: ‘Reproducible evaluation of
Alzheimer’s disease classification from MRI PET data’. Annual Meeting of the Organization for Human Brain Mapping
• OHBM 2018, 2018. hal‑01761666

F.19 Wen, J., Samper‑González, J., Bottani, S., Routier, A.,Burgos,N., Jacquemont, T., Fontanella, S., Durrleman, S., Bertrand,
A., Colliot, O.: ‘Comparison of DTI features for the classification of Alzheimer’s disease: A reproducible study.’ Annual
Meeting of the Organization for Human Brain Mapping • OHBM 2018, 2018. hal‑01758206

F.20 H Samper‑González, J., Burgos, N., Bottani, S., Habert, M.‑O., Evgeniou, T., Epelbaum, S., Colliot, O.: ‘Three Sim‑
ple Ideas for Predicting Progression to Alzheimer’s Disease.’ In International Workshop on Pattern Recognition in Neu‑
roimaging ‑ PRNI 2018, 2018. hal‑01891996

F.21 Wen, J., Samper‑González, J., Bottani, S., Routier, A.,Burgos,N., Jacquemont, T., Fontanella, S., Durrleman, S., Bertrand,
A., Colliot, O.: ‘UsingdiffusionMRI for classificationpredictionofAlzheimer’sDisease: a reproducible study.’ Alzheimer’s
Association International Conference ‑ AAIC 2018, 2018. hal‑01758167

F.22 Burgos, N., Samper‑González, J., Bertrand, A., Habert, M.‑O., Ourselin, S., Durrleman, S., Cardoso, M.J., Colliot, O.:
‘Diagnosis of Alzheimer’s Disease through Identificationof Abnormality Patterns in FDGPETData’. InProceedings of the
30th Annual Congress of the European Association of Nuclear Medicine (EANM), S253–S254, Springer, 2017. doi:10.1007/
s00259‑017‑3822‑1 • hal‑01632509—ORAL PRESENTATiON

F.23 Burgos, N., Samper‑González, J., Cardoso, M.J., Durrleman, S., Ourselin, S., Colliot, O.: ‘Early Diagnosis of Alzheimer’s
DiseaseUsingSubject‑SpecificModels of FDG‑PETData’. Alzheimer’s &Dementia, 13(7): P1117, 2017. doi:10.1016/j.jalz.
2017.06.1618 • hal‑01621383

F.24 Cash, D.M., Burgos, N., Modat, M., Dickson, J., Beasley, D., Markiewicz, P., Lane, C.A., Parker, T., Barnes, A., Thomas,
D.L., Cardoso, M.J., Malone, I.B., Veale, T., Wallon, D., Klimova, J., Erlandsson, K., Wong, A., Richards, M., Fox, N.C.,
Ourselin, S., Schott, J.M.: ‘A Comparison of Techniques for Quantifying Amyloid Burden on a Combined PET/MR Scan‑
ner’. Alzheimer’s & Dementia, 13(7): P12–P13, 2017. doi:10.1016/j.jalz.2017.06.2276

F.25 Schott, J.M., Cash, D.M., Lane, C.A., Parker, T., Burgos, N., Modat, M., Beasley, D., Dickson, J., Barnes, A., Thomas,
D.L., Murray‑Smith, H., Wong, A., Macpherson, K., James, S.‑N., Cardoso, M.J., Malone, I.B., Klimova, J., Markiewicz, P.,
Crutch, S.J., Kuh, D., Ourselin, S., Richards, M., Fox, N.C.: ‘Exploring the Population Prevalence of 𝛽‑Amyloid Burden:
An Analysis of 250 Individuals Born in MainlBritain in the Same Week in 1946’. Alzheimer’s & Dementia, 13(7): P1088–
P1089, 2017. doi:10.1016/j.jalz.2017.06.1563
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F.26 James, S.‑N., Parker, T., Lane, C.A., Cash, D.M., Wong, A., Barnes, A., Beasley, D., Burgos, N., Cardoso, M.J., Dickson, J.,
Klimova, J., Malone, I.B., Modat, M., Thomas, D.L., Kuh, D., Ourselin, S., Fox, N.C., Schott, J.M., Richards, M.: ‘Midlife Af‑
fective SymptomsAreAssociatedwith LowerBrain Volumes in Later Life: Evidence fromaProspectiveUKBirthCohort’.
Alzheimer’s & Dementia, 13(7): P212, 2017. doi:10.1016/j.jalz.2017.07.086

F.27 Parker, T., Cash, D.M., Lane, C.A., Murray‑Smith, H., Wong, A., Malone, I.B., Burgos, N., Modat, M., Beasley, D., Dickson,
J., Barnes, A., Thomas, D .L., Cardoso, M.J., Klimova, J., Ourselin, S., Frost, C., Kuh, D., Richards, M., Fox, N.C., Schott,
J.M.: ‘Brain volume, cerebral 𝛽‑amyloid deposition, ageing: A study of over 200 individuals born in the same week in
1946’. Alzheimer’s & Dementia, 13(7): P1464–P1465, 2017. doi:10.1016/j.jalz. 2017.07.534

F.28 Kieselmann, J. P., Kamerling, C. P., Burgos, N., Menten, M. J., Nill, S., Cardoso, M. J., Oelfke, U.: ‘Geometric Dosimet‑
ric Evaluation of Three Atlas‑based Segmentation Methods for Head Neck Cancer Patients on MR Images’. MR in RT
Symposium, 2017

F.29 Burgos, N., Cardoso, M.J., Guerreiro, F., McClelland, J., Knopf, A.‑C., Ourselin, S.: ‘Simultaneous Organ‑at‑Risk Seg‑
mentation CT Synthesis in the Pelvic Region for MRI‑Only Radiotherapy Treatment Planning’. In International Confer‑
ence on the Use of Computers in Radiation Therapy (ICCR), 2016—HiGHLiGHTED ORAL PRESENTATiON

F.30 Burgos, N., Cardoso, M.J., Guerreiro, F., McClelland, J., Knopf, A.‑C., Punwani, Ourselin, S.: ‘CT Synthesis in the Head
& Neck Pelvic Regions for Radiotherapy Treatment Planning’. In IPEM Workshop on MRI Guided Radiotherapy, 2016—
ORAL PRESENTATiON

F.31 Ladefoged, C.N., Law, I., Anazodo, U., Izquierdo‑Garcia, D., Burgos, N., Mérida, I., Benoit, D., Juttukonda, M., Cabello,
J., Fenchel, M., Jakoby, B., Højgaard, L., Hansen, A.E., Andersen, F.L.: ‘A Multi‑Method, Multi‑Center Study of PET/MRI
Brain Attenuation Correction on a Large Cohort of [18F]‑ FDG Patients: Ready for Clinical Implementation’. In Annual
Meeting of the Radiological Society of North America (RSNA), 2016

F.32 Ladefoged, C.N., Law, I., Anazodo, U., St. Lawrence, K., Izquierdo‑Garcia, D., Catana, C.,Burgos, N., Cardoso, M.J., Hut‑
ton, B., Ourselin, S., Mérida, I., Costes, N., Hammers, A., Benoit, D., Holm, S., Juttukonda, M., An, H., Cabello, J., Lukas,
M., Nekolla, S., Ziegler, S., Fenchel, M., Jakoby, B., Casey, M.E., Benzinger, T., Højgaard, L., Hansen, A.E., Andersen,
F.L.: ‘A Multi‑Centre Evaluation of Eleven Clinically Feasible Brain PET/MRI Attenuation Correction Techniques Using a
Large Cohort of Patients’. In 2016 IEEE Nuclear Science Symposium Medical Imaging Conference (NSS/MIC), 2016

F.33 Prados Carrasco, F., Cardoso, M.J.,Burgos, N., Wheeler‑Kingshott, C.A.M., Ourselin, S.: ‘NiftyWeb: WebBased Platform
for Image Processing on the Cloud’. In Proceedings of the 24th Scientific Meeting Exhibition of the International Society
for Magnetic Resonance in Medicine (ISMRM), 2016

F.34 Sekine, T., Burgos, N., Warnock, G., Huellner, M., Buck, A., Voert, E.E.G.W. ter, Cardoso, M.J., Hutton, B.F., Ourselin, S.,
Veit‑Haibach, P., Delso, G.: ‘Multi Atlas‑Based Attenuation Correction for Brain FDG‑ PET Imaging Using a TOF‑PET/MR
Scanner: Comparison with Clinical Single Atlas‑ CT‑Based Attenuation Correction’. In Proceedings of the 24th Scientific
Meeting Exhibition of the International Society for Magnetic Resonance in Medicine (ISMRM), 2016

F.35 Burgos, N., Cardoso, M.J., Modat, M., Punwani, S., Atkinson, D., Arridge, S.R., Hutton, B.F., Ourselin, S.: ‘CT Synthesis
in theHead&Neck Region for PET/MRAttenuation Correction: An IterativeMulti‑Atlas Approach’. EJNMMI Physics, 2(1):
A31, 2015. doi:10.1186/2197‑7364‑2‑S1‑A31—RUNNER‑UP AWARD FOR BEST ORAL PRESENTATiON

F.36 Dickson, J.C., Erlandsson, K., Lehmann, M., Modat, M., Burgos, N., Groves, A., Schott, J.: ‘Partial Volume Correction of
Amyvid FDG PET Data Using the Discrete Iterative Yang Technique’. In Proceedings of the 28th Annual Congress of the
European Association of Nuclear Medicine (EANM), S69, Springer, 2015. doi:10.1007/s00259‑015‑3198‑z

F.37 Guerreiro, F., McClelland, J.,Burgos, N., Cardoso, M.J., Dunlop, A., Wong, K., Nill, S., Oelfke, U., Knopf, A.C.: ‘Evaluation
of Different Approaches toObtain Synthetic CT Images for aMRI‑Only RadiotherapyWorkflow’. InMR in RT Symposium,
2015

F.38 Mota, A., Cuplov, V., Schott, J., Hutton, B., Thielemans, K., Drobnjak, I., Dickson, J., Bert, J., Burgos, N., Cardoso, J.,
Modat, M., Ourselin, S., Erlandsson, K.: ‘Establishment of an Open Database of Realistic Simulated Data for Evaluation
of Partial Volume Correction Techniques in Brain PET/MR’. EJNMMI Physics, 2(1): A44, 2015. doi:10.1186/2197‑7364‑2‑
S1‑A44

F.39 Burgos, N., Cardoso, M.J., Thielemans, K., Duncan, J.S., Atkinson, D., Arridge, S.R., Hutton, B.F., Ourselin, S.: ‘Attenua‑
tion Correction Synthesis for Hybrid PET‑MR Scanners: Validation for Brain Study Applications’. EJNMMI Physics, 1(1):
A52, 2014. doi:10.1186/2197‑7364‑1‑S1‑A52

F.40 Markiewicz, P., Thielemans, K., Burgos, N., Manber, R., Jiao, J., Barnes, A., Atkinson, D., Arridge, S.R., Hutton, B.F.,
Ourselin, S.: ‘Image Reconstruction ofmMRPETDataUsing theOpen Source Software STIR’. EJNMMI Physics, 1(1): A44,
2014. doi:10.1186/2197‑7364‑1‑S1‑A44

G Thesis
G.1 Burgos, N., Image synthesis for the attenuation correction analysis of PET/MR data. Doctoral thesis, UCL (University

College London), 2016, http://discovery.ucl.ac.uk/1517860
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H Submitted publications and preprints
H.1 H Bottani, S., Thibeau‑Sutre, E., Maire, A., Ströer, S., Dormont, D., Colliot, O., Burgos, N.: ‘Homogenization of brain

MRI from a clinical data warehouse using contrast‑enhanced to non‑contrast‑enhanced image translation’. Submitted
toMELBA. hal‑03497645

H.2 H Bottani, S., Burgos, N., Maire, A., Saracino, D., Ströer, S., Dormont, D., and Colliot, O.: ‘Evaluation of MRI‑based
Machine Learning Approaches for Computer‑Aided Diagnosis of Dementia in a Clinical Data Warehouse’. Submitted to
Medical Image Analysis. hal‑03656136

H.3 H Thibeau‑Sutre, E., Collin, S., Burgos, N., and Colliot, O.: ‘Interpretability of Machine Learning Methods Applied to
Neuroimaging’. In Machine Learning for Brain Disorders, edited by Colliot O., Springer. To be published in 2022. hal‑
03615163

H.4 Burgos, N.: ‘Neuroimaging inMachine Learning for Brain Disorders’. InMachine Learning for Brain Disorders, edited by
Colliot O., Springer. To be published in 2022. hal‑03814787

H.5 Berenbaum, A.,Burgos, N., Thibeau‑Sutre, E., Bottani, S., Habert, M.‑O., Colliot, O., Kas, A., ‘Classification automatisée
des TEP‑TDM cérébrales au 18F‑FDG par intelligence artificielle : preuve de concept’. Submitted toMédecine Nucléaire.

H.6 Fu, G., Jimenez, G., Loizillon, S., Jurdi, R.E., Chougar, L., Dormont, D., Valabregue, R., Burgos, N., Lehéricy, S., Raco‑
ceanu, D., Colliot, O.: ‘FourierDisentangledMultimodal Prior KnowledgeFusion for RedNucleusSegmentation inBrain
MRI’, arXiv, 2022. doi:10.48550/arXiv.2211.01353
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Appendix A

Scopus and PubMed database queries

Scopus query

Scopus query corresponding to Figure 2 displaying the distribution by imaging modality
and brain disorder of 1327 articles presenting a study using machine learning:

(TITLE (dementia OR "alzheimer*" OR "AD" OR "Mild Cognitive Impairment" OR
"MCI" OR "Posterior cortical atrophy" OR "frontotemporal dementia" OR FTD OR "Fron-
totemporal lobar degeneration" OR FTLD OR Pick OR "Primary Progressive Aphasia$"
OR PPA OR "semantic dementia") OR
TITLE ("Parkinson" OR PD OR "Progressive supranuclear palsy" OR "Corticobasal *
Degeneration" OR "Lewy Bod*" OR LBD OR "Multiple System Atrophy" OR MSA) OR
TITLE (epilepsy) OR
TITLE ("Multiple sclerosis" OR MS) OR
TITLE ("vascular dementia" OR stroke OR "Cerebrovascular accident$" OR "ischemic
attack$" OR "Brain aneurysm$" OR "Subdural hematoma$" OR "Epidural hematoma$"
OR "Traumatic brain injur*" OR TBI OR "Intracerebral hemorrhage$" OR "Concussion$")
OR
TITLE ("Brain tumor$" OR "Brain tumour$" OR "Glioma$" OR "Glioblastoma$" OR
"Pseudotumor cerebr*" OR "meningioma$" OR "astrocytoma$" OR "medulloblastoma$"
OR "Pituitary adenoma$" OR "Nerve sheath" OR "Pilocytic Astrocytoma$" OR "Ependy-
mom$" OR "Oligodendroglioma$" OR "Medulloblastoma$") OR
TITLE ("attention deficit hyperactivity disorder" or "ADHD" or "autism" or "ASD" or
"asperger") OR
TITLE ("psychiatric disorder$" or "mental disorder$" or "behavioural disorder$" or "anxi-
ety" or "depression" or "depressive disorder$" or "MDD" or "depressive episode" or "para-
noi*" or "mania" or "hypomania" or "bipolar" or "personality disorder$" or "impulse dis-
order$" or "identity disorder$" or "mood disorder$" or "*phobia$" or "panic disorder$" or
"adjustment disorder$" or "stress disorder$" or "stress reaction" or "eating disorder$" or
"anorexia nervosa" or "bulimia nervosa" or "sleep disorder$" or "dissociative disorder$" or
"conversion disorder$" or "affective disorder$" or "psychosis" or "psychotic" or "schizophre-
nia" or "delusion*" or "schizoaffective" or "schizophreniform" or "schizotypal" or "neurotic"
or "somatoform" or "somatization" or "addiction" or "substance" or "post-traumatic stress
disorder" or "PTSD" or "obsessive compulsive disorder" or "OCD" or "dyslexia" or "lan-
guage disorder$" or "conduct disorder$"))
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AND

(TITLE (magnetic OR MRI OR MRS OR perfusion OR DCE OR DSC OR ASL OR MRA
OR SWI OR QSM OR "voxel based morphometry") OR
TITLE (fMRI OR "functional MRI" OR BOLD OR "resting state") OR
TITLE ("diffusion weighted" OR DWI OR "diffusion tensor" OR DTI OR tractography)
OR
TITLE (positron OR PET OR FDG OR fluorodeoxuglucose OR pittsburgh OR PiB OR
AV45 OR florbetapir OR florbetaben OR flutemetamol OR AV1451 OR flortaucipir OR
DOPA OR TSPO OR PK11195 OR PBR28 OR DAA1106 OR FEPPA OR DPA-714 OR
CLINME OR FET OR MET OR FLT) OR
TITLE ("Single-photon emission computed tomography" OR SPECT OR HMPAO OR
ECD OR "FP-CIT" OR "99mTC" OR Ioflupane) OR
TITLE ("computed tomography" OR CT) OR
TITLE ("X*ray") OR
TITLE ("angiography" OR "arteriography"))

AND

(TITLE ("Deep learning" OR "neural network$" OR "convolutional network$" OR "CNN$"
OR "RNN$" OR "LSTM$" OR "bayesian network$" OR "adversarial" OR "GAN$" OR
"cGAN$" OR "cycle$GAN$" OR "U*net" OR "auto*encoder" OR "perceptron$") OR
TITLE ("Matrix completion" OR "Support vector machine$" OR "linear mixed$effect$" OR
"logistic regression$" OR "Random Forest$" OR " kernel classifier$" OR "kernel" OR "deci-
sion tree$" OR "least-squares" OR "Naive Bayes" OR "Linear discriminant" OR "K$nearest
neighbo$r$") OR
TITLE (" Machine learning" OR "pattern recognition" OR "pattern classification" OR
"classifier" OR "algorithm" OR " classification") OR
TITLE ("radiomic$"))

AND ( LIMIT-TO ( SRCTYPE , "j" ) )

AND ( LIMIT-TO ( LANGUAGE , "English" ) )
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PubMed query

PubMed query corresponding to Figure 3 displaying the number of articles presenting ma-
chine learning and deep learning approaches for the computer-aided diagnosis of Alzheimer’s
disease published over the years according.

Machine learning query

(alzheimer [Title] OR "Cognitive Impairment" [Title] )

AND ("classif*" [Title] OR "diagnos*" [Title] OR "identif*" [Title] OR "detect*" [Title]
OR "recogni*" [Title] OR "prognos*" [Title] OR "predict*" [Title] )

AND (mri OR "Magnetic Resonance Imaging" OR neuroimaging OR (brain AND imaging)
OR positron OR PET)

AND ("Matrix completion" [Title/Abstract] OR "Support vector machine$" [Title/Abstract]
OR "linear mixed-effect$" [Title/Abstract] OR "Machine Learning" [Title/Abstract] OR
"logistic regression" [Title/Abstract] OR "Random Forest" [Title/Abstract] OR "kernel$"
[Title/Abstract] OR "decision tree$" [Title/Abstract] OR "least-squares" [Title/Abstract])

NOT ("cnn$" [Title] OR "Convolutional Network$" [Title] OR "Convolutional neural Net-
work$" [Title] OR "Deep Learning" [Title] OR "Neural Network$" [Title] OR "autoen-
coder$" [Title] OR gan [Title] OR adversarial [Title] OR "deep belief network$"[Title] )

Deep learning query

(alzheimer [Title] OR "Cognitive Impairment" [Title] )

AND ("classif*" [Title] OR "diagnos*" [Title] OR "identif*" [Title] OR "detect*" [Title]
OR "recogni*" [Title] OR "prognos*" [Title] OR "predict*" [Title] )

AND (mri OR "Magnetic Resonance Imaging" OR neuroimaging OR (brain AND imaging)
OR positron OR PET)

AND ("cnn$" [Title/Abstract] OR "Convolutional Network$" [Title/Abstract] OR "Convo-
lutional neural Network$" [Title/Abstract] OR "Deep Learning" [Title/Abstract] OR "Neu-
ral Network$" [Title/Abstract] OR "autoencoder$" [Title/Abstract] OR gan [Title/Abstract]
OR adversarial [Title/Abstract] OR "deep belief network$"[Title/Abstract])

NOT ("Matrix completion" [Title] OR "Support vector machine" [Title] OR "linear mixed-
effect" [Title] OR "Machine Learning" [Title] OR "logistic regression" [Title] OR "Random
Forest" [Title] OR "kernel" [Title] OR "decision tree" [Title] OR " decision trees" [Title]
OR "least-squares" [Title])
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Appendix B

Data access

ADNI

Data collection and sharing for this work was funded by the Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI) (National Institutes of Health Grant U01 AG024904) and DOD ADNI
(Department of Defense award number W81XWH-12-2-0012). ADNI is funded by the Na-
tional Institute on Aging, the National Institute of Biomedical Imaging and Bioengineering,
and through generous contributions from the following: AbbVie, Alzheimer’s Association;
Alzheimer’s Drug Discovery Foundation; Araclon Biotech; BioClinica, Inc.; Biogen; Bristol-
Myers Squibb Company; CereSpir, Inc.; Cogstate; Eisai Inc.; Elan Pharmaceuticals, Inc.;
Eli Lilly and Company; EuroImmun; F. Hoffmann-La Roche Ltd and its affiliated company
Genentech, Inc.; Fujirebio; GE Healthcare; IXICO Ltd.; Janssen Alzheimer Immunother-
apy Research & Development, LLC.; Johnson & Johnson Pharmaceutical Research & De-
velopment LLC.; Lumosity; Lundbeck; Merck & Co., Inc.; Meso Scale Diagnostics, LLC.;
NeuroRx Research; Neurotrack Technologies; Novartis Pharmaceuticals Corporation; Pfizer
Inc.; Piramal Imaging; Servier; Takeda Pharmaceutical Company; and Transition Thera-
peutics. The Canadian Institutes of Health Research is providing funds to support ADNI
clinical sites in Canada. Private sector contributions are facilitated by the Foundation for
the National Institutes of Health (www.fnih.org). The grantee organization is the North-
ern California Institute for Research and Education, and the study is coordinated by the
Alzheimer’s Therapeutic Research Institute at the University of Southern California. ADNI
data are disseminated by the Laboratory for Neuro Imaging at the University of Southern
California.

NIFD

Data used in preparation of this work was obtained from the Frontotemporal Lobar De-
generation Neuroimaging Initiative (FTLDNI) database (http://4rtni-ftldni.ini.usc.
edu/). The investigators at NIFD/FTLDNI contributed to the design and implementation
of FTLDNI and/or provided data, but did not participate in analysis or writing of this
report (unless otherwise listed).

www.fnih.org
http://4rtni-ftldni.ini.usc.edu/
http://4rtni-ftldni.ini.usc.edu/
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AIBL

Data used in the preparation of this work was obtained from the Australian Imaging
Biomarkers and Lifestyle flagship study of ageing (AIBL) funded by the Commonwealth
Scientific and Industrial Research Organisation (CSIRO) which was made available at the
ADNI database (www.loni.usc.edu/ADNI). The AIBL researchers contributed data but
did not participate in analysis or writing of this report. AIBL researchers are listed at
www.aibl.csiro.au.

OASIS

The OASIS Cross-Sectional project (Principal Investigators: D. Marcus, R, Buckner, J,
Csernansky J. Morris) was supported by the following grants: P50 AG05681, P01 AG03991,
P01 AG026276, R01 AG021910, P20 MH071616, and U24 RR021382.

www.loni.usc.edu/ADNI
www.aibl.csiro.au
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