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On symmetric association schemes and

associated quotient-polynomial graphs

Miquel A. Fiol & Safet Penji¢

ABSTRACT Let I" denote an undirected, connected, regular graph with vertex set X, adjacency
matrix A, and d+ 1 distinct eigenvalues. Let A = A(T") denote the subalgebra of Matx (C)
generated by A. We refer to A as the adjacency algebra of I'. In this paper we investigate
algebraic and combinatorial structure of I" for which the adjacency algebra A is closed under
Hadamard multiplication. In particular, under this simple assumption, we show the following:
(i) A has a standard basis {I, F1, ..., Fy}; (ii) for every vertex there exists identical distance-
faithful intersection diagram of I' with d + 1 cells; (iii) the graph I' is quotient-polynomial;
and (iv) if we pick F € {I,F1,...,F;} then F has d + 1 distinct eigenvalues if and only if
span{l, F1,...,F;} = span{I, F,..., F¢}. We describe the combinatorial structure of quotient-
polynomial graphs with diameter 2 and 4 distinct eigenvalues. As a consequence of the tech-
niques used in the paper, some simple algorithms allow us to decide whether I' is distance-regular
or not and, more generally, which distance-i matrices are polynomial in A, giving also these
polynomials.

1. INTRODUCTION

A matrix algebra is a vector space of matrices which is closed with respect to matrix
multiplication. Let X denote a finite set and Matx (C) the set of complex square
matrices with rows and columns indexed by X (or full algebra denoted by C,x|).
The subalgebras of Matx(C) that are closed under (elementwise) Hadamard mul-
tiplication, and containing the all-ones matrix J, are known as coherent algebras.
The concept was developed independently by Weisfeiler and Lehman in [69] and by
Higman in [34, 35]. A good introduction to the topic may be found in [41]. In the
literature, a rich theory has been built up around this concept, and much more can
be found in [38, 39, 42, 60, 61, 62, 63, 72]. It is well known that every coherent alge-
bra C is semisimple (see, for example, [31, Section 2]) and that has a standard basis
{No, N1, ..., N, } consisting of the primitive idempotents of C viewed as a subalgebra
of Mat x (C) with respect to Hadamard multiplication (see [35]). Each basis matriz N;
of a coherent algebra C = (Ng, Ny,...,N,) can be regarded as the adjacency matrix
A = A(T;) of a graph T'; = (X, R;). Then I'; and R; are called a basis graph and a
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basis relation, respectively, of the coherent algebra C. The basis relations of a coherent
algebra give rise to a coherent configuration in the sense of [34].

A special subfamily of coherent configurations are commutative association schemes
also known as homogeneous coherent configurations [20]. Let R = {Ry, R1,..., Ry}
denote a set of nonempty subsets of X x X. For each 4, let A; € Matx (C) denote the
adjacency matrix of the (in general, directed) graph (X, R;). The pair (X, R) is an
association scheme with n classes if the following holds.

(AS1) Ap = I, the identity matrix.

n

(AS2) Z A; = J, the all-ones matrix.
i=0

(AS3) A;" € {Ap,Ay,..., Ay} for 0<i<n.

(AS4) A;A; is a linear combination of Ag, Ay,..., A, for 0 <4,j < n.
By (AS1) and (AS4) the vector space M spanned by the set {Ao, 41,...,A4,} is an
algebra; this is the Bose—Mesner algebra of (X, R). We say that (X, R) is commutative
if M is commutative, and that (X, R) is symmetric if the matrices A; are symmetric. A
symmetric association scheme is commutative. The concept of (symmetric) association
schemes can also be viewed as a purely combinatorial generalization of the concept
of finite transitive permutation groups (famously said as a “group theory without
groups” [5]). The Bose—Mesner algebra was introduced in [7], and the monumental
thesis of Delsarte [17] proclaimed the importance of commutative association schemes
as a unifying framework for coding theory and design theory. There are a number of
excellent articles and textbooks on the theory of (commutative) association schemes
and Delsarte’s theory; see, for instance, [4, 8, 18, 21, 40, 51]. The following are some of
the books which include accounts on commutative association schemes: [10, 32, 49, 44].
As an example of a commutative association scheme, let I' denote a distance-regular
graph of diameter D. It is well known (not hard to prove) that the vector space
spanned by the distance-i matrices Ag, A1, ..., Ap of ', is closed under both ordinary
multiplication (4, B) — AB and Hadamard multiplication (A, B) — Ao B (see, for
example, [5, Chapter III] or [8, Chapter 4]). This is one of the main reasons why the
theory of distance-regular graphs is so rich in the study of algebraic and combinatorial
structures.

In this paper we consider the following problem (we always assume that our graphs
are finite, simple, and connected; see Section 2 for formal definitions).

PROBLEM 1.1. Let ' denote a regular graph with vertex set X. Using the algebraic
or combinatorial structure of T', find, if possible, a set F = {Fo,Fi(= F),...,F4}
of mutually disjoint (0,1)-matrices satisfying the following properties: (i) the sum
of some (respectively all) of these matrices gives I (respectively J); (ii) for each
i € {0,...,d}, the transpose of F; belongs to F; (iii) the vector space spanned by
F is closed under both ordinary and Hadamard multiplication; and (iv) each F; is a
polynomial (not necessarily of degree i) in F'.

A basis {Fp, F1, ..., F;} of some subalgebra C C Mat x (C) satisfying all the proper-
ties of Problem 1.1 is known as the standard basis of C. In particular, property (AS4)
holds and there exist intersection numbers pibj (0 < i,j,h < d) such that F;F; =
Z?:o pzhj Fh.

The contents and main results of the paper are as follows. In Section 2 we recall
some notation and definitions. In Section 3 we give a new and algorithmic proof of a
known result [8, Theorem 2.6.1]. Namely, if the adjacency algebra A = {p(4) | p €
R[z]} of a graph T is closed under Hadamard multiplication, then A is a symmetric
association scheme (see Theorem 3.1). We also recall a simple procedure to find the
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number of different eigenvalues of a Hermitian matrix without computing them, and
propose a simple algorithm to check distance-regularity.

The next question we want to answer is what is the combinatorial structure of T’
for which the vector space A is closed under Hadamard multiplication. This is studied
in Section 4, where we show that, if the adjacency algebra A, with dim(A) =d + 1,
of a regular graph is an association scheme, then there exists a common intersection
diagram with d + 1 cells for every vertex x that corresponds to a distance-related
equitable partition (see Theorem 4.1).

For the converse of Theorem 4.1, see Theorem 5.12. The first author in [26] defined
quotient-polynomial graphs, as graphs for which the adjacency matrices of a walk-
regular partition belong to the adjacency algebra A. In Section 5 we recall some old,
and prove some new, properties of such graphs. We also consider graphs which have
the same distance-faithful intersection diagram around every vertex, and we propose a
method for deciding if their distance-i matrices A; are polynomial in A. In Section 5.1
we give an algorithm which computes the polynomial p;(¢) so that 4; = p;(A) (if such
a polynomial exists).

In Theorem 6.1 of Section 6 we establish a connection between the structure of
I' and Problem 1.1. Namely, it is shown that the adjacency algebra of I' is closed
under the Hadamard product if and only if T' is a quotient-polynomial graph (see
Theorem 6.1). As a corollary of Theorem 6.1, if the number of distinct entries of A%
is greater than the number d + 1 of distinct eigenvalues, then the adjacency algebra
A is not closed under Hadamard multiplication (see also Section 5). In Theorem 6.3
we consider quotient-polynomial graphs with diameter 2, and 4 distinct eigenvalues.
Quotient-polynomial graphs with diameter 2, and 3 distinct eigenvalues are known
as strongly regular graphs. Note the similarity between [14, Theorem 5.1] and Theo-
rem 6.3. Moreover, we prove that a regular graph I' with diameter 2 and 4 distinct
eigenvalues is quotient-polynomial if and only if either any two nonadjacent (respec-
tively, adjacent) vertices have a constant number of common neighbours, and the num-
ber of common neighbours of any two adjacent (respectively, nonadjacent) vertices
takes precisely two values (see Theorem 6.3). In Section 7 we give a necessary and suf-
ficient condition for the existence of an idempotent generator (see Theorem 7.1). This
corresponds to condition (iv) of Problem 1.1. Globally, note that Theorems 3.1, 6.1
and 7.1 give a solution to our problem. Finally, in the last Section 8 we propose some
open problems.

2. DEFINITIONS AND PRELIMINARIES

A graph (or an undirected graph) T is a pair (X, R), where X is a nonempty set and R
is a collection of two element subsets of X. The elements of X are called the vertices
of T', and the elements of R are called the edges of I'. When zy € R, we say that
vertices x and y are adjacent, or that x and y are neighbors. A graph is finite if both
its vertex set and edge set are finite. By our definition for an edge it is not allowed
to start and end at the same vertex, so we can say a graph is simple if no two of its
edges join the same pair of vertices. For any two vertices z,y € X, a walk of length
h from x to y is a sequence xg, x1,%2, ..., (z; € X, 0 <4 < h) such that xg = z,
xp =y, and z; is adjacent to x;11 (0 <4 < h—1). We say that T is connected if for
any z,y € X, there is a walk from = to y. From now on, we assume that I" is finite,
simple and connected.

For any z,y € X, the distance between = and y, denoted dist(zx,y), is the length
of the shortest walk from z to y. The diameter D = D(I") is defined to be D =
max{dist(u,v) |u,v € X}. We say ' is regular with valency k, or k-regular, if each
vertex in I' has exactly k neighbours. Recall also that a graph I' is distance-reqular
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if its distance relations (or distance matrices) form an association scheme. A strongly
reqular graph, different from the complete graph or its complement, is a distance-
regular graph with diameter D = 2. For more information about distance-regular
graphs, we refer the reader to [16]. Some excellent articles that contain algebraic
approach to the theory of distance-regular graphs are [1, 2, 25, 27, 55, 67].

A partition around x of T, is a partition {Py = {z},P1,...,Ps} of the vertex
set X, where s is a positive integer. The eccentricity of x, denoted by e(z), is the
maximum distance between z and any other vertex y of I'. A distance partition
around x, is a partition {I'o(z),T'(z),..., T (2)} of X. An x-distance-faithful par-
tition {Po, P1,...,Ps} with s > e(x) is a refinement of the distance partition around
x. An equitable partition of a graph I' is a partition m = {Py, Pa, ..., Ps} of its vertex
set into nonempty cells such that for all integers ,j (1 < 4,j < s) the number ¢;; of
neighbours, which a vertex in the cell P; has in the cell P;, is independent of the choice
of the vertex in P;. We call the c¢;;’s the corresponding parameters. The intersection
diagram of an equitable partition 7w of a graph I" is the collection of circles indexed by
the sets of m with lines between them. If there is no line between P; and P;, then it
means that there is no edge yz for any y € P; and z € P;. If there is a line between P;
and P;, then a number on the line near a circle P; denotes corresponding parameter
¢i;j. A number above or below a circle P; denotes the corresponding parameter c;; (see

Figure 1 for an example).
O )
0 — -
3
2 =)

FIGURE 1. Cayley graph Cay(Zr;{1,2}) and its intersection diagram
(around vertex 0). The adjacency algebra of this graph is closed with
respect to Hadamard multiplication (this follows from Theorems 5.12
and 6.1; or independently from Theorem 6.3).

2.1. THE ADJACENCY ALGEBRA. Let C denote the complex number field, and let "
denote a graph with vertex set X and diameter D. For 0 < i < D let A; denote the
matrix in Maty (C) with (z,y)-entry

1 if dist(x,y) =4,

) (Ai)ay = {0 if dist(z,y) # i (2.9 € X).
We call A; the distance-i matriz of I'. We abbreviate A = A; and call this the
adjacency matrixz of T'. Observe that Ay = I, Zio Ay =J, A = A, (0<i<D),
and A = A; (0 <i < D), where I denotes the identity matrix (respectively, all-ones
matrix) in Matx (C), “T” denotes transpose, and “ 7 denotes complex conjugation.

Let V¥ = C¥X denote the vector space over C consisting of column vectors whose
coordinates are indexed by X and whose entries are in C. We call V the standard
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module. We endow V with the Hermitian inner product (-,-)y that satisfies (u,v)y =
u'7 for u,v € V. Moreover,

(u, Buyy = (ETU, v)y

for u,v € V and B € Matx (C).

We observe that Matx (C) acts on V by left multiplication, and since A is a real
symmetric matrix, A can be interpreted as a self-adjoint operator on V. This yields
that V has an orthogonal basis consisting of eigenvectors of A (see, for example, [3,
Chapter 7]). Assume that T has d 4+ 1 distinct eigenvectors. For each eigenvalue \;
(0 <i < d)of T let U; be the (real) matrix whose columns form an orthonormal basis
of its eigenspace V; := ker(A— \;I), and let m; := dim(V;). The primitive idempotents
of A are the matrices

E; =UU"  (0<i<d).

Some well-known properties of the primitive idempotents are the following:
d
(e-i) p(A) = > p(\i)E;, for every polynomial p € C[t]. In particular, Ey + Ey +
i=0
4 Eg=Tand A" =X ME; (heN).

(e-il) tr(E;) =m; (0 < i< d).
(edil) E = E; (0<i<d).
(e-iv) T regular and connected = Ey = | X|~1J.
(e—v) EiE] = 5ZJEZ (0 g Z,j < D)
14 . d
(e-vil) E; = P H(A = N1) (0 <i < d), where m = [];_o ;) (Ai = Aj)-
ji=0
J#i

(e-viii) E; is the orthogonal projector onto V; = ker(A—\;I) (0 < i < d). Moreover,
Im(E;) = ker(A — \;I) and ker(E;) = Im(A — A\ 1).
Proofs of properties (e-i)—(e-viii) can be found, for example, in [57, Chapter 2]. Recall
that, the number of walks of length ¢ > 0 between vertices v and v of I is the (u, v)-
entry of A’, and that the eigenvalues of a real symmetric matrix are real numbers
(see, for example, [68]). From this fact, together with (e-iv) and (e-viii), we have the
following result:

COROLLARY 2.1 (Hoffman polynomial, [36, Theorem 1]). A graph T is regular and
connected if and only if there exists a polynomial H € R[t] such that J = H(A).

Now, using the above notation, the vector space
A =Ry[A] =span{I, A, A% ... A%}

is an algebra, with the ordinary product of matrices and orthogonal Dbasis
{Eo, E1,...,Eq}, called the adjacency algebra. Moreover, the vector space

D =span{l, A, Ay,...,Ap}

forms an algebra with the Hadamard product “o” of matrices, defined by (M oN),, =
(M) yyy (N ) - We call D the distance o-algebra. Note that, when I is regular, I, A, J €
AND, and thus dim(AND) > 3 assuming that I" is neither a complete graph (in which
case, J = I + A) nor the empty graph. In this algebraic context, an important result
is that T" is distance-regular if and only if A = D, which is therefore equivalent to
dim(AND) =d+1 (and hence d = D); see, for example, [6, 8, 59]. A related concept
was introduced by Weichsel [71]: a graph is called distance-polynomial if D C A, that
is, if each distance matrix is a polynomial in A. In other words, a graph with diameter
D is distance-polynomial if and only if dim(AND) =D + 1.
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(I,A,... Ad) + o)

/ \
(A, +,) (D, +,0)
\

/

{I,A,J}

FIGURE 2. Inclusion diagram when the adjacency algebra A is closed
under Hadamard multiplication. A line segment that goes upward
from M to N means that NV contains M. In case when I is a distance-
regular graph we have A = D.

In general the algebras A and D are different from the algebra N' = ({Ag, 41, ...,
Ap),+,-) generated by the set of distance-i matrices {Ap, A1,...,Ap} with respect
to the ordinary product of matrices. Figure 2 shows a diagram with some inclusion
relationships when A is closed under Hadamard multiplication.

3. THE SYMMETRIC ASSOCIATION SCHEME

In this section we give a new and algorithmic proof of a known result (see [8, Theo-
rem 2.6.1]). With this aim, let us call two (0, 1)-matrices B, C disjoint if Bo C = 0.
For the moment, let F denote the vector space of symmetric n X n matrices. In [8,
Theorem 2.6.1(i)] it was proved that F has a basis of mutually disjoint (0, 1)-matrices
if and only if F is closed under Hadamard multiplication. In [8, Theorem 2.6.1(iii)] it
was proved that F is the Bose-Mesner algebra of an association scheme if and only
if I,J € F and F is closed under both ordinary and Hadamard multiplication. Thus,
as commented, our next theorem is a re-proof of [8, Theorem 2.6.1] using a different
(algorithmic) approach. We emphasize that the notation and technique used in our
proof is important for the application in Section 3.1, as well as for the rest of the
paper.

THEOREM 3.1. Let I denote a reqular graph with d+1 distinct eigenvalues. If the vector
space A = span{l, A,..., A%} is closed under Hadamard multiplication (A, B) —
Ao B, then there exists a unique basis {Fy, F1,...,Fy} of A such that the following
hold.

(i) F;’s (0 < i < d) are nonzero (0,1)-matrices, such that F; o F; = §;;F; (0 <

i,j <d).
(ii) There exist m € {0,1,...,d} such that F,,, = I, the identity matriz.
d
(iii) ZF’ = J, the all-ones matriz.

i=0
(iv) ;" =F; (0<i<d).
(v) FiFj is a linear combination of Fy, Fi,...,Fy for 0 <i,j < d.

Proof. Let X denote the vertex set of I and let b; (0 < i < d) denote the row vectors,
obtained from A* (0 < i < d) as concatenation of the rows of A*. That is, if

7 7 7
diy iy ...odiy
. dyy dy . dyy

dix)1 dixp2 - dix) x|
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then
b = (dgl diy .ol dyy i iy dTX|,\X|) ,
Define B as the d x | X|? matrix constructed from the row set {bg, b1, ..., bq},
— by —
— by —
B=|
— by —

It is not hard to see that the vector space A is isomorphic to the vector space
C:=Row(B") = {yvby +71b] +...4+vaby | 70,71, --,7a € R}.

Using elementary row operation on B, we compute C' as the reduced row echelon form
of the matrix B. That is,

100%x%0%x*... _ _

0010 *%0*=*... _CO_
B0 —=|0001x%x0x%x%... “a

: S0 : B B

0000001 *x%... cd

Note that the set of nonzero vectors ¢; (0 < ¢ < d) are linearly independent. Finally,
we can use row vectors {c; }&, to construct our matrices F; in the following way. If

_ ) % i ) ) 0 0
C’i = (011 012 e cl,‘Xl 021 N C|X|,1 ch‘12 PN chl’lX‘) .
then
) V) 0
Cll 012 CLIX'

) ) )
G1 G2 - Cyx|
Fi = : :

“Ix11 G2 o G x)
We claim that the set {Fy, Fi, ..., Fy} has the required properties. By construction,
it is routine to show that the matrices Fy, I, ..., F,, are linearly independent.

(i) Pick F; for some ¢ (0 < ¢ < d). Since {Fp, F1,..., F;} is a basis of the vector
space A, which is closed under both ordinary multiplication and Hadamard multipli-
cation, there exists scalars «g,...,aq such that F; o F; = ZZ:O opFp,. Now pick F}
(where j # ¢) and consider the (z, y)-entry of F; which corresponds to the first nonzero
entry of the row vector ¢;. We have (Fj)zy =1 and (Fp)zy =0 (0 < h < d, h # j).
This yields that if a; # 0 then (F; o F})zy, = a; # 0, a contradiction (because
(Fi)sy = 0). Thus F; o F; = o; F;. To show that «; = 1, pick (u,v)-entry of F; which
corresponds to the first nonzero entry of the row vector ¢;. We have (F;),, = 1 and
with that 1 = (Fz o) Fz)uv = (aiFi)uv = Q4.

This yields F; o F; = F;, and with that all entries of F; (0 < ¢ < d) are zeros and
ones. In a similar way as above, we can show that F; o F; = O, for ¢ # j. The result
follows.

(ii) Since I € A = span{Fy, F1,...,F;} and the set {Fp, F1,..., F4} is a basis of
o-idempotents, there exists an index set Q such that ) Fio = I. If [ > 1 then we
can pick a € Q, y,z € X, such that (I4),y = 1 and (I4),, = 0. For an algebra A we
have that for any B,C € A, BC = CB, and since J € A we have I,J = JI,. If we
compute (y, z)-entry of I,J and JI, we get (IoJ)y. =1, (JI)y. = 0, a contradiction.
The result follows.
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(iii) Since I is a regular connected graph we have J € A. On the other hand, by (i)
the set {Fy, F1, ..., F4} is a basis of o-idempotents. The result follows.

(iv) Since the F; (0 < i < d) are real symmetric matrices, the result follows.

(v) Note that {Fp, F1,..., Fy} is a basis of A.

This completes the proof. O

Note that, as a consequence, if the adjacency algebra A of T" is closed under
Hadamard multiplication, then it produces a symmetric association scheme. The prop-
erty (ii) of Theorem 3.1 tell us that if we want to get property (i) of Problem 1.1,
for |Q2] > 1, we should consider a directed graph I'. By Theorem 3.1(iv), we also need
a directed graph to get non-symmetric F;’s. Using the technique from the proof of
Theorem 3.1, it is not hard to figure out an algorithm which yields the number of
distinct eigenvalues of A without computing them.

3.1. CHECKING THE NUMBER OF DISTINCT EIGENVALUES AND DISTANCE-REGULA-
RITY. As before, let X denote a set with |X| = n elements, Matx(C) the set of
n X n matrices over C with rows and columns indexed by X, and A € Matx(C) a
Hermitian matrix. Then, to find the number d+1 of distinct eigenvalues of A (without
computing them), it suffices to find the dimension of the vector space A spanned by
the powers of A. With this aim, we can consider the set {A4°, Al ... AF} for some
positive integer k. Then, as in the proof of Theorem 3.1, we construct the matrix B
and compute C' = (¢j)(d41)xn2 as its reduced row echelon form (here both B and C
are matrices from the proof of Theorem 3.1). Then, note that the set of nonzero row
vectors ¢; (0 < ¢ < k) are linearly independent. Thus, we only need to find the smallest
k so that ¢ # 0 to conclude that A has d+1 = k41 different eigenvalues. The problem
with this approach is that to decide what initial number k to pick. Of course, k = n
will always work, but, in this case, we need to compute all A* (0 < i < n) which is
not the best choice if the number of distinct eigenvalues is small compared with n.

To overcome the above problem, we can use the Gram—Schmidt method with inner
scalar product

(2) (A,B)c, = 1 tr(AB) = 1 sum(A o B), A, B € Matx (C),
n n

where sum(M) denotes the sum of all entries of M (the term 1 is a normalization

factor to get ||I||c, = 1) . Then, if we apply the method from the matrices I, A, A2, ..,
we get a sequence Ag, A1, ..., where A; is a polynomial of degree i in A, fori =0, ...,d,
the matrices Ay,..., Ay are orthogonal, and A; = 0 for ¢ > d. Consequently, we
only need to apply the process until we reach the first zero matrix. Moreover, notice
that if, when computing Ay, instead of the power A+l we use A,A, we have
(ArA, Ap)e, = (Ag, AiA)c, = 0 for each ¢ < k — 1 (since A;A is a polynomial in A
of degree less than k). Moreover, the Gram—Schmidt orthonormalization can be done
within the rational field if we do not orthonormalize but just orthogonalize.

Thus, if A is a Hermitian matrix such that A = span{A° A,..., A} is closed
under Hadamard product, we can use the above procedure to compute the standard
basis {Fy, F1,...,F4} of A by following the proof of Theorem 3.1(i). Just apply the
algorithm to get a set {Ag, A1,...,Aq} of non-zero matrices such that d + 1 is the
number of distinct eigenvalues of A, and, starting from them, proceed as in the proof.

In fact, if A is the adjacency matrix of a graph I with d+1 eigenvalues, the above in-
ner product (2) is denoted as (-, -)r, and the obtained matrices Ay, Ay, ..., A4 coincide,
up to a multiplicative constant, with the so-called predistance matrices of T', see [30].
In turn, such matrices are obtained by evaluating at A the predistance polynomials
Pos - - -, Pd, introduced in [28]. In particular, if T' is distance-regular, the predistance
polynomials and predistance matrices are, respectively, the distance polynomials and
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distance matrices of I'. If I' has spectrum sp(I') = sp(4) = {\g"%, AT, ..., A},
where A\g > A1 > --- > Ay, the predistance polynomials po,p1,...,pq constitute an
orthogonal sequence of polynomials (dgr(p;) = 4) with respect to the scalar product

d
() (fghr= S mif (g0 = - t(F(A)g(4) = (F(A), g(A)r,
i=0

normalized in such a way that ||p;||2 = pi(Xo) (We know that p;(Ag) > 0 for every
i=0,...,d).

As every sequence of orthogonal polynomials, the predistance polynomials satisfy
a three-term recurrence of the form

(4) xp; = bi_1pi—1 + a;ipi + Ciy1Pit1 (0<i<d),
where the constants b;_1, a;, and ¢;41 are the Fourier coefficients of zp; in terms of
Di—1, Di, and p;y1, respectively (and b_; = c441 = 0). Moreover, po+p1+-+-+ps = H,

the Hoffman polynomial of Corollary 2.1. Hence, if I' is k-regular, we can apply the
above algorithm, based on the Gram-Schmidt method, to obtain the predistance

matrices if we normalize each A;, fori = 0,...,d, in such a way that || A;||2 = (4;, J)r,
which satisfy
(5) Ao+ A+ +As=po(A) +pi1(A) + - +pa(A) = H(A) = J.

Some recent characterizations of distance-regularity in terms of the predistance
polynomials and distance matrices Ay and Agz_1 are the following: A regular graph
I' with d + 1 distinct eigenvalues, diameter D = d, is distance-regular if and only if
either

(DR1) A4 € A,

(DR2) Ay = pa(A),

(DR3) A; =pi(A) fori=d—2,d— 1.

Each of the above conditions assures the existence of all the distance matrices Ag(=
I),Ai(= A), Ay, ..., Ay, which is a well-known characterization of distance-regularity.
More generally, in [12], a graph I is said to be k-partially distance-regular, for some
k < d, if there exist the distance matrices A; for i« = 0,...,k. For more details,
see [12, 15, 24, 29].

Now, as another possible application of the algorithm given by the Gram—Schmidt
method, we have the following result.

PROPOSITION 3.2. Let I" be a regular graph with diameter D, and d+1 different eigen-
values. Let A; be the matrices obtained by applying the Gram-Schmidt method, and
normalizing them so that ||A;||2 = (A;, J)r, fori=0,1..., that is, A; + <|‘?;";ﬂ>2r A;.
If the following conditions hold: i
(l) AD+1 =0 and AD 7é 0,
(ii) Ap is a (0,1)-matriz,
(iii) A;,7=0,...,D — 1, are nonnegative matrices,

then T" is a distance-reqular graph.

Proof. We will prove that Ay is the distance-d matrix of I'. First, as we have already
seen, (i) implies that D = d. Then, if u,v € X are two vertices at distance dist(u,v) =
d, we have that (Ag)uw = Pa(A))uw = (H(A))uw = (J)uw = 1. Otherwise, assume
that dist(u,v) = £ < d and (Ag)uw = 1. Then, from (5) and (iii), it should be
(Ag+ - -+ Ag—1)uw = 0. In particular, (A¢)y, = 0, a contradiction since Ay = py(A),
with dgr(ps) = ¢ and so py has leading nonzero coefficient. Then, if dist(u,v) < d,
then (Ag)yw = 0. Consequently, Ay is as claimed, and (DR2) gives the result. O
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Notice that, in fact, if I" is indeed distance-regular, all the normalized matrices
Ap, Ay, ... obtained by the algorithm must be the corresponding distance matrices.
This provides an obvious procedure to decide whether a regular graph is distance-
regular or not.

4. THE DISTANCE-FAITHFUL INTERSECTION DIAGRAMS

In this section we prove that, if the adjacency algebra A = {I, A, ..., A%} of a reg-
ular graph is closed under Hadamard multiplication, then there exists a common
z-distance-faithful intersection diagram of an equitable partition with d + 1 cells for
every vertex x.

THEOREM 4.1. Let I denote a reqular graph with d+1 distinct eigenvalues. If the vector
space A = span{l, A, ..., A%} is closed under Hadamard multiplication, then, for
every vertex x, there exists an x-distance-faithful intersection diagram of an equitable
partition with d + 1 cells. Moreover, this intersection diagram is the same around
every vertezx.

Proof. Since I' is a regular graph, by Theorem 3.1 A has the standard basis
{Fy, F1,...,F;}. Let X denote the vertex set of I'. Given x € X, we define the
partition

e = {Po(z),P1(x),...,Pa(x)}, where Pi(z)={z]|(Fi)z. =1} (0<i<d),

To prove the claim, we need to show that the following (i)—(iii) hold.

(i) All vertices in P;(x) are at the same distance from z.
(ii) |Pi(z)| = |Pi(u)] (0 <i<d) for every z,u € X.
(iii) There exist numbers ¢;; (0 < 4,5 < d) such that, for every z € X, m, is
equitable partition of I" with corresponding parameters ¢;; (which do not
depend on z).

(i) We first show that for any z,w € P;(z) we have (A%),. = (494, (0 < £ < d).
That is, the number of walks of length ¢ from x to z is the same as the number of
walks of length ¢ from x to w. Since {F,}{_, is a basis of A there exist scalars a;;
(0 < 4,j < d) such that

d
AZ:ZOQ]‘FJ' (nggd)

=0

Since z,w € P;(x) we have (F})z, = (Fi)zw = 1 and (F})gs = (Fj)gw = 0 for j # 1.
This yields (A%),. = ag = (A?)4w. Now we prove the claim (i) by contradiction. As-
sume that z,w € P;(z) and that dist(x, z) > dist(z,w) = £. Then, we have (A%) ., # 0
but (A*),. = 0, a contradiction.

(ii) This follows from the fact that every matrix in A has constant row sums, so F;
does too. Indeed, since T is a regular graph of valency k, Aj = kj (where j is all-ones
column vector). This yields Eyj = j and E;j = 0 for 1 < j < d (see property (e-viii)
in Subsection 2.1). Now, since F; € A = span{Ey, E1,..., Eq}, there exist scalars 3y,
(0 < h < d) such that

N

d
Fi:ZﬂhEh (0<i<d).
h=0

This implies F;j = BoFoj = Boj- That is, the sum of row entries is the same for every
vertex. Therefore, |P;(z)] = >, c x (Fi)e: = Bo = D e x (Fi)uw = [Pi(u)].
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(iii) Since AF; € span{Fy, F1,...,Fy}, there exist scalars ¢;; (0 < 4,5 < d) such
that
d

(6) AF, =Y eaFy  (0<i<a).
h=0

Now, for any given x € X and y € P;(x), from the left side of (6) we have
(AF)ys = Z (A)yz(Fi)ze = [T(y) N Pi(z)],
zeX

and from the right side of (6) we have

d
(AFi)ya = (Z Cz’hFh> = ¢ij(F})ya = cij-
h=0 g
Thus, 7, is an equitable partition of I' with corresponding parameters c;;. (]

5. THE QUOTIENT-POLYNOMIAL GRAPHS

In this section we recall some old, and prove some new, properties of quotient-
polynomial graphs, a concept introduced by the first author in [26].

Recall that, for every y,z € X, (A%),. (0 < £ < d) is the number of walks of length
£ between vertices y and z.

DEFINITION 5.1. Let I' denote a graph with vertex set X and d+1 distinct eigenvalues.
The column vector w(y,z) € C! is defined as

w(,2) = (A7), (A, (4D,)

Let R = {Ro, R1,...,R.} denote a partition of X x X such that, for each i (0 <
1 < 1), the pairs (y, 2), (u,v) € X x X belong to R; if and only if w(y, z) = w(u,v).
Then, from the above definition, all pairs of vertices in a given R; are at the same
distance.

REMARK 5.2. If we have an equitable partition m = {Py, P1,..., P} around y, Py =
{y}, with intersection numbers b;; we can compute the vector w(y,z) (y,z € X)
from its quotient matriz B = (b;;) € Mat(,41)x(r+1)(C), (0 < ,j < r). The reason is
that I%A(Be)pj’po is the number of ¢-walks (0 < ¢ < d) from z to y for any z € P;
(0 < j <) (see, for instance, [13]).

DEFINITION 5.3. The walk-regular partition R = {Ro, Ri1,..., R} of X x X is the
partition satisfying that, for each i (0 < i < r), the pairs (y, z), (u,v) € X x X belong
to R; if and only if w(y,z) = w(u,v). Let M; (0 < i < r) denote the | X| x| X| matriz,
indexed by the vertices of ', and defined by

1 2 ,2) € R;
YA S (y.2 € X).
0 otherwise

The matriz M; is called the adjacency matrix of the equivalence class R;.

Note that, since the walk-regular partition follows from the equivalence classes of
w, it is unique up to ordering of the indices in R = {Ry, Ry, ..., R,}. In other words,
if necessary, and using the comment after Definition 5.1, we can define the walk-
regular partition R by adding the following restriction: for any i < j and (z,y) € R;,
(u,v) € R; we have dist(z,y) < dist(u,v). Moreover, by the same comment, the
following lemma is immediate.
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LEMMA 5.4. Let T' be a graph with vertex set X and a walk-reqular partition R of
X x X. Let A; (0 <i< D) denote the distance-i matriz of T', and let M; (0 < i <)
denote the adjacency matrices of the corresponding equivalence classes R;. Then there

exists an index set ®; C {0,...,r} such that A; = Zjeéi M;.

DEFINITION 5.5. Let ' denote a graph with vertex set X, d+ 1 distinct eigenvalues,
and adjacency algebra A. Let R = {Ro, R1,...,R.} be the walk-regular partition of
X x X and let M; (0 < i < r) denote the adjacency matrices of the equivalence classes
R; (0<i<r). A graph T is quotient-polynomial if M; € A (0 <i < r).

From Lemma 5.4 and Definition 5.5 it follows that every distance-i matrix of a
quotient-polynomial graph I' belongs to its adjacency algebra .A.

EXAMPLE 5.6. Let B ® C' denote the Kronecker tensor product of matrices B and
C (for the definition and properties of Kronecker tensor product see, for example,
[43, Chapter 13] or [37, Chapter 4]). Let A and A’ denote the adjacency matrices of
the graphs I and IV respectively. The Kronecker product, I' ® I, is that graph with
adjacency matrix A ® A’ (see [70]).

Let Ty be the triangular graph (that is, the line graph of the complete graph Ky, or
K¢ minus a matching). The distinct eigenvalues of Ty are {—2,0,4}, and the distinct
eigenvalues of the complete graph Ky are {—1,1}. Consider the graph I' = Ky ® Ty,
the bipartite double of Ty. From [43, Theorem 13.12], the distinct eigenvalues of
I are {—4,-2,0,2,4}, and from [70, Theorem 1], T is connected. Moreover, I" is a
quotient-polynomial graph. The adjacency algebra of I' is closed with respect to the
Hadamard product, and has the standard basis { Fy, F1, Fs, F3, F4}, where F; = p;(A)
(0<i<4)and

(t)=1 (t)=t (t) = —t4 + —5t2 1
Po -4, P1 — b P2 - 32 ] )
tr 3t2 3 3t
=g -5 ml=5-3

(The above polynomials can be obtained by the process explained in Definition 5.7.)
For the corresponding intersection diagram of I" see Figure 3.

FiGURE 3. The quotient-polynomial graph I' := Ky ® T, and its
intersection diagram. The adjacency algebra of I' is closed with re-
spect to the Hadamard product. If {Fy, Fy, F5, F3, Fy} is the stan-
dard basis from Remark 5.6, then for a fixed vertex x of I' we have
Pi={z| (Fi)z =1} (0 < i < d).

DEFINITION 5.7. Let T’ denote a graph with d+ 1 distinct eigenvalues. Given the walk-
regular partition R = {Ro, R1,..., R} of X x X, let w;; be the common value of the
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number of i-walks (0 < i < d) from y to z for any y,z € R; (0 < j < ). Define the
matrices W and Z, and the polynomials p;(t) (0 <i < d) as follows:

woowm...wml _1*000**p1(t)

wlown...wht 0010...0*...*p1(t)

row

[Wt] = | w20 war ... wae[t? | " 0001...0%...%pa(t) | =[Z|p(t)],

*

pa(t) |

that is, the matriz [Z|p(t)] is the reduced row-echelon form of [W|t]. (As we will see
in the next proof, rank(W) =d+1.)

_wdowdl...wdrtd _00001*

THEOREM 5.8. Let I' be a graph with vertex set X, d+ 1 distinct eigenvalues, and let
R ={Ro, R1,...,R.} denote a walk-regular partition of X x X. Then,

d<r.
Furthermore, let Z denote the matriz of Definition 5.7, and define
W=A{w(y,2) | y,z € X}.
Then the following are equivalent.
(i) d=r.
Z =1.
(W] =d+1.

)

)

) W is a linearly independent set.
) T is a quotient-polynomial graph.

Proof. Let M; denote the adjacency matrix of the relation R; (0 < j < r). Since R is
a walk-regular partition, for the scalars w;; (0 < i< d, 0 < j < r) of Definition 5.7,
we have

I = wooMo + wo1 My + - -+ + wo,- M.,
A =wioMo + w11 My + -+ + w1, M,
A? = wyg Mo + wor My + - - - + wa, M,

Ad = wdoMo + wd1M1 + -+ wder-

This yields span{I, A, ..., A%} C span{ My, M,,..., M,} as vector spaces, and hence
d<r.

Let W denote the matrix from Definition 5.7. Note that the elements of the set W
are columns of the matrix W, and since R is a walk-regular partition, ¥V has exactly
r 4+ 1 elements.

Also note that

(7) rank(W) > d + 1.

Otherwise, if rank(W) < d + 1, applying elementary row operations on the above
system, we get A% € span{l, A,..., A?"1} a contradiction.
To prove equivalences between (i)—(v), we show the following chain of implications.
(i) = (ii), (v). If d = r then rank(W) = d+1 = r + 1, which means that Z = I and
for every M; we have M; = p;(A). This yields M; € A, and I is a quotient-polynomial
graph.
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(ii) = (i), (iii), (iv). If Z = I, since Z is a (d+ 1) x (r + 1) matrix, we have r = d.
Moreover, we also have that rank(WW) = d 4 1. This yields |[W| =d+ 1 and W is a
linearly independent set.

(iii) = (i), (iv). If W| =d + 1 then d = r (since W has r + 1 elements). If W is a
linearly dependent set, then rank(WW) < d + 1, which is a contradiction with (7).

(iv) = (i). If W is a linearly independent set, then rank(W) > r + 1. On the other
hand, since d < r, and W is (d + 1) x (r 4+ 1) matrix, we have rank(W) < d + 1. This
yields d = r.

(v) = (i). If T is a quotient-polynomial graph then M; € A (0 < ¢ < 7). Then
as vector spaces span{ Mo, M1, ..., M,} C span{l, A,..., A4}, which yield r < d. On
the other hand, since d < r, the result follows. O

COROLLARY 5.9. Let I' denote a graph with d+1 distinct eigenvalues, and x-distance-
faithful intersection diagram w with r + 1 cells. If T has the same x-distance-faithful
intersection diagram around every vertex x, then I' has at most v + 1 eigenvalues.
Moreover, if r = d then I is a quotient-polynomial graph.

Proof. The same intersection diagram around every vertex corresponds to a walk-
regular partition of X x X with r+ 1 cells. The result now follows from Theorem 5.8.
O

From the end of the proof of Theorem 5.8, the number of distinct entries of A?
(0 € i < d) is important in deciding when I" is not a quotient-polynomial graph.

COROLLARY 5.10. Let I denote a graph with vertex set X and d+ 1 distinct eigenval-
ues. If, for i € {0,...,d}, the matriz A® has more than d + 1 distinct entries, then T’
is mot a quotient-polynomial graph.

Proof. Under the hypothesis, A* cannot be written as a linear combination of some
d + 1 o-idempotent (0,1)-matrices in {Fp,...,Fy} and, hence, A does not have a
standard basis. O

COMMENT 5.11. If T' is a quotient-polynomial graph then the polynomials p; (0 <
i < r) from Definition 5.7 are orthogonal with respect to the scalar product (3), as
happens with the distance polynomials of a distance-reqular graph. Indeed, for every
i,j (0< 1,7 < d), we have

(epi)r = (i A). 03 (A = (M My)r = 5 32 (0 3L, =0,
u,veX

Also, for the same polynomials p; (0 < ¢ < r), we have that T' is a regular and
connected graph if and only if Y ;_,pi(A) = J.

THEOREM 5.12. Let T' denote a graph with vertex set X, x-distance-faithful inter-
section diagram w,, and assume that 7, has r + 1 cells P; with Py = {z}: 7, =
{Po,P1,...,Pr}. Let w;; denote the number of i-walks (0 < i < 1) from y to x for
anyy € P; (0 < j <r). Let P = [wijlo<ij<r denote (r+ 1) x (r + 1) matriz with
entries w;j. If I has the same x-distance-faithful intersection diagram around every
x € X then T has exactly rank(P) distinct eigenvalues. Moreover, if rank(P) =r +1
then T' is a quotient-polynomial graph.
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Proof. Using the intersection diagram m, = {Py, P1,...,P,} around x, we can con-
sider the column vectors

Woo wo1 wor
w10 w11 Wir
—_ | w — w — w
(8) wo = 20 , W1 = 21 yooes Wy = 2r )
Wro Wr1 Wer

where w;; denote the number of i-walks (0 < ¢ < r) from z to « for any z € P;
(0 < j < r). Note that we do not know whether it is w; # w; for every 0 < 4,5 <r
or not. Now, pick a vertex u € X (u # x), consider the intersection diagram m, =
{Po(u), Pi(u), ..., Pr(u)}, and let w};(u,v) denote the number of i-walks (0 < i <)
from v to w for any v € Pj(u) (0 < j < r). Then, since I" has the same intersection
diagram around every vertex, the set of vectors

wé(u7 IU)’ w’l(“? ’U)’ R 7w:"(/u" U)?

is the same as in (8). That is, for every i (0 < ¢ < r) there exists exactly one h (0 < h <
r) such that w; = wj,(u,v). Now we can define the matrices M; € Mat 11y (r4+1)(C)
in the following way:

1 if w)(z,y) = w; for some h,
(M3)sy = p220) = (v € X),
0 otherwise
This definition of M; yields that
9) A = wioMy + win My + -+ + wi M, (0<i<r).

Also, since I" has the same distance-faithful intersection diagram around every vertex,
using this intersection diagram we can construct a walk-regular partition of X x X
with r + 1 basis relations R;. So, by Theorem 5.8, d < r. By assumptions

wWoo Wo1 - .- Wor
Wip W11 - .- Wip

P: wo0 W21 «.. Wop

Wro Wr1 - -« Wyp
Now using (9) and the fact that dim(A) = d + 1, it follows rank(P) = d + 1. If
rank(P) = r + 1 the result follows from Theorem 5.8. O

5.1. ALGORITHMIC APPROACH FOR DECIDING WHETHER A1 IS A POLYNOMIAL IN A
OR NOT. In this subsection we give an algorithm which, for a given graph I', decides
whether A; (0 < ¢ < D) is a polynomial (not necessarily of degree i) in A or not. If the
answer is in the affirmative, then the algorithm also computes that polynomial. Note
that this procedure can be seen as a refinement of the mentioned procedure to check
distance-regularity, since it allows also to decide whether I' is distance-polynomial
(4; € A for every i =0,...,D) or not.

ALGORITHM 5.13. Let A denote the adjacency matriz of I' with d + 1 distinct eigen-
values and diameter D. Considering only the matriz Z (from Definition 5.7) we can
determine which distance-i matriz is a polynomial in A (see Example 5.14).

Input: The adjacency matrix A of T, or intersection diagrams around every vertez.
Output: A polynomial p; such that A; = p;(A) (if such a polynomial exists).
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Using the adjacency matriz A of T' (or using intersection diagrams around ev-
ery vertex), compute the vectors w(y, z) for everyy,z € X (see Definition 5.1
and Remark 5.2).

Find the matrices (W | t], [Z | p(t)], and the polynomials p;(t) (0 < i < d)
from Definition 5.7.

The columns of the matrices W and Z are indexed by the sets {Ro, R1,...,R.}
(where R = {Ro, R1,...,R.} is the walk-regular partition of X x X ). Let
Ri,,Ri,,...,R; denote the equivalence classes for which all pair of vertices
in any R;, (0 < h < k) are at the same distance. These relations represent
the columns i, (0 < h < k) in [WIt] and [Z|p(t)]. Let pj,,pj,, - - -, D}, denote
the polynomials which have nonzero entry in the columns i, (0 < h < k) of
Z.

If the sum of the rows ji1,ja,...,jm of Z is a (0,1)-row vector for which the
nonzero entry is only in columns R;,, Ri,,...,R;, , and vice versa, then the
adjacency matriz A; is polynomial in A, and we have A; = p;, (A) +pj;, (A) +
-+ +pj,. (A). Otherwise, A; is not polynomial in A.

FIGURE 4. “Chordal ring” (12,4) and its intersection diagram. This
graph has the same intersection diagram around every vertex and
adjacency algebra A is not closed with respect to Hadamard product.
If R = {Ro, Ry, ..., R} is the walk-regular partition and F; (0 < i <
7) are adjacency matrices of R; (0 < i < 7), then for a fixed vertex
xz of I' we have P; = {z | (F})z, =1} (0< i< 7).

EXAMPLE 5.14. Assume that I' is the graph from Figure 4. Using the intersection dia-
gram we can compute the adjacency matrix B € Matgxs(C) of intersection diagram,
and using B, we can compute the numbers w;; from Definition 5.7 (for example, a

number

(B)p, p, is the number w3 (0 < £ < 7)). Since we do not know the number

of distinct eigenvalues, using Corollary 5.9 we know that I will not have more then 8
of them. So we can compute the matrices W and Z with 8 rows and 8 columns. We

have

Algebraic

1 00 0 0 0 0 0]1 100000 0 0lpo(t)
01 1 0 0 0 0 0]/t 010000 —10|py(t)
3.0 0 1 2 0 0 0] 001000 1 O|pa(t)
0 6 7 0 0 2 3 02 |ww|000100 0 Olps(t)
19 0 0 11 16 0 0 8[t*| 7~ 1000010 0 0|pa(t)
0 46 51 0 0 30 35 0 |t° 000001 1 O|ps(t)
143 0 0 111132 0 0 100t 000000 0 1|pg(t)
0 386407 0 0 322343 0 |7 000000 0 0] *
=[] =[ZIp(1)]
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where polynomials p;(t) (0 <i < 6) are
1 3 22

2

t)=1 t) = —t> — ~t° + —t t)=——t>+ =t3 - =t
pO( ) ) pl( ) 10 9 + 5 ’ p2( ) 10 + 2 5 P

2 5 68 1 5 53
t)=—t0 -t —t? -1 t)=——t04+ 2t — 12 -1
ps(t) 15 3 + G ) pa(t) 15 + 6 30 )

1, 1, 4 Lg 3., 27,
t)= —t° — 3 — _t t)=——t0 4 Ztt - 42 1,
ps(t) 20 1 5t pe(t) 200 T b T

Since rank(W) = 7, T has 7 distinct eigenvalues, which imply that the polynomial
pr7(t) is not important. Note that Ag = po(A), A1 = p1(A)+p2(A4), Az = p3(A)+pa(A),
Az = p5(A) and A4 = pg(A). Therefore, every distance-i matrix can be written as a
polynomial in A and Z?:o p;(t) is the Hoffman polynomial. Thus, by Theorem 5.8, T’
is not a quotient-polynomial graph.

6. SOME CHARACTERIZATIONS OF QUOTIENT-POLYNOMIAL GRAPHS

For the moment assume that I' is a distance-regular graph with diameter D. Note
that intersection diagram of a distance partition around x of I' has D + 1 cells, and is
the same for every « € X (also it is z-distance-faithful). So as an immediate corollary
of Theorem 5.12, the number of distinct eigenvalues of a distance-regular graph I' is
< D + 1. Also note that the nonnegative integer w;; from the Theorem 5.12 can be
computed from the z-distance-faithful intersection diagram.

The following result follows from [26, Theorem 4.1]. Here we give an alternative

proof for completeness and clarity. It establishes a connection between the structure
of I and Problem 1.1.

THEOREM 6.1. Let I' denote a reqular graph with d+ 1 distinct eigenvalues. Then, the
vector space A = span{l, A, ..., A} is closed under Hadamard multiplication if and
only if I is a quotient-polynomial graph.

Proof. Assume that T' is a quotient-polynomial graph. Let F; (0 < i < d) denote the
adjacency matrix of the equivalence class R; (0 < i < d) of a walk-regular partition
R = {Ro, Ri1,...,Rq} of X x X. By definition, {I = Fy, F1,...,F4} is a linearly
independent set such that F; o F; = §;;F;, and ZLO F; = J. Moreover since F; € A
we have span{Fy, F1,...,Fy} C A. Thus, the vector space A is closed under both
ordinary and Hadamard multiplication.

Conversely, assume that the vector space A is closed under both ordinary and
Hadamard multiplication. By Theorem 3.1, since I' is a regular graph, the algebra A
has the standard basis {I = Fy, F1,. .., Fgq}. Then, there exists scalars a;; (0 <4,j <
d) such that

d
(10) AL=D"aF; (0<L<d).
j=0

Now, by (10), if w,v,y,z € X are vertices such that (F})y, = 1 and (F};),, = 1
(0 < i < d), then the number of walks of length ¢ from u to v, is equal to the number
of walks of length ¢ from y to z (0 < ¢ < d). This implies that the matrices F;
correspond to the basis relations R; (0 < ¢ < d), and that R = {Ro, R1,..., R4} is a
walk-regular partition of X x X. Since F; € A the result follows. O

COROLLARY 6.2. Let " be a graph with adjacency matrix A and d + 1 distinct eigen-
values. If some matriz in {A2, ..., A%} has more than d + 1 distinct entries, then A
is not closed under Hadamard product.
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Now we prove Theorem 6.3. (A regular graph I' with diameter 2 and 4 distinct
eigenvalues is quotient-polynomial if and only if either any two nonadjacent (respec-
tively, adjacent) vertices have a constant number of common neighbours, and the
number of common neighbours of any two adjacent (respectively, nonadjacent) ver-
tices takes precisely two values.)

The proof can be seen as a very nice application of the walk-regular partition from
Section 5.

THEOREM 6.3. Let I' denote a regular connected graph with diameter 2 and 4 distinct
eigenvalues. Then the vector space A = span{l, A, A%, A3} is closed under Hadamard
multiplication if and only if either (i) or (ii) below hold.

(i) Any two nonadjacent vertices have a constant number of common neighbours,
and the number of common neighbours of any two adjacent vertices takes
precisely two values.

(ii) Any two adjacent vertices have a constant number of common neighbours,
and the number of common neighbours of any two nonadjacent vertices takes
precisely two values.

Proof. (=) Assume that the vector space A = span{I, A, A%, A3} is closed under
Hadamard multiplication. By Theorem 3.1, A has the standard basis { Fy, F1, Fs, F3}
consisting of o-idempotents. For every £ (0 < ¢ < 3) there exist scalars ay; (0 < < 3)
such that

Al = apFy + anFi + apFs + agFs.
This implies that if (F}),. # 0 then (A%),. = ag;. Thus, for every y,z,u,v € X, if
(Fi)y~ # 0 and (F})yy # 0 then
(Ae)yz = (Ae)uv (0 <UL 3)’

Now, we can obtain a walk-regular partition R = {Rg, R1, Rz, R3} (see Definition 5.3)
in the following way:

(zy)€R &  (F).,#0 (0<i<3).

By the paragraph after Definition 5.1, all pairs of vertices in a given R; are at the same
distance. This implies that if (F;)., # 0 and (F})yw 7# 0 then dist(z,v) = dist(u, v)
for every z,y,u,v € X. Permute indices of the set {Fy, Fy, F», F3} so that Fy = I,
and, for any ¢ < j and (F}).y # 0, (F})uw 7 0 we have dist(z,y) < dist(u,v). Since T’
is a graph of diameter 2, (F3),, # 0 implies dist(z,y) = 2. Since there exist scalars j;
(0 < i < 3) such that

A = Bol + B1F1 + BoFo + B3 F3

and since A is a (0, 1)-matrix, we have 8y = 0 and only one of the following two cases
are possible: A = F; + Fy or A = F3.

CASE 1. Assume that A = Fy + F5. This yields F3 = As. Now, it is not hard to see
that there exists scalars k, A1, A2, i such that

A% = kT + M Fy + \oFs + uFs,
and the result follows.

CASE 2. Assume that A = Fy. This yields F> + F3 = As. Now, there exists scalars
k, A, p1, po such that

A% = kI + AFy + ju Fy + paF,

and the result follows.
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(<) Assume that I" has the property (i), that is any two vertices at distance
two have exactly p common neighbours, and for every adjacent x,y € X we have
IT(2) NT(y)| € {\1, A2}. Define the matrices {Fy, F1, Fo, Fs} as Fo =1, F1+ Fho = A
where

(Fi)zy =1 if and only if dist(z,y) = 1 and |T'(z)NT(y)| = M1 (z,y € X),

and let F3 = As. Since T is regular J € A. Note that I + A+ Ay = J yields Ay € A,
and with that F3 € A. Let k denote the valency of I'. Computing A? we have

A% = KT+ M Fy+ MoFy + pAg = kI + M Fy 4+ Mo (A — F1) 4 pAy

which yields F; € A. Since Fy = A — F; we also have Fy € A. By construction the
set {Fy, F1, F3, F3} is linearly independent set consisting of o-idempotents. Thus we
showed that span{Fy, Fy, Fa, F5} C A. The result follows.

If we assume that T" has the property (ii), the proof is similar as above (consider
the set of (0,1)-matrices {I, A, F», F3} where Fy + F5 = Ay, and (F3)y, = 1 if and
only if dist(x,y) = 2 and |I'(x) NT'(y)| = p1).- O

The two families of graphs from Theorem 6.3 are in fact a subfamily of quasi-
strongly regular graphs (see [33]). Indeed, note that if T' is a graph for which prop-
erty (i) of Theorem 6.3 holds, then the distance-2 matrix of I' is the adjacency matrix
of T (complement of ', which have the property that any two adjacent vertices have
a constant number of common neighbours, and the number of common neighbours of
any two nonadjacent vertices takes precisely two values). With this in mind, it follows
a result of Van Dam from [14]:

THEOREM 6.4 ([14, Theorem 5.1]). Let T be a connected regular graph with four dis-
tinct eigenvalues and diameter 2. Then T is one of the relations of a 3-class association
scheme if and only if any two adjacent vertices have a constant number of common
neighbours, and the number of common neighbours of any two nonadjacent vertices
takes precisely two values.

7. THE EXISTENCE OF AN IDEMPOTENT GENERATOR

Now we prove that a given F' € {Fy, Fy, ..., Fyq} has d + 1 distinct eigenvalues if and
only if <F0,F1,...,Fd> = <I,F,...,Fd>.

THEOREM 7.1. Let " denote a quotient-polynomial graph with d + 1 distinct eigen-
values, and let {I,Fy,...,Fy} denote the standard basis of the adjacency algebra A.
Pick F € {Fy,F1,...,Fq}. Then F has d + 1 distinct eigenvalues if and only if
span{Fy, F,...,Fy} =span{I, F,..., F}.

Proof. We already know that, for any real symmetric matrix B with s + 1 distinct
eigenvalues, the set {I, B,..., B} is a basis of the algebra {p(B) | p € R[t]}.

(<) Assume that A = span{[l, F,..., F4}. This yield that {I, F,..., F} is also a
basis of A, that is, it is maximal linearly independent set. Thus F' have d + 1 distinct
eigenvalues.

(=) Now assume that F" has d+1 distinct eigenvalues, and let F denote the algebra
generated by the set {I, F',..., F?}. Since {I, Fy,..., F;} is a basis of A we have that
F' € A for every i € N. This yields F C A, that is dim(F) < d + 1. Now since F' has
d + 1 distinct eigenvalues, dim(F) = d + 1, and the result follows. O

ExXAMPLE 7.2. Let T denote the bipartite 2-walk-regular graph with diameter 4 and
6 distinct eigenvalues from [58, Theorem 2|. By such a theorem, I generates an as-
sociation scheme with 5 classes. Let {Ag, 41,..., A5} denote the adjacency matrices
of this association scheme. Considering its first eigenmatrix P [58, Section 3], we can
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conclude that A; and Az have 6 different eigenvalues. Thus, both of these matrices
generate the algebra A of I', which is closed under Hadamard multiplication.
8. FURTHER DIRECTIONS

Let I' denote a quotient-polynomial graph with vertex set X, d+1 distinct eigenvalues,
and let {I, Fy,..., Fyq} be the standard basis of the adjacency algebra A of T.

Since {Ey, E1, ..., E4} is also a basis of A, there exist numbers qlhj such that
1 &
(11) EiOEj:qulhth (0<4,j <d).
h=0

The numbers qu are called the Krein parameters for I' with respect to the ordering
Ey, Er, ..., E4 of its basis of primitive idempotents. An ordering Fy, E1,...,Eq is a
cometric (Q-polynomial) ordering if the following conditions are satisfied:

(Q1) qlhj = 0 whenever any one of the indices 7, j, h exceed the sum of the remaining
two, and

(Q2) qlhj > 0 when 0 < 4,j,h < d and any one of the indices equals the sum of the
remaining two.

We say that T' is a cometric (or Q-polynomial) quotient-polynomial graph when such
an ordering exists. In the future, we plan to study algebraic and combinatorial prop-
erties of cometric quotient-polynomial graphs. This @-polynomial concept is taken
from the theory of commutative association schemes. A good introduction to the
topic of @-polynomial structures for association schemes and distance-regular graphs
can be found in [19]. For a new technique (and approach) about computations in
Bose—Mesner algebras, which also deals with @-polynomial case, we recommend [50,
Section 3].

Fix a “base vertex” z € X. For each i (0 < ¢ < D) let F = F/(x) denote
the diagonal matrix in Matx (C) with (y, y)-entries (F}")yy = (Fi)zy. The Terwilliger
(or subconstituent) algebra T = T (x) of T’ with respect to x is the subalgebra of
Mat x (C) generated by {I,Fi,...,Fy,F},Fy,...,F},}. By a T-module we mean a
subspace W of ¥V = CX such that BW C W for all B € T. Let W denote a T-
module. Then W is said to be irreducible whenever W is nonzero and W contains no
T-modules other than 0 and W. In the future we plan to study irreducible T-modules
of quotient-polynomial graph I'. This T-module concept is also taken from the theory
of commutative association schemes [64, 65, 66]. For most recent research on the use
of Terwilliger algebra in the study of P-polynomial association schemes (that is, using
the Terwilliger algebra to study distance-regular graphs) see [11, 45, 46, 47, 48, 52,
53, 54, 56].

Another possible line of research would be the study of “pseudo-quotient-
polynomial graphs”; defined by using weighted regular partitions, see [23].

At the end, let " denote k-regular graph with adjacency matrix A. We are interested
in finding which “known” family of polynomials {g;(z)}, will produce the standard
basis {g;(A)}%, of A, and in connections between “known” families of polynomials
with our polynomials from Definition 5.7. For example, it would be nice to use our
polynomials in a similar way as it is done in [22]. In that paper, the author studied
polynomials {G; x(z)}¢_, defined by G o(z) =1, Gy1(z) =z + 1, and

Grito(z) =2Gk,i+1) — (k= 1)Ggi(x) fori >0,

to give a lower bound for the discriminant of the polynomials {G; x(z)}% . As ex-
plained in [22, p. 2], the (x,y)-entry of G} ;(A) counts the number of paths of length
1 joining the vertices x and y. For example, one question can be what happens if,

“
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in our algorithms, we replace our polynomials by the family {G;;}%, or by the
family {F;(z)}o, where {Fy;(z)}L, are defined by Fjo(z) = 1, Fr1(z) = =,
Fy2(z) = 2% — k, and

Frivo(x) = Fpip1(x) — (K —1)Fyi(z) fori>1

(see [22]). Also, one line of research could be to find out what kind of graphs we get if,

for example, the set of matrices {G; ;(A)}¢_, is orthogonal with respect to the inner

product (3).

Acknowledgements. The authors thank the anonymous reviewers for helpful and con-
structive comments that contributed to improving the final version of the paper.
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