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ABSTRACT
Commercial computational fluid dynamics

(CFD) codes have often been used for simulation
of atmospheric boundary layer (ABL) flows. The
present work explores the potential of the open-
source CFD software OpenFOAM for simulating
thermally-driven winds, by comparing several turbu-
lence models. Indeed, in ABL and other large-scale
flows, turbulence is critical to the mixing process
of momentum and buoyancy, and simulations with
commercial CFD codes have usually been done
with Reynolds-Averaged Navier-Stokes (RANS)
turbulence modelling.

In this work, the formation of thermally-driven
winds is studied in an idealised mountain-valley sys-
tem, with realistic values of parameters such as the
slope angle, the diurnal temperature cycle, etc. Per-
formances of various OpenFOAM RANS turbulence
models (k–ε, re-normalisation group (RNG) k–ε, k–
ω shear stress transport (SST)) are compared. A
preliminary study of LES using Smagorinsky clos-
ure is also contemplated. Velocity contours, ve-
locity and temperature profiles, the shapes of vor-
texes/convective cells, and the computational times
are presented for all the studied turbulence models,
to help identify the most suitable one for simulation
of thermally-driven winds.

Keywords: computational fluid dynamics (CFD),
OpenFOAM, slope winds, thermally-driven
winds, turbulence models

NOMENCLATURE
Ck [−] Kolmogorov constant
Cµ [−] turbulence viscosity ct.
D [s−1] strain rate tensor
Hre f [m] reference height
N [s−1] Brunt-Väisälä frequency
Pr [−] Prandtl number
T [K] temperature

TE [s] Earth diurnal period
Ure f [ms−1] reference velocity
W [m] valley width
cp [Jkg−1K−1] specific heat at ct. pressure
h [Wm−2K−1]convective heat transfer coef.
k [m2s−2] turbulence kinetic energy
p [Pa] static pressure
prgh [Pa] dynamic pressure
pT [Pa] total pressure
qk [Kms−1] kinematic heat flux
t [s] time
u∗ [ms−1] friction velocity
z0 [m] roughness length scale
U [ms−1] flow velocity
g⃗ [ms−2] gravity acceleration vector
r⃗ [ms−1] position vector
α [◦] slope angle
αef [m2s−1] effective thermal diffusivity
β [K−1] volumen expansion coef.
κ [−] Von Kármán ct.
µ [kgm−1s−1] dynamic viscosity
ν [m2s−1] molecular kinematic viscosity
νef [m2s−1] effective kinematic viscosity
ω [s−1] turb. specific dissipation rate
ρ [kgm−3] density
θ∗ [K] potential temperature
ε [m2s−3] turbulence dissipation rate

Subscripts and Superscripts
0 sea level
x, z along-slope, slope-normal coordinates
max maximum
t turbulent
X,Y,Z width, depth and height coordinates
∞ free stream or far field

1. INTRODUCTION
Commercial computational fluid dynamics

(CFD) codes have frequently been used for sim-
ulating atmospheric boundary layer (ABL) flows,



e.g., for wind energy applications. However, to
increase the ability to create individualised solutions,
and in a context of sometimes limited scientific
funding, availability of open-source CFD software
such as OpenFOAM is very attractive, especially
as it has proven to be very useful for simulating
ABL flows [1]. This is why, in this work, the
potential of OpenFOAM for simulating a type of
ABL flows (i.e., thermally-driven winds) is explored,
by studying several OpenFOAM turbulence models
for simulating such flows. Indeed, in ABL and
other large-scale flows, turbulence is critical to
the mixing process of momentum and buoyancy
[2]. In this regard, simulations of ABL flows with
commercial CFD codes have been usually done
with Reynolds-Averaged Navier-Stokes (RANS)
turbulence modelling, applying the standard k–ε
model [1, 3], the realisable k–ε model [4], or other
modified k–ε models [1, 5]. The standard k–ε model
has also been used in similar studies conducted with
OpenFOAM [6].

Other possible RANS turbulence models are the
k–ω shear stress transport (SST) model and the k–
kl–ω turbulence model [7, 8, 9, 10, 11]. The latter
is an extension of the k–ω SST model that includes
laminar-turbulent transition prediction [12]. Numer-
ical simulations have also been done considering the
solution of the RANS, LES model, and 2-layer tur-
bulence model [13], or have incorporated LES in the
calculation, using a DES approach to solve the flow
near walls (DES incorporates buoyancy, stratifica-
tion, developed turbulence and complex topography)
[14]. DES is a suitable option for making the most of
the advantages of LES for modelling turbulent ABL
flows, without the high computational cost associ-
ated with using LES in complex geometries or to-
pographies [15]. Similarly, Favre-averaged Navier-
Stokes eqs. have also been used to predict turbulent
flows. To close this system of eqs., transport eqs. are
used for turbulence kinetic energy (TKE) and its dis-
sipation rate [16]. Finally, implementing non-linear
k–ε turbulence models is also under consideration, as
this could lead to better performance of the numerical
model [1], particularly for prediction of TKE.

As per, OpenFOAM standard k–ε model RANS
turbulence was used to simulate the wind flow over
Mount Saint Helens, USA [17], over the Giza Plateau
in Egypt [18], and convective winds in the Aburra
open valley, Medellín, Colombia [19]. OpenFOAM
was also used to study non-buoyant wind flows over
complex terrains using RANS turbulence models
with wall functions, to make accurate predictions of
wind power production [20]. Finally, an OpenFOAM
solver was developed using LES to simulate buoyant
flows within the Boussinesq approach, focusing on
flow interaction with wind turbines [21].

In this work, the diurnal cycle for thermally-
driven winds is studied in an idealised mountain-
valley system with realistic values of several para-
meters such as the slope angle, diurnal temperature

profile, etc. The performance of various OpenFOAM
RANS turbulence models (k–ε, re-normalisation
group (RNG) k–ε, k–ω SST [7, 8, 9, 10, 11]) is com-
pared. A preliminary study of LES with Smagor-
insky closure [22, 23] is also presented on the same
mesh used as for RANS simulations.

2. METHODOLOGY
The numerical method used in this work (includ-

ing the governing eqs. based on the Boussinesq ap-
proach, main hypotheses, solver, boundary condi-
tions (BC) and initial conditions (IC), etc., except
from the turbulence models that will be tested here-
in) is described in-depth in [24, 25]. The mountain-
valley geometry studied in this work (shown in Fig-
ure 1) is also the same as used in our previous re-
search [24]. A proper mesh validation for the k–ε
turbulence model can be found in [24]. While our
numerical results were not validated against empir-
ical field measurements, they were validated against
large-eddy simulation (LES) results by Axelsen and
van Dop [2, 26], who had validated their LES res-
ults against experimental measurements. Note that
it is very difficult to find research in the literature
reporting wind speed measurements in mountain-
valley systems with configurations coincident with
the simple geometry that we are using for our simu-
lations, and data from non-similar geometries cannot
obviously be used for validation purposes.

The most suitable settings for simulating
thermally-driven flows identified in [24] are: 1) slip
wall BC on the domain top surface; 2) uniform
field temperature and pressure as IC; 3) fluid domain
height of 2600 m; and 4) valley width W = 458 m
(W does not affect significantly the thermally-driven
wind convective cell, if W > 458 m [24]). Finally, the
roughness length value used in this work is z0 = 0.03
m, as in [27], and the slope angle is α = 20◦.
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Figure 1. Studied mountain-valley geometry

2.1. Model - governing equations
If the flow field is assumed as a continuum,

the mass, momentum, and energy conservation
eqs. (Navier-Stokes eqs.) can be used to describe



the flow behaviour. Slope winds are due to natural
convection, and the ABL formation is driven by tem-
perature gradients. Thus, the energy and momentum
conservation eqs. are coupled and, unless inform-
ation from the energy equation goes into the mo-
mentum equation, the ABL growth cannot be solved.
This can be overcome by using the Boussinesq ap-
proach. Here, if heat transfer is non-negligible, then
the flow properties usually depend on temperature,
and, if changes in density ρ are not significant, ρ can
be considered constant in the unsteady and convec-
tion terms, while it is not so in the body force term of
the Navier-Stokes eqs.

In this work, the Boussinesq approach is used
[28, 29] with the following assumptions: the air is
a Newtonian, dry, perfect gas at rest [27], ; radi-
ation effects are negligible, as well as Coriolis ef-
fects, since the focus is on relatively small scales and
local mechanisms in the near-ground-surface region
[27, 28, 30]; the geostrophic wind velocity is zero;
the diffusion is predominant in the direction normal
to the slope, compared to along the slope; and the
Brunt-Väisälä frequency N, a measure of the atmo-
spheric stratification, is constant, as in [28, 29]. Ap-
plying the Boussinesq approach and the previous as-
sumptions to the Navier-Stokes eqs.:

▽ · U⃗ = 0 (1)

∂U⃗
∂t
+ ▽ · (U⃗U⃗) − ▽ · (2νe f D(U⃗)) =

= −
1
ρ0

(
▽p − ρg⃗

)
(2)

∂T
∂t
+ ▽ ·

( ρ
ρ0

U⃗T
)
− ▽ · αe f f▽T = 0 (3)

where U⃗ is the velocity vector, νe f the effective kin-
ematic viscosity (sum of molecular kinematic viscos-
ity ν and turbulent kinematic viscosity νt), D(U⃗) =
1
2

(
▽U⃗ + (▽U⃗)T

)
the strain rate tensor, p the static

pressure, T the temperature, ρ0 the reference density
at the reference temperature T0, and αe f the effective
thermal diffusivity. In turn, ρ (updated in the temper-
ature governing equation using the Boussinesq ap-
proach) and αe f can be computed as follows:

ρ = ρ0(1 − β(T − T0)) (4)

β = −
1
ρ

(
∂ρ

∂T

)
(5)

αe f =
ν

Pr
+
νt

Prt
(6)

where β = 3.5 × 10−3 K−1 is the volume expan-
sion coefficient (treated as constant), ν = 1.455 ×
10−5 m2/s, T0 = 288.15 K, and the laminar and tur-
bulent Prandtl numbers Pr = 0.7 and Prt = 0.9.

Among the OpenFOAM solvers for heat transfer
analysis that seem applicable for our research, buoy-
antBoussinesqPimpleFoam was chosen, which uses
Navier-Stokes eqs. with Boussinesq approach. The
simulations were performed using an Euler implicit

time scheme, with time step 0.1 s, limiting the max-
imum value of the Courant number to ≈0.5.

2.2. Boundary conditions
As seen in Figure 1, no-slip wall is imposed as

BC on the slope and valley, symmetry BC on both
sides of the computational domain, and slip wall BC
on its top. More details can be found in [24, 25].
While our previous work studied the formation of
thermally-driven flows by imposing steady altitude-
dependent temperature on the slope [24], the cur-
rent work aims at studying the generation of such
winds under time-dependent temperature (but con-
stant with altitude) applied on the slope. To re-
produce the diurnal cycle, the periodic temperature
profile T (t) = 288.15 − 10 sin (2πt/TE) [K], where
TE = 86 400 s, is set on the slope.

2.3. Turbulence models
The objective of this study is to simulate the di-

urnal cycle of thermally-driven winds using RANS
eqs., which are the application of the Reynolds de-
composition, consisting of expressing the solution
variables as they appear in the instantaneous Navier-
Stokes eqs. as the sum of a mean and a fluctuating
component. To that end, k–ε, RNG k–ε, and k–ω
SST models are considered. To determine k and ε,
formulas typically used for inlet BC are considered
[31]:

k(z) =
u∗

2√
Cµ

and ε(z) =
u∗

3

κ(z + z0)
(7)

where the turbulence viscosity constant Cµ = 0.09
[32], the Von Kármán constant κ = 0.41, and the fric-
tion velocity u∗ is given by:

u∗ = κ
Ure f

ln
(Hre f+z0

z0

) (8)

Given that our BC do not include any inlet, the val-
ues of these parameters are only imposed as IC of the
simulation and in the slope and valley wall functions.
Thus, constant values are considered, taking as refer-
ence the value at Hre f = 50 m, where a reference
velocity Ure f ≈ 1 m s−1 is expected.

For k–ω SST, the turbulence specific dissipation
rate is calculated as ω = ε/(Cµk). The obtained val-
ues of k, ε, and ω can be found in Table 1. Note that
an analysis of the effect of these parameters is not
included in this work, but this is of interest and will
thus be considered in future research.

Table 1. Turbulence models and associated para-
meters (all RANS models use k = 0.0102 m2 s−2)

Models Parameters
RANS k–ε ε = 8.24 × 10−6 m2 s−3

RANS RNG k–ε ε = 8.24 × 10−6 m2 s−3

RANS k–ω SST ω = 0.009 s−1

LES Ck = 0.094
Ce = 1.048



A preliminary study of LES is also presented.
LES distinguishes between the large eddies in the
flow, which are mainly determined by the geometry
of the problem under study, and the smaller eddies
that tend to be more universal. A filter is applied so
that scales smaller than the filter size are removed
from the variables, and their effect on the resolved
scales is modelled by means of a turbulence model.
Here, the Smagorinsky closure scheme [22, 23] is
used, where:

νt = Ck∆k0.5 (9)

where Ck is the Kolmogorov constant and k is given
by the solution of a quadratic eq. In this work,
OpenFOAM default model coefficients are used (see
Table 1). This study is made on the same mesh as
the RANS study. It only aims at validating the ap-
plicability of the LES model to this problem, since a
refined mesh would need to be adapted for the LES
case, and the time step should be carefully chosen to
properly solve the LES scales of the flow.

All simulations were run on 16 cores (of 8 GB
of DDR4-2666 ECC RAM each) of a Dual AMD
EPYCTM 7001 Series Processors. Table 2 shows the
computational time needed to run 24 h of simulation
time (864 000 time steps). Contrary to what is usual,
LES shows shorter simulation time than the RANS
models. The reason is that this is a preliminary study
made on the same computational mesh as that for the
RANS models. A finer mesh would be needed for
LES, and possibly a smaller time step, which would
lead to much higher computational time.

Table 2. Computational time (in days) to obtain
24 h of simulation time

Models Time [days]
RANS k–ε 17.98
RANS RNG k–ε 13.30
RANS k–ω SST 18.63
LES 4.85

Between RANS models, RNG k–ε is the fastest
one, k–ε and k–ω SST being ≈35% computationally
more expensive. Note that for RANS models, at con-
stant ∆t, for 1000 s of simulation, computational time
goes from ≈1 h in the katabatic phase (low velocity
in the whole domain), to ≈15 h in the anabatic phase
where, as seen in Section 3, flow velocity is higher
and vortices appear. Future studies will include the
possibility of considering adaptive time step.

3. RESULTS
Results were obtained for 2 diurnal cycles in all

cases. Figure 2 shows the diurnal cycle of the max-
imum along-slope velocity measured at mid-slope
for the different turbulence models. Though the
time-dependent temperature profile shows symmet-
ric range values (from −10 K at 6 h to +10 K at 18 h,
with respect to the field initial temperature), it can be
seen that the maximum speeds for katabatic flow (at

6 h) are much lower than for anabatic flow (at 18 h),
as reported also in [33, 34, 35]. The diurnal tim-
ing of the speed peaks is consistent with the typical
profiles of mountain breezes [36]. Finally, the val-
ues obtained for maximum velocity at mid-slope are
very similar for all RANS models, though RNG k–
ε shows more oscillations (especially in the anabatic
phase), and the amplitude of the values obtained with
LES is wider and with highly oscillating component
in the anabatic phase.
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Figure 2. Diurnal cycle of maximum along-slope
velocity umax (at mid-slope) for the tested turbu-
lence models

Figures 3 and 4 show velocity magnitude U cor-
responding to katabatic and anabatic configurations,
respectively. In the katabatic case (Fig. 3), down-
slope velocity is observed, with very similar paterns
for k–ε and RNG k–ε models. Contours obtained
with k–ω SST model show higher vorticity in the top
part of the domain, and LES ones lots of small vor-
tices. While convective cells can hardly be perceived
in the katabatic case, convective cells are clearly vis-
ible in the anabatic one (Fig. 4). In this case, as
already seen in Fig. 2, the obtained velocities are
significantly higher, and the choice of turbulence
model does have some influence on the convective
cell/vortex obtained: the cells from the k–ε and k–ω
SST models are very similar, while the cell from the
RNG k–εmodel is a bit different, and LES shows lots
of secondary cells, suggesting the need for a deeper
study of the mesh and time step effects, to validate
the choice of this turbulence model. Also note that
though velocity contours seem to indicate that the
domain height is affecting the results obtained from
the anabatic simulations, a complete domain-height
independence study [24], made in steady conditions,
validated the choice of this height. It was further con-
firmed by performing a 24h-cycle simulation, with
the k–ε model, using a height of 3250 m. In the
area of interest, i.e. within 20 m above the slope
ground, a maximum error of 1.5% was found when
using HD = 2600 m instead of 3250 m. It is also
worth noting the increased difficulties in modelling
the anabatic flow. This might be due to the fact that
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Figure 3. Katabatic flow (6 h, day2): velocity U
for the tested turbulence models

anabatic flows are associated with absolute static in-
stability inducing convective motions above a heated
surface, as has been widely observed in the literature
[28].

Figures 5 and 6 show the along-slope velocity
and temperature profiles as a function of the slope-
normal distance (z), at mid-slope, for the katabatic
and anabatic cases (6 h and 18 h, day2), respectively.

Along-slope velocity profiles are expected to ex-
hibit logarithmic behaviour, as for an ideal ABL [7].
In both cases, the flow velocity peak obtained with
LES is clearly of higher magnitude and is observed
at higher z than the peaks obtained with the RANS
models. It can also be observed that the results
obtained with RANS models both for velocity and
temperature are very similar in the katabatic case,
while in the anabatic case they show more discrepan-
cies, especially in the results obtained with k–ω SST,
which show a smoother temperature profile close to
the ground, leading to a higher value of the along-
slope flow velocity. As for the k–ε anabatic results,
the temperature profile is the one showing a faster
decrease in the near-ground area, but then, above
≈15 m, temperature decreases slower than with any
other RANS method. This leads to the lowest ab-
solute peak value of velocity (below 3 m/s vs above
3.5m/s for the other methods), but then the absolute

U [m/s]

k-e RNG k-e

k-w SST LES

Figure 4. Anabatic flow (18 h, day2): velocity U
for the tested turbulence models
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Figure 5. Katabatic flow: along-slope velocity u
and ∆T profiles at 6 h (day2) for the tested turbu-
lence models

velocity value decreases slower than with the other
RANS methods.

Figure 7 shows the along-slope velocity u at
mid-slope, at different slope-normal distances, for
the four tested turbulence models. This representa-
tion can be useful when thinking of wind energy ap-
plications, in order to get an estimation of the mag-
nitude of the thermally-driven wind speed for dif-
ferent heights. For instance, all results show that,
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Figure 6. Anabatic flow: along-slope velocity u
and ∆T profiles at 18 h (day2) for the tested tur-
bulence models

for z between 5 and 10 m, katabatic velocities re-
main extremely low (≈1 m/s). Wind energy gen-
eration could only be envisaged in the current con-
figuration (no synoptic wind considered, slope angle
of 20◦, diurnal temperature difference between the
slope and the air of 20 K, etc.) during the anabatic
phase (velocities around 2 or 3 m/s) with small wind
turbines. As for the differences observed in the res-
ults obtained with the four tested turbulence mod-
els, again, LES (Fig. 7d) and (to a less extent) RNG
k–ε (Fig. 7b) results show more oscillations in the
velocity profile, while k–ε (Fig. 7a) and k–ω SST
(Fig. 7c) show similar, smoother profiles. Again,
k–ω SST leads to higher (in absolute terms) values of
the along-slope flow velocity, especially at low slope-
normal distance (z = 2.5 and z = 5 m). The decrease
of velocity with z is very fast with LES (u remains
close to 0 all the time for z > 20 m), and quite fast
also with RNG k–ε and k–ω SST models. With the
k–εmodel, the shape of the velocity profile at 40 m is
similar to the one at lower values of z, given that, as
also observed in Fig. 6, the decrease of velocity with
z is much slower.

4. CONCLUSIONS
This work reports a preliminary comparison of

turbulent models used with OpenFOAM for study-
ing the diurnal cycle of thermally-driven winds in
mountain-valley systems. Our results suggest that
k–ε and k–ω SST models are the most promising
models, with a small advantage to k–ω SST for the
near wall simulation, as it gives a smoother temper-
ature transition away from the slope (especially in
the anabatic phase), leading to more realistic vertical
profiles of along-slope flow velocity. As for k–ε, it
leads to a much slower decrease of velocity when
going away from the ground. LES model was able
to simulate this type of winds but complementary
simulations using finer mesh are needed to confirm
its suitability. In next steps, the results obtained for
these idealised mountain-valley systems with RANS
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Figure 7. Along-slope velocity u at mid-slope,
at different slope-normal distances, for the tested
turbulence models



and LES models will be validated against direct nu-
merical simulations (DNS), as well as against results
from suitable experimental campaigns reported in the
literature [37, 38, 36].
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