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ABSTRACT 

In recent years, two typical developments have been witnessed in the energy market. On the one hand, 

the penetration of renewable generations has gradually replaced parts of the traditional ways to generate 

energy, such as fossil fuel generation. Although renewable generation has merits in terms of 

environmental protection and energy cost saving, the intermittent and unstable nature of renewable 

generation can lead to energy supply uncertainty, which might exacerbate the imbalance between energy 

supply and demand. As a result, the problem of energy price risks might occur.  

On the other hand, with the introduction of distributed energy resources (DERs), new categories of 

markets besides traditional wholesale and retail markets are emerging. These new markets include the 

energy sharing market, energy storage sharing market, renewable energy trading market, peer-to-peer 

(P2P) trading, trading at the local and community levels, etc. The main benefits of the penetration of 

DERs are threefold. First, DERs can increase power system reliability. Second, the cost of transmission 

can be reduced. Third, end users can directly participate in some of these new types of markets according 

to their energy demand, excess energy, and cost function without third-party intervention. However, 

energy market participants might encounter various types of uncertainties, including DER supply 

uncertainty, end-user behavior uncertainty, wholesale market price uncertainty, etc. Therefore, it is 

necessary to develop proper risk hedging strategies for different energy market participants in emerging 

new markets. 

Thus, we propose risk hedging strategies that can be used to guide various market participants to hedge 

risks and enhance utilities in the new energy market. These participants can be categorized into the supply 

side and demand side. To be specific, for participants from the supply side, generators, retailers, ESS 

coordinators, EVCSs, etc., are considered. For participants from the demand side, consumers, prosumers, 

EV users, EV aggregators, etc., are investigated. Regarding the wide range of hedging tools analyzed in 

this thesis, four main types of hedging strategies are developed, including the application of ESS, 

financial tools, DR management, and pricing strategy. 

Several benchmark test systems have been applied to demonstrate the effectiveness of the proposed 

risk hedging strategies. Comparative studies of existing risk hedging approaches in the literature, where 

applicable, have also been conducted. The real applicability of the proposed approach has been verified 

by simulation results.  
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1. INTRODUCTION 

In a traditional energy market, energy suppliers offer to sell the energy that they generate for a 

particular bid price in the wholesale market, while load-serving entities (the demand side) bid for that 

energy to meet their customers' energy demand in the retail market. In recent years, the energy market 

has developed with uttermost rapidity in terms of two aspects. First, the penetration of renewable 

generations has gradually replaced parts of the traditional ways to generate energy, such as fossil fuel 

generation. However, the intermittent and unstable nature of renewable generation can lead to energy 

supply uncertainty, which might exacerbate the imbalance between energy supply and demand. Second, 

with the introduction of DERs, new categories of markets besides traditional wholesale and retail markets 

are emerging, including the energy sharing market, renewable energy trading market, P2P trading, etc. 

However, market participants might encounter various types of uncertainties, including DER supply 

uncertainty, end-user behavior uncertainty, wholesale market price uncertainty, etc. Hence, we propose 

risk hedging strategies that can be used to guide various market participants in new categories of markets 

to hedge risks and enhance utilities. Four main types of hedging strategies are developed, including the 

application of ESS, financial tools, DR management, and pricing strategy. This chapter introduces basic 

concepts related to the structure and market participants of both traditional and new energy markets. 

Moreover, various types of risks in the new energy markets are discussed.  

1.1 Traditional Energy Market  

Traditional energy markets, including both wholesale and retail markets, are commodity markets that 

deal specifically with the trading of energy [1]. In the wholesale market, energy suppliers offer to sell the 

energy generated at a particular bidding price, while load-serving entities (retailers) bid for that energy 

to meet the energy demand of end users. In many jurisdictions, a two-settlement structure is witnessed, 

namely, a day-ahead market for bulk energy trading and a real-time market for energy supply-demand 

balancing [1]. The wholesale trading of the national electricity market (NEM) is transported via high 

voltage transmission lines from generators to large industrial energy users and to local electricity 

distributors in each region. In addition, the output from all generators is aggregated and scheduled at 

five-minute intervals to meet demand [2].  

In the retail market, the interface between retailers and end users is provided to sell electricity, gas, 

and energy services to residential and business end users, who are allowed to select among competitive 
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retailers and choose the retailer that can best serve their home or business. For example, the Australia 

Energy Market Commission (AEMC) makes the rules that facilitate the provision of electricity and gas 

services to end users, including [3]: ‘ 

i. End user connections 

ii. Retail competition that allows end users to choose between competing retailers and to switch 

their retailer 

iii. Energy-specific end user protections 

iv. Basic terms and conditions contained in standard and market retail contracts’ 

1.2 Energy Market in a New Environment 

In recent years, the energy transition has been firmly underway, and three main trends can be 

concluded. First, the application of renewable energy accelerates. There was an estimated $303.5 billion 

invested in renewable energy capacity in 2020, according to Bloomberg New Energy Finance (BNEF)’s 

latest figures [4]. Second, the utilization of fossil fuels is reducing. In 2020, Carbon Tracker research 

suggested that 46% of coal-fired power plants would be unprofitable, rising to 53% by 2030 [4]. Third, 

global energy demand is continuously increasing. According to the US Energy Information 

Administration, global energy demand will continue to rise through 2050, with oil remaining the largest 

energy source [4]. Hence, it is necessary to analyze the impact of these main trends on the structure and 

operation of the energy market in the new environment, as well as potential risks the market participants 

might encounter. Two main developments in the energy market caused by the emerging trends will be 

discussed in the following parts. 

1.2.1 Development One of Energy Market at Transmission Level 

For the first development of the energy market in the new environment at the transmission level, 

renewable energy generations are developing rapidly to gradually replace the traditional ways of 

generations, such as fossil fuel generation. Renewable energy often referred to as clean energy, comes 

from natural sources or processes that are constantly replenished. For example, solar, wind, hydro, tidal 

energy, geothermal, and biomass energy [5].  

For solar energy, it is a kind of renewable energy that is obtained from the electromagnetic radiation 

of the sun. It generates electricity and heat in a manner that is sustainable [6]. This energy can be used to 

generate electricity or be stored in batteries or thermal storage. Normally, there are three types of solar 



 

3 

 

energy, i.e., photovoltaic solar energy, solar thermal energy, and passive solar energy. For solar PV, the 

installed PV panels can transform the light and heat of the sun into electric energy [6]. For solar thermal 

energy, it provides heat using mirrors so that rays of the sun can be concentrated into a receptor and reach 

temperatures of up to 1000°C. The heat is then used to warm up a liquid which generates vapor and 

moves a turbine to generate electricity [6]. For passive solar energy, no mechanism is used to collect and 

use the energy of the sun. Instead, it is the oldest method to take advantage of solar radiation. For example, 

the utilization of bioclimatic architecture to keep the building warm during the night times [6]. The 

benefits of utilizing solar energy are that it will not bring about greenhouse gas emissions, and it is 

pollution-free. In addition, solar energy is renewable and replenishable energy that can reduce the 

dependency on fossil fuels. Furthermore, the maintenance cost of solar panels is affordable with new 

technology being readily available. However, the efficiency of the solar system drops on cloudy and 

rainy days, and it cannot generate electricity at night times. Additionally, to store surplus energy, an 

energy storage system is required, which is quite expensive. Moreover, even the most advanced solar 

panels still only convert around 20-25% of the energy of the sun into power. Thus, the energy conversion 

rate is quite low. In Australia, solar energy Solar accounted for 9.9% (or 22.5 TWh) of Australia's total 

electrical energy production in 2020, and it is the fastest growing generation type [7]. 

For wind energy, it describes the process of utilizing wind to generate mechanical power or electricity. 

This mechanical power can be used for specific tasks, such as grinding grain or pumping water, or a 

generator can convert this mechanical power into electricity [8]. A wind turbine is an important device 

that can convert wind energy into electrical energy. There are two basic types of wind turbines, namely, 

horizontal-axis turbine and vertical-axis turbine [8]. There are several benefits to using wind power. First, 

the generation process is emission-free. Second, turbines are available in a wide variety of sizes, which 

is adaptable to different locations. Third, wind energy is replenishable. However, wind energy is 

intermittent and unpredictable, which can increase volatility in the solar energy supply [8]. In Australia, 

wind supplies 35.9% of the country's clean energy and 9.9% of Australia's overall electricity in 2020 [7]. 

For hydroelectric power, it harnesses the power of fast-moving water in a large river or rapidly 

descending water from a high point to convert the force of that water into electricity by spinning the 

turbine blades [9]. To be specific, the turbine converts the kinetic energy of the water into mechanical 

energy, and a generator converts the mechanical energy from the turbine into electrical energy. The merits 
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of using hydro power are that the source of hydro power is renewable, and it can be paired well with 

other renewables. In addition, it is emission-free since the generation of hydroelectricity releases no 

emissions into the atmosphere. Moreover, hydro power is more reliable than solar and wind energy 

because water usually has a constant and steady flow. Furthermore, hydro plants can adjust the flow of 

water to produce more energy or less energy according to the electricity demand. However, there is a 

limited place for hydro plant construction, and the initial construction fees are expensive. Additionally, 

although the generation process produces no emission, the reservoirs, such as plants at the bottom, can 

decompose and release a large amount of carbon and methane. Furthermore, the performance of hydro 

can be influenced by climate change, such as drought [9]. In Australia, more than 100 operating 

hydroelectric power stations with a total installed capacity of about 7800 megawatts (MW) are operating, 

which are located mostly in New South Wales (55%) and Tasmania (29%) [10].   

For tidal energy, it is produced by the natural surge of ocean waters during the rise and fall of tides 

caused by the gravitational interaction between Earth, the sun, and the moon [11]. To be specific, tidal 

energy works via a turbine that is connected to a gearbox, which can turn a generator to generate 

electricity. There are several merits to using tidal energy. First, compared with solar and wind energy, 

tides can be easily predicted because tides occur at expected times. Second, the efficiency of tidal energy 

is 80%, which is much higher than solar or wind energy generators. Third, it produces no greenhouse gas 

or other waste. However, the initial construction cost is very expensive, and the sites for constructing 

barrages are limited. Moreover, tidal stations can only produce energy for certain periods of a day when 

the tide is moving in and out [11]. In Australia, the tidal energy system is considered to have the highest 

technical maturity, which can produce approximately 2004 TWh per year of tidal energy [12]. 

For geothermal energy, it is a type of renewable energy source that comes from the heat generated 

during the original formation of the planet and the radioactive decay of materials, which can be used to 

generate electricity and heat buildings, etc. [13]. This type of renewable energy is not only 

environmental-friendly but also more reliable and sustainable than solar and wind energy. However, 

during the exploitation and digging process, gasses stored under the surface of the earth might be released 

into the atmosphere. In Australia, although geothermal energy source is considerable, the development 

of geothermal energy is not financially viable because it is difficult to discover suitable geothermal 

resources, and the flow of hot fluid from the geothermal reservoirs is at a high rate [14]. 
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For biomass energy, it is energy generated or produced by living or once-living organisms [15]. And 

the generated energy can be used to create heat or converted into electricity. There are five main types of 

biomass energy, including agricultural residues, animal waste, forest residues, industrial waste, and 

sewage. The detailed mechanism of biomass energy to generate electricity is that biomass is burned in a 

boiler to produce high-pressure steam, which flows over a series of turbine blades. As a result, the rotation 

of the turbine drives a generator to produce electricity. Apart from the benefits of being carbon-neutral 

and renewable, the utilization of biomass energy can reduce the dumped garbage in landfills. Moreover, 

it is less expensive than fossil fuels. However, biomass energy is not as efficient as fossil fuel energy. 

Furthermore, the merit of biomass energy being carbon-neutral is questionable because the use of animal 

and human waste can escalate the number of methane gases, which can be damaging to the environment 

[15]. According to Clean Energy Council, biomass energy generated approximately 3164 GWh of 

electricity in Australia in 2020, which equals 1.4% of total electricity generation, and 5.0% of total clean 

energy generation [16]. 

1.2.2 Development Two of Energy Market at Distribution Level 

For the second development of the energy market at the distribution level, DERs are becoming more 

prominent in recent years. It can be defined as the renewable energy units or systems located in houses, 

residential buildings, or businesses to offer them power [17]. On account of the fact that electricity is 

generated or managed behind the electricity meter in houses, residential buildings, or businesses, DER 

is also called “behind the meter” [18]. Compared with the traditional way of generating electricity at big 

and centralized power stations, it is more decentralized and starting to come from many places, including 

millions of homes and businesses. Examples of DERs include roof-top solar PV units, wind generating 

units, battery storage, the battery of EVs to export power back to the grid (V2G), fuel cells, combined 

heat and power units, etc. [17].  

For roof-top solar PV unit, it is a PV system that has installed electricity-generating solar panels on 

the rooftop of a residential or commercial building or structure [19]. The benefits of roof-top PV include 

low electricity bills, low carbon footprint, low maintenance costs, etc. However, there are certain 

disadvantages to using solar PVs. First, the initial cost to purchase the solar system is expensive, 

including payments for solar panels, inverters, batteries, wiring, and installation. Second, the efficiency 

of roof-top PV is weather dependent. In Australia, the per-capita rooftop solar installation rates are the 
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highest in the world, with rooftop and utility-scale solar already meeting over 100% of demand in South 

Australia. In addition, it is expected to have five times more rooftop solar capacity by 2050 [20]. 

For wind generating units, wind turbines are connected at the distribution level of an electricity 

delivery system to support the operation of local electricity distribution networks [17]. Distributed wind 

generating units are commonly installed at residential, agricultural, commercial, industrial, and 

community sites [17]. There are certainly advantages of distributed wind generation. First, small-scale 

wind power generation can save space for wind generating unit construction and transportation fees of 

wind turbines. Second, the pressure on the electrical grid can be reduced by introducing distributed wind 

generating units. Third, a wind turbine operates whenever it is windy. However, the energy generated is 

intermittent, and noises can be produced by the wind turbine blades. In NSW, Australia, small wind 

turbines sized to suit domestic properties, farms, or small businesses are becoming increasingly popular 

[17]. 

For battery energy storage, it is an electrochemical device that charges energy from the grid or a power 

plant and then discharges that energy later to provide electricity to end-users or other grid services when 

needed [21]. The benefits of battery storage have been well recognized in terms of generation backup, 

transmission alleviation, voltage control, frequency regulation, peak shaving, load shifting, etc. [18]. In 

recent years, the battery of EVs to export power back to the grid has been under dramatic development, 

i.e., V2G. For V2G, it describes a system in which EVs, such as PEV or PHEV, communicate with the 

power grid to sell demand response services by either discharging electricity from the battery of the EV 

to the grid or by throttling their charging rate [22]. The benefit of the V2G technique is that the imbalance 

between electricity demand and supply can be mitigated, and EVs can save costs on building unnecessary 

electricity systems [22].  

For fuel cell, it is an electrochemical cell that converts the chemical energy from a fuel into electricity 

via an electrochemical reaction of hydrogen fuel with oxygen or another oxidizing agent. It composes of 

three adjacent segments, namely, the anode, the electrolyte, and the cathode [23]. Fuel cells are 

categorized primarily by the type of electrolyte employed, such as polymer electrolyte membrane (PEM) 

fuel cells, direct methanol fuel cells, alkaline fuel cells (AFCs), phosphoric acid fuel cells (PAFCs), 

molten carbonate fuel cells (MCFCs), and solid oxide fuel cells (SOFCs), etc. [23]. Compared with the 

battery, fuel cells require a continuous source of fuel and oxygen to sustain the reaction [23]. There are 
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several advantages of using fuel cells. First, it is of high efficiency reaching over 80%. Second, it is 

reliable as the power offered does not degrade over time. Third, it is environmentally friendly. However, 

the cost of manufacturing is high due to the high cost of platinum. In addition, it lacks the infrastructure 

to distribute hydrogen. Moreover, hydrogen is expensive to produce [23].  

For CHP, it is a technology that produces electricity and thermal energy at high efficiencies using a 

range of technologies and fuels, which is also known as cogeneration [24]. The benefits of the CHP are 

numerous, including increased fuel efficiency, reduced energy wastage, reduced energy costs, reduced 

greenhouse gas emissions, reduced reliance on the grid, etc. However, there are certain disadvantages of 

using CHP. For example, the installation cost of the CHP is costly, and if a system is using diesel or other 

fossil fuels as its fuel source, then they are not an eco-friendly choice [24]. There are numerous 

companies offering cogeneration services in Australia, such as The Evo Group and the Inoplex, etc.  

With the introduction of DERs, the energy market is diversified into a variety of ranges, including the 

energy sharing market, energy storage sharing market, renewable energy trading market, P2P trading, 

trading at the local and community levels, etc. 

For energy sharing market, it aims to meet the energy needs of end-users through excess energy trading 

within a sharing community when households have excess energy. In such a sharing market, prosumers 

can save energy purchasing costs and become more self-sufficient [25]. For the energy storage sharing 

market, end-users will borrow the capacity of the shared ESS managed by the ESS coordinator. In the 

renewable energy trading market, renewable energy will be traded. ‘The global renewable energy market 

was valued at $881.7 billion in 2020 and is projected to reach $1,977.6 billion by 2030, growing at a 

compound annual growth rate of 8.4% from 2021 to 2030’ [26]. For peer-to-peer trading, it describes a 

trading process where energy buyers and energy sellers trade directly with each other without a third 

party. For trading at local or community levels, it is designed to provide local economic and social 

benefits, such as reduced energy costs and energy autonomy [27]. 

1.3 Risks in the New Energy Market 

Although renewable energy generation and DERs are reliable and environmentally friendly, there are 

certain risks associated with the two developments in the energy market. Before discussing the risks 

mentioned, the main market participants in the new energy market will be explained first. Note that this 

thesis focuses on the risk hedging strategy of the energy market. Hence, only the participants related to 
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the energy market will be mentioned. The market participants, i.e., the stakeholders, can be categorized 

into two broad types, namely, the supply side and the demand side. For the supply side, generators, 

retailers, ESS coordinators, EVCSs, etc., are common research targets. For the demand side, consumers, 

prosumers, EV users, etc., are mainly focused.  

1.3.1 Risks for the Supply Side  

First, the risks that occurred for the supply side in the new energy market will be elaborated. The use 

of natural gas to generate electricity has become pervasive due to the fast response ability of natural gas 

generators [28-32]. In some countries such as China and Australia, coal power generation serves the 

baseload (i.e., customers), while natural gas generators are used primarily for peak hours when electricity 

prices are high or fast response regulation is required. However, this operation process incurs high risks 

because gas generators generate electricity only when electricity prices are high. Therefore, as a type of 

thermal power generation (i.e., power generation process in which heat energy is converted into 

electricity), natural-gas-fired power generation requires a relatively high Levelized cost of energy (LCOE) 

compared to coal-fired power generation. LCOE is defined as the average price per unit output required 

for a plant to break even over its operating lifetime [33]. Hence, in the bid-to-sell process, gas generators 

will bid at prices higher than their LCOEs, making them much more likely to fail in bidding compared 

to coal-fired generators. As a result, gas generators cannot sell sufficient electricity, and significant risks 

are incurred.  

Although gas generators incur the risk of being unable to succeed in the bid, they still have a promising 

future. This is because natural-gas-fired power generation plays a critical role in converting gas back into 

electricity and selling energy in electricity markets. Based on emerging P2G technology, renewable 

energy could be stored economically on a large scale in the form of natural gas [34]. However, it will 

still encounter high risks, and the profits will be influenced by the fluctuation of electricity prices. 

Because gas generators play an important role in power systems, it is necessary to implement certain 

hedging tools to reduce the risks associated with these generators.  

As for energy retailers, they will encounter risks of demand-supply imbalance. With the penetration 

of DERs, greenhouse gas emission has been substantially reduced [35]. However, the incorporation of 

DERs will lead to a large-scale demand fluctuation. As a result, an imbalance of demand and supply 

might occur [36]. Although this type of risk will not cause tremendous losses for the electricity retailer, 
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it happens more frequently. Furthermore, the increase of EEs caused by climate change will further 

augment the demand-supply imbalance. EEs like bushfires and ice storms can lead to huge damage to 

power transmission lines and towers, which will make the retailers unable to satisfy the demand 

requirements [36-38]. Although the occurrence of this type of risk is rare, the damages are tremendous. 

As for ESS coordinators, they will bear the risks of energy price volatility. With the increasing 

penetration of renewable resources, such as rooftop PV generation [39], greenhouse gas emissions can 

be reduced. However, renewable resources are difficult to operate reliably due to their intermittent and 

unstable features [40]. Thus, the ESS is employed to smooth the spatial and temporal imbalance between 

the energy demand and renewable energy generation. Nevertheless, the investment costs of ESS are 

substantial, and the costs are entirely borne by the end-users. Furthermore, because of the random usage 

patterns of different residents, the utilization of the residential ESS is inefficient. To this end, the concept 

of energy storage sharing is introduced where the centrally controlled ESS by the ESS coordinator can 

provide storage services to the end-users as if they were using the behind-the-meter ESS. However, the 

ESS coordinator will bear the risk of price fluctuation that the prosumers would otherwise have 

encountered if they were using the self-built ESS.  

As for EVCSs, they might incur losses from selling at too high a price that is unattractive to the EV 

users or selling at too low a price, which results in losing profits for the EVCSs that EVs would otherwise 

have been willing to pay. Moreover, the low charging price set by EVCSs has a side effect, i.e., potential 

long queueing length, which might increase the risks of PDN and TN congestion. To be specific, EVs 

are believed to have the promising potential to reduce greenhouse gas emissions and urban air pollution 

if EVs are charged with renewable energy [41, 42]. As a result, EVs are burgeoning to gradually replace 

GVs [43]. Under this context, the synergistic effect of PDNs and TNs has become an emerging topic to 

discuss [44, 45]. To be specific, the growth of EVs will increase the EV traffic flow in TN. Then, the 

increasing EV traffic flow will increase the charging demand at the EVCSs, and the increased charging 

demand at EVCSs will further affect the operation of PDN. To this end, the increasing penetration of 

EVs can pose a potential impact on the security and stability of the PDN [44]. Additionally, the 

substitution of GVs with EVs might induce two types of potential risks for TN [45]. First, EVCSs are 

usually constructed on prosperous roads to obtain more traffic capture, but the attraction of the additional 

EV flow will worsen the traffic condition. Second, the charging behavior of EV users might cause long 
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queueing lengths within certain EVCSs. Hence, the EVCS plays an important role in guiding EV users' 

charging selection decisions through pricing strategy to mitigate the above-mentioned issues. 

1.3.2 Risks for the Demand Side 

Next, the risks that occurred on the demand side in the new energy market will be explained. As for 

consumers, they might incur financial risks and physical risks. For financial risks, consumers might 

encounter high energy prices when there are energy shortages or high demand for energy. As a result, the 

energy costs of consumers are increased, and the utility of consumers will reduce. As for physical risks, 

consumers might incur insufficient energy supply in the energy market when there is high energy demand, 

or there is a power outage. Consequently, curtailment of energy consumption might occur, which is also 

detrimental to the level of satisfaction of consumers with energy consumption.   

As for prosumers, they will incur risks of expensive initial costs of DERs during the sharing process, 

with consumers being the ‘free-riders’ if the sharing process is modeled as a trading process. For example, 

[46, 47] modeled energy sharing as an energy trading process. In such a trading process, the pure 

consumers could participate and benefit from the sharing economy by purchasing electricity at a 

relatively low price [48]. However, they made less contribution toward energy sharing. It would result in 

the end-users being less incentivized to invest in DERs. As a result, prosumers will bear the risks of high 

investment costs on DERs themselves. Consequently, the development of the DERs could be hindered. 

Moreover, prosumers will encounter high risks due to the fluctuating sharing price if they directly 

participate in the sharing market in which the pricing mechanism is either non-cooperative game clearing 

or auction-based clearing. This is because prosumers normally lack the expertise of risk-hedging. 

As for EV users, they will encounter financial risks, time risks, and physical risks. For financial risks, 

EV users might incur high charging costs when the price of the selected EVCS is high on average or 

when the charging demand for EVs is high. As for time risks, EV users might encounter risks of long 

traveling time on the road, long waiting time, and charging time at EVCSs due to the increasing 

penetration of EVs. Regards physical risks, two sub-categories of risks are discussed, i.e., the risk of 

insufficient SOC to arrive at the selected EVCS and the risks of EV battery degradation, etc. Thus, it is 

necessary to develop proper strategies to guide the charging/refueling of EV users to hedge those 

mentioned risks of EV users and increase EV user satisfaction.   

1.4 State-of-art Hedging Strategies 
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To date, the state-of-art risk hedging methods for the energy market can be mainly categorized into 

four types: 

 Financial tools: The first is financial tools, which are defined as the hedging tools that can increase 

the chances for market participants to either receive more net profits under certain risks or incur 

fewer risks under certain net profits [49]. Those financial tools include bilateral contracts, forward, 

swap, future, option contracts, etc. [50-53]. Take the bilateral contract as an example, the risks of 

demand fluctuation caused by the penetration of DERs normally happen at the distribution level. 

Although this type of risk will not cause tremendous losses for the electricity retailer, it happens 

more frequently. Normally, to hedge this type of risk, retailers can firstly sign bilateral contracts 

with the generation companies (GENCOs) to stabilize the electricity prices and cover the majority 

of the estimated demand [37]. Then, when overconsumption occurs, the retailer will compensate 

for the demand gap from the spot market at the real-time electricity price [36]. 

 ESSs: As for ESS, i.e., physical tools, energy storage like P2G and battery can be used to smooth 

the energy usage [54]. The benefits of the BESS have been well recognized in terms of generation 

backup, transmission alleviation voltage control, frequency regulation, etc. Apart from BESS, the 

P2G is also a promising ESS technology since the process of electricity-hydrogen conversion is 

carbon-free if electricity is from renewable energy [55, 56]. P2G devices can convert excess 

electricity into hydrogen through water electrolysis, and the energy is stored in the form of gas. 

Then, the gas can be converted back to electricity by the installed gas generators and fuel cells when 

needed [34]. Therefore, applying the P2G as an additional ESS can increase the flexibility of the 

integrated multi-carrier energy system and provide the customer with reliable services. 

 Demand response: It is defined as a change in the energy consumption of end-users to better match 

the energy demand with the supply [57]. There are mainly two types of DR strategies, namely, price-

based DR and incentive-based DR. For price-based DR, it is a type of DR strategy to incentivize 

the end-users to alter their load patterns according to the time-varying prices [58-61], such as time-

of-use rates, critical peak pricing, and real-time pricing. For incentive-based DR, it aims to 

maximize the benefits of retailers, which will increase by triggering an incentive price to influence 

end-user behaviors to change their demand consumption, such as [62-65]. For example, include 

direct load control, interruptible/curtailable rates, emergency DR programs, capacity market 
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programs, and demand bidding programs. 

 Pricing strategy: The pricing strategy can be utilized to incentivize end-users to alter their energy 

consumption patterns to ensure power system stability, including energy consumption amount and 

energy consumption location (charging station or retailer selection choice) [66]. As for developing 

pricing mechanisms, there are mainly two types of pricing strategies. The first type is based on the 

clearing scheme. In the existing literature, there are two commonly used clearing schemes. The first 

type of clearing is based on the noncooperative game, such as [67]. The second type of clearing is 

based on the auction, such as [68]. The second type of pricing strategy is that the retailer, ESS 

coordinator, or EVCS is responsible for formulating the price to realize the insulation between the 

end-users and the energy market [69-72]. For example, value-based pricing, competitive pricing, 

skimming pricing, cost-plus pricing, penetration pricing, dynamic pricing, etc. 

1.5  Research Problems 

However, existing literature that utilized financial tools, ESS, DR, or pricing strategies to hedge the 

risks of market participants in the new energy market remained several research problems to be addressed.  

As for literature that utilized financial tools, the application of only one type of financial tool relies 

heavily on the estimation of demand and prices. Based on the increasing penetration of DERs, demand 

and price variation will increase, which will cause greater difficulty in demand and price estimation. 

Therefore, a more estimation-invariant hedging tool is required. 

As for literature that utilized the ESS to hedge risks of demand and supply imbalance, the capital costs 

of the ESS are still expensive at this stage. To reduce the investment costs, the concept of energy storage 

sharing has been put forward. As a result, it is more economical for a group of prosumers to share the 

ESS invested and managed by the coordinator rather than investing in the self-built ESS [73, 74]. Thus, 

to adapt to the increasing trend of sharing economy, proper sharing mechanisms and relevant pricing 

strategies in an integrated energy system need to be developed to enhance the comprehensiveness of the 

sharing model. 

As for literature that utilized more than one financial tool or a combination of financial tools and ESS, 

the budget constraints on investment must be involved in the decision-making process. Since the budgets 

for investments are limited, efficient allocation of resources like financial tools and physical tools is 

necessary.  
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As for literature that used DR, when the DR aggregation becomes large, an improper DR strategy may 

cause infeasibilities in the system operation, such as voltage violation and thermal overloading problems, 

which jeopardize the security of the electricity services [75]. Therefore, it is improper to neglect the 

network constraints like [76, 77]. 

As for the pricing strategy proposed by some existing literature, they utilized the same sharing price 

for all end-users. It neglected that different end-users had different energy consumption profiles. 

Consequently, using the same price could not incentivize individual end-user. For example, in [28, 69, 

78], the same sharing price was formulated for all the prosumers, which was derived via the optimization 

process. Without applying a customized pricing strategy, end-users would not be willing to participate in 

the energy trading or sharing process. Moreover, most of them formulated the end-user decision-making 

strategy according to the expected utility of end-users, such as EV users, under the assumption that end 

users are rational, such as [79-81]. However, this assumption deviated from real-life decision-making 

due to the subjectivities of end-users. Hence, it is necessary to consider the irrationalities of end-users in 

formulating decision-making strategies. 

Furthermore, with the penetration of weather-related EEs, such as bushfires and ice storms, the supply 

shortage risks caused by the EEs at the transmission level are happening, which can cause huge losses to 

the retailer. However, references are lacking on risk-hedging strategies toward the risks caused by the 

EEs at the transmission level. To fully consider both supply shortage and demand fluctuation risks, more 

comprehensive risk-hedging strategies are needed for the retailer. 

Moreover, as one form of energy, hydrogen offers an opportunity for sector coupling between the 

electricity, gas, and transport sectors. According to [82], hydrogen is a versatile energy carrier that can 

be served as an input into a range of industrial processes. The application of hydrogen can enable deep 

decarbonization across the energy and industrial sectors. Hydrogen can also facilitate the transition to 

high penetration of intermittent renewable generation in the electricity network. However, the energy 

substitution effect between electricity demand and hydrogen demand is not well studied. Take the energy 

demand of EV users as an example, there exists an energy substitution between electricity and hydrogen 

for PH2EV, which is not investigated in existing charging/refueling navigation literature [83, 84]. Here, 

PH2EV that consumes either electricity or hydrogen can be served as a new promising type of EV to 

balance energy supplement duration and energy cost. In addition, PH2EVs can increase the flexibility 
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and alternatives of energy. It is important to incorporate the impact of energy substitution in energy 

purchasing strategy formulation so that the balance between energy cost and energy supplement duration 

can be obtained by purchasing the right amount of electricity and hydrogen. 

1.6 Contributions of this Thesis 

The increasing penetration of renewable energy generation and DERs has brought benefits to the new 

energy market. For example, it is environmentally friendly and cost-saving for end-users. However, due 

to the unstable and intermittent nature of renewable energy, such as solar and wind power, as well as the 

increasing energy demand, certain risks will occur, which is detrimental to the energy market participants. 

Hence, it is necessary to propose a relevant risk hedging strategy to hedge risks and ensure the utility of 

the market participants, which is the purpose of our thesis. In general, our model: 1) develops more 

estimation-invariant financial hedging tools to hedge the risk of increasing demand fluctuation caused 

by the penetration of DERs. 2) considers the budget constraint when utilizing a combination of financial 

tools and physical tools to hedge risks. 3) takes the subjectivity and bounded rationality of end-users into 

consideration when making the pricing strategy to better incentivize end-users to participate in the energy 

trading or sharing process. 4) incorporate new emerging trends like the burgeoning of extreme events 

and the increasing application of hydrogen into the model formulation.  

To be specific, the contribution of this research consists of developing a series of effective risk hedging 

tools and strategies for market participants in the new energy market, which are summarized as follows: 

 The applications of financial tools and physical tools (in chapters 3 and 4). 

a) By formulating the hedging tools consisting of a combination of financial tools and physical 

tools, the reliance on the prediction of the prices is avoided. 

b) Portfolio theory is applied, considering the budget limitations of the gas generator and the 

retailer, to determine the optimal weight of financial tools and physical tools to invest. 

 The implementation of the DR strategy (in chapters 5 and 6) 

a) A rigorous incentive-based DR mechanism based on both call and put options is 

implemented to shift the charging/discharging profile (consumption pattern) of the EV 

aggregator (EVA), who manages the EVs (chapter 5). 

b) The proposed price-based DR strategy of the DR aggregator, i.e., a single entity that manages 

the aggregation of the controllable residential loads, can fully consider operational 
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constraints of the power systems without obtaining full information on the electricity 

network (chapter 6). 

 The pricing strategy in the electricity market (in chapters 7 and 8) 

a) A dynamic pricing strategy, considering the competition relationship between EVCSs, is 

proposed based on a coupled PDN and TN to maximize the net charging profit of the EVCS. 

Under this pricing strategy, more charging demand can be attracted. Additionally, the 

proposed pricing strategy can achieve spatial load shifting by incentivizing EV users to alter 

their station-selection decision to avoid congestion of the electricity network (chapter 7). 

b) A two-stage pricing model for energy storage sharing has been presented based on the 

clustering of different load patterns. In the proposed model, the price structure and the price 

level for capacity sharing are jointly optimized. Moreover, novel concepts of bulk capacity 

borrowing and discount sensitivity are introduced to model individualized pricing for the 

first time (chapter 8). 

 The pricing strategy in the hybrid energy market (in chapters 9 and 10) 

a) Two pricing strategies have been proposed to increase the total net profits of the coordinator 

and the willingness of the prosumers to participate in the capacity and energy sharing process. 

In addition, a novel business model of credit-based sharing has been proposed to integrate 

both capacity sharing and energy sharing (chapter 9).  

b) A tri-level pricing strategy for IEHSs is formulated considering the integration among EVs, 

IEHSs, and both the PDN and GN. In this pricing strategy, the temporal shift of EVs within 

one IEHS and the spatial shift of EVs among multiple IEHSs are modeled. To ensure the 

effectiveness of the pricing strategy in guiding EV behaviors, the bounded rationality of EVs 

in station selection is rigorously modeled based on the cognitive hierarchy (CH) theory 

(chapter 10). 

1.7  Thesis Outlines 

The thesis is divided into twelve chapters. The first chapter is the introduction, which introduces the 

basic concepts and preliminaries of this research. Chapter 2 is the literature review part. Chapter 3 focuses 

on the application of financial tools and physical tools within three types of markets, i.e., the financial 

market, the ancillary market, and the spot market. Chapter 4 focuses on the application of financial tools 
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and physical tools under the circumstance where increasing penetration of EEs caused by climate change 

will further augment the demand-supply imbalance. Chapter 5 focuses on an option-based DR strategy 

to mitigate the demand-supply imbalance and save energy costs for both retailers and the aggregator who 

manages EVs. Chapter 6 focuses on utilizing price-based DR aggregation with the operating envelope 

framework based on the representative signals produced by the DNO in the context of the big data era. 

Chapter 7 focuses on proposing a dynamic pricing strategy for EVCSs to facilitate EVCSs to earn higher 

profits while alleviating the potential negative impacts on both PDN and TN, considering the 

responsiveness of aggregated demand towards charging price. Chapter 8 focuses on proposing an 

individualized pricing strategy that can facilitate the coordinator to capture the most considerable 

possible net profits through price discrimination based on discount sensitivity in the electricity market. 

Chapter 9 focuses on proposing a credit-based pricing strategy for hydrogen and electricity energy 

storage sharing in a hybrid energy market. Chapter 10 focuses on proposing a tri-level dynamic pricing 

strategy for IEHSs to guide the charging/refueling decisions of EVs and ensure the operation of IEHSs, 

PDN, and GN in a hybrid energy market, considering the bounded rationality of EV users.  

 Chapter 2- Literature review  

This chapter introduces the definition related to risks occurred in the energy market. Next, 

research works relating to risk hedging strategies applied to hedge risks like demand-supply 

imbalance, operational risks, energy price fluctuation, etc., are categorized into four main types, 

namely, the application of financial tools, physical tools, DR, and pricing strategies.  

 Chapter 3- Risk hedging for gas power generation considering power-to-gas energy storage 

in three different electricity markets 

This chapter proposes a portfolio strategy for gas generators to earn profits and hedge risks in 

three different electricity markets, namely, the spot, the ancillary, and the financial markets. The 

presented approach is to apply energy storage and financial derivatives to hedge the market risks 

of gas generators, including short put option and short call option, and the option value deduction 

process is also involved. To be specific, the concept of the binomial tree has been brought up to 

deduct the option value. The purpose is to calculate the premium of the option in the financial 

markets.  

 Chapter 4- Risk hedging strategies for electricity retailers using insurance and strangle 
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weather derivatives  

This chapter proposes a hedging strategy, besides the normal bilateral contract, including 

insurance, the strangle weather derivatives, and the energy storage system, to hedge the risks at 

both the transmission and distribution levels. To be specific, at the transmission level, a rigorous 

risk-hedging model based on insurance is proposed for the retailer to hedge the risks. In this 

chapter, an economic adjusting index is introduced to represent the different risk aversion levels 

of the retailer toward the low probability but high loss events, i.e., the EEs. At the distribution 

level, a risk management strategy based on the strangle weather derivatives and ESS is designed 

for the retailer to hedge the risks. Moreover, the proposed model offers a guide for choosing 

diverse forms of hedging portfolios (a set of hedging tools) for retailers under different budget 

constraints. 

 Chapter 5- Demand response of electrical vehicle aggregator using financial hedges: options 

This chapter proposes an option-based DR strategy to mitigate the demand-supply imbalance and 

save energy costs for both retailers and the aggregator who manages the EVs. To incentivize the 

EV owners to participate in DR programs, a clustering-based Nucleolus method is proposed to 

obtain the optimal cost saving allocation among end-users and ensure the satisfaction of the end 

users. Furthermore, the time to find the nucleoli can be shortened via the clustering technique 

and the nested linear program. 

 Chapter 6- Demand response aggregation with operating envelope based on data-driven 

state estimation and sensitivity function signals 

This chapter proposes a price-based DR aggregation with the operating envelope framework 

based on the representative signals produced by the DNO in the context of the big data era. The 

DNO provides representative signals, including real-time state estimation and sensitivity 

functions, to the DR aggregators based on the proposed Semi-supervised Coupled Generative 

Adversarial Imputation Network (SC-GAIN) and big data analysis. The DR aggregators can 

realize the secure and efficient real-time dispatch of the controllable loads based on the received 

signals. 

 Chapter 7- Pricing for electric vehicle charging stations based on the responsiveness of 

demand 
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This chapter proposes a dynamic pricing strategy for EVCSs to facilitate EVCSs to earn higher 

profits while alleviating the potential negative impacts on both PDN and TN. First, a pricing 

strategy, considering the competition effect established based on the TN, is formulated to 

facilitate the EVCS to attract the defined competitive charging demand. Second, a two-step 

approach is proposed to mathematically formulate the responsiveness of demand towards the 

charging price. Third, EV user behaviors are incorporated based on both an admission control 

scheme and a queueing model to further adjust the charging demand. 

 Chapter 8- Individualized pricing of energy storage sharing based on discount sensitivity 

This chapter proposes a two-stage pricing mechanism between the coordinator who operates the 

shared energy storage and the prosumers who are borrowing the shared capacity from the 

coordinator. Individualized pricing is derived via the two-stage pricing process. It is a pricing 

strategy that can facilitate the coordinator to capture the most considerable possible net profits 

through price discrimination. First, prosumers are clustered into different groups using the data-

driven approach. Then, novel concepts of bulk capacity borrowing and discount sensitivity are 

introduced to model the individualized pricing for the first time. As a result, the price structures 

and the price levels can be jointly optimized.  

 Chapter 9-Credit-based pricing and planning strategies for hydrogen and electricity energy 

storage sharing 

This chapter proposes a two-stage credit-based sharing model between the coordinator who 

manages the shared ESS and the prosumers who borrow the capacity and energy from the 

coordinator. Both capacity and energy sharing are integrated via the proposed credit-based 

sharing model. As for energy sharing, two forms of energy are considered: electricity and 

hydrogen. In addition, both cost-based and demand-based pricing strategies are introduced to 

customize the sharing prices so that the coordinator can obtain larger net profits and the 

prosumers can reduce their energy purchase costs. 

 Chapter 10-Pricing strategy for energy supplement services of hybrid electric vehicles 

considering bounded-rationality and energy substitution effect 

This chapter proposes a dynamic pricing strategy for IEHSs to guide the charging/refueling 

decisions of EVs and ensure the operation of IEHSs, PDN, and GN. First, a tri-level dynamic 
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pricing strategy is proposed considering the interactions among EVs, IEHSs, and both PDN and 

GN. Second, the bounded rationality of EVs in station selection is modeled based on the cognitive 

theory. Third, energy substitution for PH2EVs between electricity charging and hydrogen 

refueling is analyzed. 

 Chapter 11-Conclusion and future works 

The concluding remarks and future works are given in this chapter 
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2. LITERATURE REVIEW 

The market participants, such as the generator, the retailer, the end-users, etc., will encounter various 

risks in the energy market. Those risks include energy demand-supply imbalance, energy price 

fluctuation, the uncertainty of end-user behavior, unexpected weather-related extreme events, etc. With 

the penetration of renewable energy generation and the DERs, the energy demand-supply imbalance is 

more severe. Consequentially, risks of energy price volatility will be exacerbated. As a result, it is 

necessary to come up with effective and proper risk hedging strategies to hedge the risks of market 

participants and ensure their utility. A thorough literature review has been undertaken to understand the 

existing academic research works and industrial practices and to better identify potential research gaps.  

2.1 Risk Hedging Strategy for Energy Suppliers in the Wholesale Market  

Based on an increased focus on the reduction of greenhouse gases and detrimental gas emissions, as 

well as on the fast response ability of natural gas generators, the use of natural gas to generate electricity 

has become pervasive [28-32]. Hence, research on the gas generator has been focused. In some countries 

such as China and Australia, coal power generation serves the baseload, while natural gas generators are 

used primarily for peak hours when electricity prices are high or fast response regulation is required. 

2.1.1 Risks Encountered by the Energy Generator 

However, the operation process of the gas generator incurs high risks because gas generators generate 

electricity only when electricity prices are high. Therefore, as a type of thermal power generation (i.e., 

power generation process in which heat energy is converted into electricity), natural-gas-fired power 

generation requires a relatively high Levelized cost of energy (LCOE) compared to coal-fired power 

generation. LCOE is defined as the average price per unit output required for a plant to break even over 

its operating lifetime [33]. Therefore, in the bid-to-sell process, gas generators will bid at prices higher 

than their LCOEs, making them much more likely to fail in bidding compared to coal-fired generators. 

As a result, gas generators cannot sell sufficient electricity, and significant risks are incurred. Although 

gas generators incur the risk of being unable to succeed in the bid, they still have a promising future. This 

is because natural-gas-fired power generation plays a critical role in converting gas back into electricity 

and selling energy in electricity markets. Based on emerging P2G technology, renewable energy could 

be stored economically on a large scale in the form of natural gas [34]. Because gas generators play an 

important role in power systems, it is necessary to implement certain hedging tools to reduce the risks 
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associated with these generators. 

2.1.2 Risk Hedging Strategy for the Energy Generator 

In the literature, to maximize profits and hedge risks, financial derivatives were used by gas generators 

in [50]. These derivatives comprise forward contracts, futures, swaps, options, etc. [51]. It is common 

for the gas generator to use a bilateral contract or the future and forward contract to hedge risks [85]. Ref. 

[52] described a method to measure and manage the market risks by utilizing the future contract, and it 

also proposes the stochastic optimization techniques to price the derivatives. Ref. [86] studied the 

relationship between energy and stock prices in Asia. As a result, the discovered relation can hedge 

energy risks. Ref. [53] utilized real options to highlight the flexibility value of the demand response under 

both operational and planning uncertainties. Simulation results showed that both the short-run and long-

run risks had been hedged. However, they only utilize financial tools to hedge risks. As for Ref. [87], 

both physical and financial tools were used to hedge risks arising from the profit variation and the spot 

price uncertainty in bilateral markets, and the risk assessment methods are evaluated in detail.  

Physical tools like P2G will have a promising future due to the following two aspects of reasons. First, 

the energy storage costs of the P2G is relatively low compared to other energy storage device like the 

battery. And it is suitable for the gas generator to use the P2G device to store energy. Second, the use of 

P2G can increase the flexibility and alternatives of energy. Ref. [88] examined the economic feasibility 

of pipe storage, and it also considered the study of the cost-effectiveness of P2G to store the H2 and 

renewable methane. In [89], P2G was utilized to convert waste energy to natural gas. In this literature, 

day-ahead scheduling and gas load management have been examined to minimize the consumption costs 

of the users. Ref. [90] emphasized the benefits of using a P2G device. By using the P2G, the load 

curtailment can be reduced, and the use of renewable energies can be increased. Simulation results have 

shown that the wind and solar capacity can be reduced by around 23%, and the load curtailment can be 

reduced by 87%. In [34], quantitative studies have been added to evaluate the economically operational 

aspects of P2G. In addition, the case of the Great Britain system has been analyzed to indicate the benefits 

of using P2G. As for [91], the concept of a combined P2G and gas-fired power plant (GFPP) system was 

proposed to achieve CO2 emission reduction and the utilization of renewable energy. Simulation results 

showed that the proposed system could increase the utilization of surplus renewable energy to 30% and 

reduce more emissions of CO2 than the traditional operation system. Ref. [92] proposed a coordinated 
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bidding strategy for wind farms and P2G facilities. Simulation results indicated that profits of both the 

wind farm and the P2G facilities could be increased by using the proposed bidding strategy. In [93], a 

scenario-based stochastic decision-making model was proposed to facilitate the operation of both the 

natural gas generating unit (NGG) and P2G conversion facilities. The effectiveness of the proposed 

model was verified based on case studies in the Pennsylvania, New Jersey, and Maryland markets. Ref. 

[94] proposed a maximum production point tracking (MPPT) strategy to enhance the performance of 

HT-P2G. Simulation results indicated that the proposed strategy can improve the conversion efficiency 

and the loading capacity which is beneficial for the HT-P2G in the long term.  

Due to the limitation of the investment budgets, the gas generator should determine the optimal 

proportion of the different financial tools or physical tools to invest in. In [95], the portfolio theory was 

used to find out the optimal energy storage management. The optimal portfolio is where the utility curve 

tangents to the efficient frontier, which is the set of optimal portfolios that provide the highest expected 

return for a given level of risk or the lowest risk for a given level of expected return. In [96], the mean-

variance theory was also used to decide the optimal weight for energy and ancillary markets. Ref. [97] 

proposed an adapted power portfolio strategy to optimize the profit per unit of risk of the aggregator. 

Simulation results showed that financial risk had been reduced while the robustness to uncertainties has 

been increased. Ref. [98] proposed a combined economic-degradation model to enhance the profits of 

the distributed energy storage plants by considering the multi-service portfolio of energy storage. Case 

studies showed that the long-run revenues can be guaranteed due to lengthier storage life span. 

2.1.3 Research Gaps 

There are still three issues that remain unaddressed. The research gaps could be summarized in three 

aspects. First, the risk hedging strategy for gas generators lacks a careful consideration of the energy 

market and the financial market. For the energy market, the spot market and the ancillary market should 

be examined as well. Ref. [99] investigated the risk hedging of the hydropower plants. Model efficiency 

on risk hedging has been tested via simulation in the Brazilian market. However, the model only 

considered the spot market in the traditional power system. Similar to [99], Ref. [100] proposed a 

decentralized and interdependent risk hedging model that includes both the coordination optimization 

model and the risk-aware optimal power flow model. However, only the traditional power system 

modeling is considered, whereas the energy market operation analysis is lacking.  
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Second, both financial and physical tools need to be combined with hedging risks and ensuring the 

profits of the gas generator. Financial tools like forward, options, and swaps are common financial 

derivatives to hedge risks. As for physical tools, energy storage like P2G and battery can be used to 

smooth the energy usage. Ref. [101] used the forward contract to hedge the risks of end-users on fuels 

and electricity purchasing. A forward contract has been used to determine the energy amount and price 

in a future transaction. For [102], it utilized exotic options to hedge both the price and quantity risks of 

the power generator. It is an option that includes a variety of options and other financial derivatives. 

However, physical tools are lacking, which will limit the application of the derivatives. This is because 

options like short put and short call require the energy storage to make a price difference gain. In [103], 

mean-variance portfolio theory has been used to allocate the proportion of the energy storage into each 

market, whereas only physical tools are used to hedge risks.  

Third, budget constraints on investment have to be involved in the decision-making process. Since the 

budgets for investments are limited, efficient allocation of resources like financial tools and physical 

tools is necessary. Regarding [102], the proposed exotic option included an infinite collection of 

derivatives, which is unrealistic and not applicable to the real-world case. To test the model efficiency, 

constraints like budget limitation should be considered. Thus, proper models and theories have to be used 

to determine the optimal proportion of the tools. All three types of markets need to be examined to 

provide a more comprehensive analysis of the effectiveness of the financial and physical tools used by 

the gas generator. In addition, the bidding process should be considered in both the energy spot market 

and the ancillary market [104].  

2.2 Risk Hedging Strategy for the Energy Retailer in the Retail Market 

2.2.1 Risks Encountered by the Energy Retailer 

With the penetration of DERs, greenhouse gas emission has been substantially reduced [35]. However, 

the incorporation of DERs will lead to a large-scale demand fluctuation. As a result, an imbalance of 

demand and supply might occur [36]. The risks of demand fluctuation caused by the penetration of DERs 

normally happen at the distribution level. Although this type of risk will not cause tremendous losses for 

the electricity retailer, it happens more frequently. Normally, to hedge this type of risk, retailers can first 

sign bilateral contracts with generation companies (GENCOs) to stabilize the electricity prices and cover 

majority of the estimated demand [37]. Then, when overconsumption occurs, the retailer will compensate 
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for the demand gap from the spot market at the real-time electricity price [36]. Furthermore, the increase 

of EEs caused by climate change will further augment the demand-supply imbalance. EEs like bushfires 

and ice storms can lead to huge damage to power transmission lines and towers, which will make the 

retailers unable to satisfy the demand requirements [36, 38]. The risks caused by EEs normally occur at 

the transmission level. Although the occurrence of this type of risk is rare, the damages are tremendous. 

Studies on the risk hedging strategy of this type of risk from the perspective of energy retailers are lacking. 

It can be found that energy retailers incur risks at both the transmission and distribution levels. Therefore, 

more appropriate risk hedging strategies should be developed for retailers to hedge both types of risks. 

Additionally, the impact of DERs and EEs should be incorporated as well. 

2.2.2 Risk Hedging Strategy for the Energy Retailer  

In the literature, risk hedging strategies relating to both the transmission level and the distribution level 

are discussed. For the risks of the transmission level, most of the existing literature hedged the risks from 

the perspectives of the system planner, the power generators, and the electricity retailers. For literature 

from the perspective of the system planner, system stability and security problems were focused on. For 

example, ref. [105] proposed a data-based robust optimization model for the system planner to enhance 

the electric-gas systems against sequential extreme weather events. The system state was adjusted 

immediately after each occurrence of extreme weather events to minimize the costs of the system. Ref. 

[106] established a rare association rule learning system for the system planner for the long-term 

prediction of the weather-related EEs to identify the spatial and temporal distribution of the system 

security weakness. An ensemble system was formulated to assess continuous and discrete environmental-

input features separately. From the viewpoint of the power generators, literature studied the methodology 

to hedge the financial risks of demand volatility and price fluctuation. For example, ref. [107] proposed 

a methodology for the power generator to forecast the density of the long-term peak electricity demand 

under the impact of extreme weather. A semi-parametric additive model was used to estimate the 

relationship between the electricity demand and the driver variables, including temperature and economic 

variables, etc. Simulation results showed that the financial risks of demand volatility could be evaluated 

and hedged. Ref. [102] designed a power option for the power generator to hedge price-quantity risk in 

a competitive electricity market. Results showed that the proposed option could address the problem of 

lacking liquidity in the current bilateral electricity trading scheme. For literature focusing on risk-hedging 
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strategies for the electricity retailer, ref. [108] proposed a deviation mutual insurance mechanism to 

reduce the energy deviation settlement costs of the retailer through contract transfer. Simulation results 

indicated that the deviation between energy consumption and energy contracts could be reduced. 

However, references that focus on the transmission risk-hedging strategy from the perspective of the 

retailer are rare. 

For the risks of the distribution level, most of the existing literature hedged the risks from the 

perspective of the end-users and electricity retailers. From the perspective of the end-users, references 

mainly studied the method to reduce energy costs. For example, ref. [109] proposed a real-time price-

based demand response management model for heat and power consumers to hedge real-time price risks. 

The price uncertainty was considered via robust optimization to minimize worst-case heat and electricity 

purchase costs. Numerical results showed that the energy costs of the end-users could be minimized 

considering the uncertainty of the electricity prices. Ref. [110] formulated a two-stage stochastic 

decision-making methodology that enables end-users to decide the optimal energy procurement under 

the uncertainty of electricity price and renewable supply to reduce energy purchasing costs. Ref. [111] 

constructed a grand energy coalition for the end-users based on cooperative game theory to optimize the 

ESS operation. Case studies showed that the energy coalition could reduce the variability of the load 

profile and energy purchase costs. In addition, the allocation of the cost savings from cooperative energy 

storage operations could incentivize the end-users to stay in the grand coalition. From the perspective of 

the retailers, most references focused on the risk-hedging strategies for mitigating demand and price 

fluctuation. For example, ref. [112] designed an optimal demand response call option for the retailer to 

hedge the risks of demand-supply imbalance caused by renewable resources. The retailer could exercise 

the call option to conduct load curtailment when there was a high chance of peak load. Results showed 

that optimal social welfare could be obtained. Ref. [113] proposed an integrated model to estimate the 

profitability of retailers with responsive end-users. The model was designed to identify the demand 

responsiveness impact of the end-users on the spot prices based on their price elasticity. It provided 

insights to quantify the effect of demand response and risk reduction of the retailers. Ref. [114] proposed 

three new designs of demand response programs based on the robust optimization approach to minimize 

the energy procurement costs of the retailer. Ref. [115] modeled the financial risks of market price 

uncertainty using expected downside risks to configure the forward contract portfolio and determine the 
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selling price. Ref. [116] ensured a risk-constrained payoff for the retailer based on varied bilateral 

quantities and associated prices. Risks are quantified via the risk-adjusted recovery on capital. Simulation 

results showed that the proposed method could ensure a risk-constrained payoff for the retailer. 

2.2.3 Research Gaps 

However, there are still four aspects of issues that remain unaddressed by the existing literature. First, 

the current risk-hedging strategy for the retailer is incomplete. First, most of the references studied the 

risk-hedging strategies for retailers at the distribution level to mitigate demand fluctuation, such as [112, 

113]. With the penetration of weather-related EEs, the supply shortage risks caused by the EEs at the 

transmission level is happening, which can cause huge losses to the retailer. However, references are 

lacking on risk-hedging strategies toward the risks caused by the EEs at the transmission level. To fully 

consider both supply shortage and demand fluctuation risks, more comprehensive risk-hedging strategies 

are needed for the retailer.  

Second, since the EEs are of extremely low probability but tremendous damages, the total loss value 

predicted would be smaller, such as [117]. As a result, the retailer would pay a smaller amount of 

insurance premium to cover the total loss value predicted. However, a lower amount of insurance 

premium would lead to a higher amount of insurance excess. Consequently, the retailer was unable to 

claim monetary compensation back even when there were damages caused by the EEs. To enhance the 

hedging effectiveness of the insurance, a proper risk valuation method must be developed to incorporate 

the risk preference of the retailer and facilitate the retailer to predict the total loss value and pay the right 

amount of insurance premium for the right insurance contract.  

Third, the existing risk-hedging methods rely heavily on the prediction of the electricity price, such as 

[36, 37, 118]. As a result, when the predictions of the electricity price are inaccurate, the effectiveness 

of the hedging tools is compromised. Hence, a more price-irrelevant financial tool is needed to reduce 

the reliance of the retailer on the prediction of the price level.  

Fourth, the retailer has a limited capital investment for risk-hedging strategies in real practice. 

However, the existing literature failed to consider the investment budget constraints of the retailer, such 

as [108, 112, 113], neglect of which will lead to impractical hedging tool portfolio decisions. Thus, it is 

necessary to incorporate the influence of budget restrictions. 

2.3 Risk Hedging Strategy for the EVCS in the Retail Market 



 

27 

 

2.3.1 Risks Encountered by the EVCS 

EVs are believed to have the promising potential to reduce greenhouse gas emissions and urban air 

pollution if EVs are charged with renewable energy [41, 42]. As a result, EVs are burgeoning to gradually 

replace GVs [43]. Under this context, the synergistic effect of PDNs and TNs has become an emerging 

topic to discuss [44, 45]. To be specific, the growth of EVs will increase the EV traffic flow in TN. Then, 

the increasing EV traffic flow will increase the charging demand at EVCSs, and the increased charging 

demand at EVCSs will further affect the operation of PDN. To this end, the increasing penetration of 

EVs can pose a potential impact on the security and stability of the PDN [44]. Additionally, the 

substitution of GVs with EVs might induce two types of potential risks for TN [45]. First, EVCSs are 

usually constructed on prosperous roads to obtain more traffic capture, but the attraction of the additional 

EV flow will worsen the traffic condition. Second, the charging behavior of EV users might cause long 

queueing lengths within certain EVCSs. Hence, the EVCS plays an important role in guiding EV users' 

charging selection decisions through pricing strategy to mitigate the above-mentioned issues. 

2.3.2 Risk Hedging Strategy for the EVCS  

The pricing strategy of the EVCS is investigated in the literature. However, in some of the existing 

references [119, 120], EVCSs simply applied the DLMP as the charging price. Although DLMP has the 

advantage of stimulating EV loads to maintain the voltage, current, and power flow within acceptable 

limits and alleviate the congestion of PDN, using the DLMP can only cover the marginal costs of EVCSs. 

Thus, it fails to facilitate the EVCSs to gain higher profits. In practice, EVCSs are self-interested [121]. 

Hence, EVCSs can formulate their own pricing strategies to not only cover the cost of EVCSs but also 

gain higher profits. For example, in [122], a dynamic pricing strategy for EVCSs was proposed to 

maximize their charging profit under a realistic environment where various types of EVs were considered. 

An algorithm based on the price elasticity of EVs was developed to find the parameters required for 

charging management, including information like EV arrival, renewable energy output, price of 

electricity, etc. Simulation results proved that the proposed pricing strategy could achieve close-to-

optimal performance for EVCSs. In [123], a combinatorial online pricing strategy was presented via a 

reward-based model to increase the charging profit and prevent power outages. In such a strategy, EVCSs 

were incentivized by the utility on their contribution to charging load shifting. Results showed that the 

charging profit of the EVCS was enhanced. In [121], an optimal charging price strategy was proposed 
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considering the interdependent operation of both PDN and TN to maximize the charging profit of the 

EVCS. To incorporate the circumstance of increasing competition among EVCSs, an optimal pricing 

strategy for the EVCS was proposed in [124] to maximize the charging profit in both monopoly and 

duopoly markets, in which the charging service was offered by one EVCS and two EVCSs, respectively. 

Similarly, in [125], the competition between EVCSs was considered to maximize the charging profit. In 

[125], the pricing strategy was proposed based on a multileader-multifollower Stackelberg game model. 

In this model, the EVCS optimized the charging price according to the prediction of the EVCS selection 

decision of EV users and the pricing decision of other EVCSs. Some references not only aimed to 

maximize charging profit but also aimed to enhance customer satisfaction or PDN stability via pricing 

strategy. For example, in [126], a stochastic dynamic pricing and energy management policy for the 

EVCS was proposed to balance the competing objectives of profitability enhancement, customer 

satisfaction assurance, and PDN security. In [127], an online pricing scheme for the EVCS was 

formulated, considering both the EV driver behaviors in EVCS selection and the EVCS behavior in 

charging service management. Results showed that both customer satisfaction and EVCS profitability 

could be enhanced. 

Apart from increasing charging profit, in some references, the pricing strategy could enhance the QoS 

at the EVCS. In [128], an optimal pricing scheme was designed to reduce the service dropping rate of 

the EVCS based on the queueing network that had multiple services and heterogeneous service rates. 

The relationship between the dropping rate and the station-selection decision of EV users was formulated 

to minimize the number of EVs leaving the EVCS. In [129], a scheduled flat-rate pricing policy was 

formulated considering different battery sizes and the charging services EV users choose (i.e., DC or AC) 

to reduce the waiting time of the EV users in the queue. In this policy, EV users were deterred from 

charging more than an energy threshold, hence reducing the load and waiting time at the EVCS. In [130], 

a coordinated dynamic pricing model was proposed to minimize the waiting time of EV users at the 

EVCS via inspiring the temporal EV load shifting during evening peak load hours. A heuristic solution 

was introduced to minimize the overlap between EV users and residential peak load periods. As an 

improvement, [131] not only ensured the QoS at the EVCS via the proposed pricing strategy but also 

preserved the smart grid stability. In [131], peak load management (PLM) was presented to schedule EV 

charging or discharging processes based on the available information acquired via smart communication 
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technology and equipment, such as roadside units. As a result, the system stability in terms of peak load 

reduction and the EV satisfaction in terms of power requested with reduced waiting time was ensured. 

2.3.3 Research Gaps 

However, there are still three issues that remain unaddressed in the existing literature. First, although 

[124, 125] analyzed the competition among EVCSs based on a Stackelberg game model, the relationship 

between the TN and the price competition is ignored. In practice, the competition among EVCSs is 

established based on the TN. For example, when the EVCSs are close to each other, the competition 

between them might become intense. On the contrary, when the EVCSs are far from each other, the 

competition between them might become less intense. If two EVCSs are not related to each other in TN 

through traffic flow, they do not have a competitive relationship. Hence, the competition model in the 

literature, such as [124, 125], may overestimate the competition degree.  

Second, in some of the existing literature [120, 132, 133], the pricing strategy of the EVCS is 

formulated based on the demand responsiveness of individual EV users towards the charging price. For 

example, in [132], the pricing strategy is formulated by solving each EV decision problem based on 

travel time and charge cost minimization. Similarly, the pricing strategy of [133] utilized a congestion 

game to model the route-selection and station-selection behavior of each EV to minimize the travel 

duration and energy consumption costs. However, this type of pricing strategy formulated from the 

microscopic view of individual EV users showing the response of EVs towards the charging price is 

problematic in two aspects. First, the computational complexity of the pricing optimization of these 

references will increase significantly as the number of EVs increases. Despite using the clustering method, 

it might still be computational complex to optimize the detailed EV charging behavior of each cluster. 

Second, it is almost impossible for EVCSs to have access to real-time or future data related to traffic 

flow conditions, SOC of individual EVs, and the traveling plan of individual EVs. Hence, the pricing 

strategy of [120, 132, 133] can only be applied to day-ahead pricing or long-term pricing where the 

energy price is pre-determined using historical data. As a result, it is more computationally efficient to 

formulate a pricing strategy for the EVCS from a more macroscopic view by considering the total 

demand responsiveness towards the charging price. There are research articles modeling the pricing 

strategy of EVCSs from an aggregated viewpoint by considering the aggregated charging demand, such 

as [121]. However, it is assumed in [121] that the total charging demand was inelastic to the charging 
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price, which is obviously inappropriate. As an improvement, in [43], price elasticity was utilized to 

analyze the relationship between the charging price and the total charging demand. However, it should 

be noted that the queueing length at the EVCSs can also influence demand responsiveness. Therefore, 

the balance between charging price, total charging demand, and queueing length needs to be further 

investigated.  

Third, the impact of the queueing length on EV users' charging behaviors is not investigated [134]. 

EVs normally will need to queue before connecting to a plug during peak charging periods. However, 

the EV may leave the queue due to impatience when the queueing length is too long, which will reduce 

the QoS of the charging station and EV satisfaction. Hence, to increase the effectiveness of the 

formulated pricing strategy, it is necessary to investigate the behaviors of EVs towards the queueing 

length.  

Table 2.1 is added to summarize the pricing strategies in the literature as well as the proposed pricing 

strategy from five main aspects, namely, the modeling of PDN, the modeling of TN, the competition 

between EVCSs, the modeling of EV behaviors in station selection, routing, or charging process, and the 

charging demand responsiveness towards the charging price. Noted that demand responsiveness towards 

price means that the pricing strategy of EVCSs is formulated considering the demand responsiveness, 

which is further classified into four sub-aspects, i.e., the aggregated demand response, the individual 

demand response, the inelastic demand response, and the elastic demand response. 

TABLE 2.1. METHODS SUMMATION REGARDING THE PRICING STRATEGY  

 PDN TN 

Competition 

between 

EVCSs 

EV 

behaviors 

Demand responsiveness towards charging price 

Aggregated 

response 

Individual 

response 

Inelastic 

response 

Elastic 

response 

[3] - - - - √ - - √ 

[6] √ √ - - - - - - 

[7] √ √ - - - - - - 

[8] - - - - √ - √ - 

[10] √ - - - - - - - 

[11] - - √ - - - - - 

[12] - - √ - √ - - √ 

[13] √ - - - √ - - √ 

[14] √ - - √ - - - - 

[19] √ √ - - - √ - √ 

[20] √ √ - √ - √ - - 
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2.4 Risk Hedging Strategy for the Shared ESS Coordinator in the Energy Sharing or Energy 

Storage Sharing Market 

The installation of DERs, such as rooftop PVs, is promising in reducing greenhouse gas emissions 

[39]. However, the power generated by the DERs is intermittent, which will cause system stability and 

security issues [40]. Thus, the ESS is implemented to smooth the power generation. The benefits of the 

BESS have been well recognized in terms of generation backup, transmission alleviation, voltage control, 

frequency regulation, etc. Apart from BESS, the P2G is also a promising ESS technology since the 

process of electricity-hydrogen conversion is carbon-free if electricity is from renewable energy [55, 56]. 

P2G devices can convert excess electricity into hydrogen through water electrolysis, and the energy is 

stored in the form of gas. Then, the gas can be converted back to electricity by the installed gas generators 

and fuel cells when needed [34]. Therefore, applying the P2G as an additional ESS can increase the 

flexibility of the integrated multi-carrier energy system and provide the customer with reliable services.  

As one form of energy, hydrogen offers an opportunity for sector coupling between the electricity, gas, 

and transport sectors. According to [82], hydrogen is a versatile energy carrier that can be served as an 

input into a range of industrial processes. The application of hydrogen can enable deep decarbonization 

across the energy and industrial sectors. Hydrogen can also facilitate the transition to high penetration of 

intermittent renewable generation in the electricity network. Moreover, governments are putting more 

emphasis on the application of hydrogen. The Australian government formulates a series of development 

strategies for the hydrogen industry [82]. The National Hydrogen Roadmap report of the Commonwealth 

Scientific and Industrial Research Organization (CSIRO), Australia, states that the most significant near-

term opportunity is blending hydrogen into the existing natural gas network for heating systems in 

buildings [82]. With the advancement of the P2G technology in the future, excess renewable energy 

could be economically stored on a large scale in the form of gas (natural gas or hydrogen). 

However, the capital costs of the ESS are still expensive at this stage. To reduce the investment costs, 

the concept of energy storage sharing has been put forward. As a result, it is more economical for a group 

of prosumers to share the ESS invested and managed by the coordinator rather than investing in the self-

built ESS [73, 74].  

2.4.1 Risks Encountered by the Shared ESS Coordinator 

With the burgeoning of DERs, the energy demand-supply imbalance is becoming more server, which 

Proposed √ √ √ √ √ - - √ 
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might be detrimental to the sharing profit of the ESS coordinator. As a result, proper sharing mechanisms 

and relevant risk hedging strategies in an integrated energy system need to be developed to enhance the 

comprehensiveness of the sharing model and the utility of the ESS coordinator. 

2.4.2 Risk Hedging Strategy for the Shared ESS Coordinator  

In the literature, some references focused on the operation strategy in an energy-sharing market. For 

example, ref. [46] proposed a fair peer-to-peer energy sharing framework among the buildings within a 

community. A cost reduction ratio distribution model had been proposed to ensure the fairness of the 

sharing payments. Results showed that the energy costs of the buildings could be reduced, and the net 

demand profiles of the buildings were smoother and smaller. Ref. [135] developed a risk aversion energy 

sharing model based on a devised local energy market. Results showed that not only the energy costs of 

the prosumers could be reduced, but also the information security of the energy sharing process could be 

ensured via blockchain technology. Ref. [136] proposed a bi-level game-theoretic energy sharing model 

to determine the optimal sizing of the PV panels. Numerical results showed that the economic benefits 

of the PV prosumers could be improved. Ref. [137] constructed a grand energy coalition for energy 

sharing based on cooperative game theory, in which the financial incentives from energy sharing were 

fairly allocated among the prosumers via the Nucleolus method. Simulation results showed that the 

cooperative energy management had been scaled up from 15 players to 100 players.  

Apart from the operation strategy, some references investigated the pricing strategy in the energy 

sharing market. For example, ref. [138] proposed a pricing strategy for energy sharing in community 

microgrids based on the supply-demand ratio. Simulation results indicated that the electricity bill of the 

consumers was reduced by 12.4%, and the annual income of the prosumers was increased by £57. Ref. 

[72] proposed an optimal DERs sharing allocation and pricing strategy based on the welfare 

maximization model and game-theoretical model. Results showed that the welfare of both prosumers and 

consumers could be maximized in both models. Ref. [139] proposed an energy sharing and pricing 

strategy to deal with the market bidding problem of virtual energy stations in the multi-carrier energy 

system. Results showed that a win-win situation for all inner energy cells could be achieved. 

For literature focused on the operation strategy of capacity sharing, ref. [47] proposed the capacity 

sharing and operation game. Each agent determined two actions: the capacity trading and the day-ahead 

charging/discharging decision. It was found that by using the proposed model, both the energy costs and 
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the peak-to-average ratio could be decreased. Ref. [69] proposed a two-stage capacity sharing model 

between the coordinator and the prosumers. Numerical simulation indicated that the proposed two-stage 

model could reduce the costs of the users by 34.7% and the capacity invested by 54.3%. Ref. [140] 

proposed the combinatorial auction for resource sharing of energy storage. Resource like the capacity, 

energy, and charging/discharging power was purchased from the energy storage operator via the auction. 

The operator would determine the winner of the auction and the related payments. Simulation results 

showed that both the social welfare and computational efficiency could be enhanced.  

Except for operational strategy, some literature studied the pricing strategy for capacity sharing. For 

example, ref. [70] proposed a data-driven pricing method for PV generation and energy storage sharing 

in residential building clusters. Ref. [68] proposed an auction pricing model on joint energy storage 

ownership sharing between the sharing facility controller and the residential community. Ref. [69] 

developed a novel business model to optimize virtual energy storage sharing among users based on two 

capacity pricing strategies. Results showed that the costs of end-users could be reduced by 34.7% via the 

proposed pricing strategies. However, research that focuses on the pricing strategy of capacity sharing is 

still rare. 

2.4.3 Research Gaps 

There are still three issues that remain unaddressed in the existing literature. As for the first issue, most 

of the references did not reveal the essence of the sharing economy. For example, refs [46, 47] modeled 

energy sharing as an energy trading process. In such a trading process, the pure consumers could 

participate and benefit from the sharing economy by purchasing electricity at a relatively low price [48]. 

However, they made less contribution toward energy sharing. It would result in the end-users being less 

incentivized to invest in DERs. As for the prosumers, they were also less incentivized to participate in 

energy sharing. Furthermore, the current literature lacked the link between capacity and energy sharing. 

It is expected to formulate a method that can integrate both sharing services.  

For the second factor, the existing literature on energy sharing utilized the same sharing price for all 

end-users. It neglected that different end-users had different energy consumption profiles. Consequently, 

using the same sharing price could not incentivize individual end-user, for example, in [28, 69, 78], the 

same sharing price was formulated for all the prosumers, which was derived via the optimization process. 

Without applying a customized pricing strategy, the prosumers would not be willing to participate in the 
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sharing process. Furthermore, the pricing strategy of these references did not make use of the dynamic 

demand-supply information, such as [69, 72]. Such a pricing strategy would reduce the profit of the 

coordinator [141]. 

For the third factor, most of the references only considered the virtual layer of the sharing process, i.e., 

the pricing strategy, the operation management, the incentivizing mechanism, etc., whereas the physical 

layer of the sharing process was ignored. For example, [69, 138, 139] neglected the voltage and capacity 

constraints and network power loss. Thus, these references cannot ensure the security of the power 

system in the sharing process. 

2.5 Risk Hedging Strategy for the End-user in the Retail Market 

EVs have the promising potential to be effective in mitigating greenhouse gas emissions in the 

transportation sector. EVs outweigh GVs in terms of energy saving, carbon reduction, and environmental 

protection [128]. Hence, the penetration of EVs in some countries has experienced steady growth. In this 

thesis, EV users are mainly focused. In practice, PEV is a common type of EV powered by electricity 

that is undergoing dramatic development. However, the burgeoning of PEVs can bring new challenges 

to charging management. Especially when massive EVs simultaneously gather at stations, long queueing 

lengths and long waiting times might happen, which will reduce the comfort and utility of EVs. In recent 

years, hydrogen has become a versatile energy carrier that can be served as an input into a range of 

industrial processes, including the EV industry [78]. Thus, FCEV has become another type of EV that is 

powered by hydrogen, which has the advantages of high reliability and high efficiency [142]. Compared 

FCEV with PEV, the energy service time is significantly reduced via hydrogen refueling. Thus, the 

problem of long waiting times can be mitigated. However, the energy costs of hydrogen refueling are 

higher than electricity charging. As a result, PH2EV, which consumes either electricity or hydrogen, can 

be served as a new promising type of EV to balance energy supplement duration and energy cost. In 

addition, PH2EVs can increase the flexibility and alternatives of energy. Although PH2EV is still in the 

prototype stage, it can reach mass commercialization once some technical and financial issues are 

overcome in the future.  

2.5.1 Risks Encountered by the EV User 

However, the uncontrolled and random charging pattern of EVs can cause reliability and security 

issues to the grid [44]. In addition, the comfort and utility of EV users might be compromised. Thus, to 
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ensure the practicability of the EV industry, it is necessary to develop proper charging/refueling 

navigation strategies for all EVs.  

2.5.2 Risk Hedging Strategy for the EV User  

In the existing literature, these strategies can be categorized into three types, i.e., station selection, 

routing, and energy purchasing strategies. For literature that investigated the station selection strategy of 

EV users, ref. [143] proposed a station selection guidance for EV users based on the virtual service range 

to save energy costs for EV users. Additionally, a charging priority index was formulated to evaluate the 

utility of EV users gained from the station selection decision. The higher the index is, the better off EV 

users will be. Differently, ref. [144] provided a user-oriented EV control scheme based on an efficient 

assignment of EVs to charging stations that could minimize the mean travel time of EVs. Moreover, ref. 

[79] formulated multiple evolutionary games to guide EVs to choose fast-charging stations based on the 

energy price that could minimize the traveling time and waiting time. However, privacy leakage of EV 

users might occur during the information communication process. Hence, to avoid privacy threats, ref. 

[145] proposed a blockchain-based efficient station selection protocol for EV users to minimize both 

charging time and waiting time. This protocol could facilitate EVs to select stations without sharing 

private information to stations.  

For literature that considered the navigation strategy of EV users, ref. [146] formulated a route 

scheduling for EVs based on the online EV system and microwave power transfer system to maximize 

the total residual energy so that all EVs could arrive at their destinations. Similarly, the energy 

consumption of a trip was optimized in [80] via model-based strategies that considered specific EV 

parameters, the topology of TN, and real-time traffic conditions. For reference that aimed to minimize 

the traveling time when making routing decisions, ref. [147] introduced an intention-aware routing 

system to minimize the expected journey time of EVs. Simulation results showed that the proposed 

system could reduce the overall journey time by 50%. Furthermore, ref. [148] not only developed a 

navigation algorithm that could reduce traveling time, but energy efficiency could be achieved as well. 

In addition, the battery longevity of EVs could be improved.  

For literature that studied the energy purchasing strategy of EV users, ref. [149] proposed a delay-

optimal charging scheduling to minimize the mean waiting time of EVs at the station. Apart from 

minimizing waiting time, some references aimed at reducing charging bills. In [83], a real-time energy 
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management algorithm was proposed to reduce the charging bills of EVs and achieve peak load shaving. 

Similarly, in [150], an offline and online scheduling algorithm for EVs was proposed to reduce charging 

costs. There is literature that modeled not only the energy purchasing decisions but also the navigation 

decisions. For example, ref. [81] developed an intelligent vehicle-to-vehicle charging navigation strategy 

for traveling route selection, as well as the best charging-discharging EV pair matching. Ref. [84] also 

proposed an optimal routing and charging framework for EVs to increase the welfare of EVs and reduce 

fuel and charging costs. 

2.5.3 Research Gaps 

However, there are still two issues that remain unaddressed. First, most of the existing literature 

formulated EV decision-making strategies according to the expected utility of EVs under the assumption 

that EV users are rational, such as [79-81]. However, this assumption deviated from real-life decision-

making due to the subjectivities of EVs. Hence, it is necessary to consider the irrationalities of EV users 

in formulating decision-making strategies. Second, besides normal charging/refueling navigation 

problems, there exists an energy substitution between electricity and hydrogen for PH2EV, which is not 

investigated in existing charging/refueling navigation literature [83, 84]. It is important to incorporate 

the impact of energy substitution in energy purchasing strategy formulation so that the balance between 

energy cost and energy supplement duration can be obtained by purchasing the right amount of electricity 

and hydrogen. 

2.6 Conclusion 

This chapter provides a thorough literature review relating to the risks encountered by both the energy 

supply side and the energy demand side in the energy wholesale market, retail market, and the energy 

sharing/energy storage sharing market. Moreover, the relevant risk hedging strategy, as well as the related 

research gaps, are logically elaborated. The summarized efforts done in the literature can help to 1) 

understand the fundamental concept of the energy market and risk hedging strategies for the various 

market participants; 2) identify potential gaps between research and practice. To sum up, this chapter 

forms the basis for risk hedging studies in the subsequent chapters. 
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3. RISK HEDGING FOR GAS POWER GENERATION CONSIDERING 

POWER-TO-GAS ENERGY STORAGE IN THREE DIFFERENT 

ELECTRICITY MARKETS 

The increasing penetration of intermittent renewable energy has introduced great risks to energy systems 

and markets. As a result, extensive research on ESS has been undertaken to address the risks caused by 

renewable energy. Among different types of ESSs, the P2G storage devices are of great potential. Thus, 

P2G has been used in this chapter as a storage device to provide gas fuel for gas power generators. The 

aim of this chapter is to investigate a portfolio strategy for gas generators to earn profits and hedge risks 

in three different electricity markets, namely, the spot, the ancillary, and the financial markets. The 

presented approach is to apply energy storage and financial derivatives to hedge the market risks of gas 

generators, including short put option and short call option, and the option value deduction process is 

also involved. Simulations are carried out based on the real historical data from 2016 to 2018 in the 

Australian electricity markets. Three cases are presented, namely, the traditional model, the individual 

market case, and the proposed portfolio model. Based on the comparison of the three cases, simulation 

results show that the proposed portfolio model will help gas generators to earn a return of 1.0429 and 

hedge risks down to 0.0018. It has been found that the returns of the proposed model from 2016 to 2018 

are 26.3% higher, whereas the risks are 88.1% lower on average compared with the traditional model 

and the individual market case. 

3.1 Introduction 

The emerging P2G technology has attracted significant attention. First, the energy storage costs of the 

P2G are relatively low compared to other energy storage devices. And it is suitable for the gas generator 

to use the P2G device to store energy. Second, the use of P2G can increase the flexibility and alternatives 

of energy. Although the model in this chapter can be applied to other types of storage devices like the 

battery, P2G will be the focus due to the reasons mentioned above. The operation mechanism of P2G is 

to convert surplus renewable energy to natural gas via electrolysis, while natural gas can be economically 

stored on a large scale. When needed, gas-fired power generation can be used to convert natural gas back 

to electricity. Therefore, P2G can be deemed a promising ESS. Meanwhile, gas power generation plays 

an important role in converting stored clean natural gas to electricity and will account for an increasing 
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share in electricity markets if more P2G is deployed. This is the reason that this chapter will focus on the 

risk hedging strategies for gas power generation considering its gas fuel supply coming from P2G. 

The operation of gas power generators is in alignment with the current attention on reducing 

greenhouse gases [1]. Although the application of gas generation will facilitate renewable energy 

integration during an emergency due to its fast-response capability, the penetration of intermittent 

renewable energy will make the demand more unpredictable and hence more price volatility in electricity 

markets [2]. With the emerging P2G technology, gas power generation can improve its fast-response 

capability to store the surplus renewable energy and smooth the electricity price fluctuation [3]. Hence, 

it is suggested to use ESS to smooth the fluctuations in electricity prices. As a kind of energy storage 

device, P2G can be used in the spot, the ancillary, and the financial markets to store energy and earn 

profits in this chapter. The operation process of the gas generator with the P2G devices may smooth the 

fluctuation to some extent. However, it will still encounter high risks, and the profits will be influenced 

by the fluctuation of electricity prices. Thus, more comprehensive approaches are required.  

In the literature, to maximize profits and hedge risks, financial derivatives were used by gas generators 

in [4]. These derivatives comprise forward contracts, futures, swaps, options, etc. [5]. It is common for 

the gas generator to use a bilateral contract or the future and forward contract to hedge risks [6]. However, 

they only utilize financial tools to hedge risks. As for [10], both physical and financial tools were used 

to hedge risks arising from the profit variation and the spot price uncertainty in bilateral markets, and the 

risk assessment methods are evaluated in detail. Physical tools like P2G will have a promising future due 

to the following two aspects of reasons. First, the energy storage costs of the P2G are relatively low 

compared to other energy storage devices like the battery. And it is suitable for the gas generator to use 

the P2G device to store energy. Second, the use of P2G can increase the flexibility and alternatives of 

energy [34, 88-91]. 

However, there are still three issues that remain unaddressed. The research gaps could be summarized 

in three aspects. First, the risk hedging strategy for gas generators lacks a careful consideration of the 

energy market and the financial market. For the energy market, the spot market and the ancillary market 

should be examined as well. Ref. [99] investigated the risk hedging of the hydropower plants. Model 

efficiency on risk hedging has been tested via simulation in the Brazilian market. However, the model 

only considered the spot market in the traditional power system. Similar to [99], ref. [100] proposed a 
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decentralized and interdependent risk hedging model that includes both the coordination optimization 

model and the risk-aware optimal power flow model. However, only the traditional power system 

modeling is considered, whereas the energy market operation analysis is lacking. Second, both financial 

and physical tools need to be combined with hedging risks and ensuring the profits of the gas generator. 

Financial tools like forward, options, and swaps are common financial derivatives to hedge risks. As for 

physical tools, energy storage like P2G and battery can be used to smooth the energy usage. Ref. [101] 

used the forward contract to hedge the risks of end-users on fuels and electricity purchasing. A forward 

contract has been used to determine the energy amount and price in future transactions. For [102], it 

utilized exotic options to hedge both the price and quantity risks of the power generator. It is an option 

that includes a variety of options and other financial derivatives. However, physical tools are lacking, 

which will limit the application of the derivatives. This is because options like short put and short call 

require the energy storage to make a price difference gain. In [103], mean-variance portfolio theory has 

been used to allocate the proportion of the energy storage into each market, whereas only physical tools 

are used to hedge risks. Third, budget constraints on investment have to be involved in the decision-

making process. Since the budgets for investments are limited, efficient allocation of resources like 

financial tools and physical tools is necessary. Regarding [102], the proposed exotic option included an 

infinite collection of derivatives, which is unrealistic and not applicable to the real-world case. To test 

the model efficiency, constraints like budget limitation should be considered. Thus, proper models and 

theories have to be used to determine the optimal proportion of the tools. All three types of markets need 

to be examined to provide a more comprehensive analysis of the effectiveness of the financial and 

physical tool used by the gas generator. In addition, the bidding process should be considered in both the 

energy spot market and the ancillary market [104].  

In this chapter, a hedging method relating to the options will be used, namely the short put and the 

short call option. However, these two options can only be implemented when there are energy storage 

devices because the application of energy storage will make the gas generator possible to purchase energy 

at a lower price and sell the energy later at a higher price, which is the operation mechanism of the two 

options. With the help of P2G devices, these two types of options can be implemented. Therefore, the 

P2G and the financial derivatives will be jointly considered in the portfolio model to hedge the risks of 

gas generators. We consider using the short put (sell put) and the short call (sell call) to hedge the risk 
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for certain periods. Because the operation mechanism of the two options is more suitable for the 

electricity market, it offers a channel of additional payments and a risk-smoothing tool for the original 

operation.  

Technical terms of the financial options will be given. The term ‘short’ or ‘long’ is irrelevant to the 

time scale but simply the behavior to buy or sell an option. Options refer to the right of the option buyer 

to sell or to buy an asset at the exercise price on or before a specified date, whereas the seller has no right 

but the obligation to that deal [151]. For call options, the buyer has the right to buy the assets. On the 

other side, the seller of the call has no right but an obligation to that particular call option. For put options, 

the buyer has the right to sell the assets [151]. On the other side, the seller of the put has no right but an 

obligation to that particular put option. The specified date in the contract is the maturity date (or 

expiration date), and the specified price is called the exercise price or the strike price. In this chapter, the 

American options will be used so that the options can be exercised at any time up to the maturity date, 

whereas the European option can only be exercised at the predetermined date. To gain the right of the 

options, the buyer of the options should pay the premium to the seller, and the seller will receive the 

premium as revenues (“a price (premium) is paid or received for purchasing or selling options”) [151]. 

The main contributions of this chapter are as follows: 

 First, the rigorous mathematical models of profits in three types of markets are presented, namely, 

the spot market, the ancillary market, and the financial market. In this model, the revenues and costs 

have been calculated to derive the relative investment weights among the three markets. Within the 

financial market, two types of options are utilized and accommodated to the operation mechanism 

of the gas generator. Both the financial and physical tools have to be considered to hedge the risks 

of the gas generator. As for the physical tools, P2G has been chosen due to its promising future 

application. Within both the ancillary market and the spot market, a comprehensive bidding process 

is also examined. Within the bidding process, the probability of succeeding in a bid is figured out 

via a data-driven method that enables deep learning of the previous bidding strategies. 

 Second, the concept of the binomial tree has been brought up to deduct the option value. The 

purpose is to calculate the premium of the option in the financial markets. This is also a novelty of 

the chapter since no previous work on using options to hedge risks has derived the value of the 

options. Additionally, the DerivaGem has been introduced as a shortcut to calculate the premium, 
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and it is software that will shorten the calculation times for deriving option values. Moreover, the 

10-step tree has been displayed to illustrate the operation of the DerivaGem. 

 Third, a novel investment decision strategy among the three markets based on the portfolio model 

has been proposed. By considering the budget limitations of the gas generator, portfolio theory has 

to be applied to determine the optimal weight of the three markets and the optimal weight of short 

put and short call options within the financial market. By plotting the minimum variance frontier, 

the efficient frontier can be found [151]. Then the utility curve will be used to tangent the efficient 

frontier. It can serve as a reliable method for asset management for the gas generator that 

participates in the spot, the ancillary, and the financial market. 

3.2 Framework  

This chapter will involve three different markets that are interacted with each other, namely, the spot, 

the ancillary, and the financial markets. By the application of the mean-variance theory and utility 

maximization, the optimal investment weight can be determined for each market under certain budgets 

restriction. 

Fig. 3-1 shows the proposed framework and the time axis that is used to calculate the revenues and the 

costs. In Fig. 3-1, n time slots are equal to one year and N periods are equal to N years. The revenues and 

costs every 30 minutes will be aggregated to calculate the annual revenues and the costs of the three 

markets. Then the annual return and risk will be calculated to derive the expected return and risks for N 

years. In this framework, the bidding strategy is modeled for both the spot and the ancillary markets. 

However, they are different. For the spot market, the bidding process will occur in both the day-ahead 

and real-time markets. For the ancillary market, the bidding process includes the strategy to provide 

upward/downward-enabled energy and capacity. As for the financial market, the short put and short call 

options are utilized to form a portfolio. It is the first application of the portfolio strategy. After that, the 

mean-variance portfolio theory will be used again to calculate the optimal weight of investment in the 

three markets, which is the second application of the portfolio strategy. 
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Fig. 3-1. The proposed framework of the mechanism within the three markets. 

3.3 Models for Spot Market Bidding 

In the spot market, the market-clearing includes both day-ahead and real-time adjustments. The day-

ahead scheduling power and the real-time power adjustment will be the bidding targets. Since it is based 

on the historical data obtained from the ISO, a probability distribution has been used to model the day-

ahead and real-time energy prices. Thus, the net profits of the gas generator in the spot market can be 

derived as [1]: 

      
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nT nT nT nT
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where  SR t  ,  SC t  ,  operC t   and annualC  are the bid-to-sell revenues, bid-to-buy costs, operation 

costs of the P2G storage device at time t, and the annualized capital costs of the P2G device.  

The revenues of the gas generator in the spot market include the bid-to-sell revenues earned in both 

the day-ahead and real-time markets. As for the costs of the gas generator, the bid-to-buy costs incurred 

in both the day-ahead and real-time markets should be considered. A penalty could occur when the real-

time adjusted power exceeds the limitation of the tolerance level. Other costs like operational costs and 

annualized capital costs will be considered as well. It is assumed that the operational costs are equal to a 

fixed proportion of the annualized capital costs [1]. The expected revenue function containing both day-

ahead and real-time can be derived as:  
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where  D
sell t ,  R

sell t  and  B
sell t  are the day-ahead electricity price, the real-time electricity price 

and the adjusted bidding price to sell electricity at time t, respectively;  D
sellp t  and  R

sellp t  are the 

bid-to-sell day-ahead scheduling power and the real-time power adjustment at time t; In equation (3.3), 

 RI
sellP t  and  RD

sellP t  are the bid-to-sell real-time adjusted power either increasing or decreasing; In 

equation (3.2),  sellw t  and  sellw t  are the penalty costs for the bid-to-sell stage when the real-time 

adjusted power exceeds the limitation of the tolerance level (  is the percentage limit of day-ahead 

scheduling power). If the limitation level is exceeded, penalty costs will be put on the exceeded part; 

otherwise, there will be no penalty costs;  P
sell t  is the penalty price for the adjusted power in the bid-

to-sell spot market. The expected costs involving both day-ahead and real-time can be derived as: 
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where  D
buyp t  and  R

buyp t  are the bid-to-buy day-ahead scheduling power and the real-time power 

adjustment at time t;  buyw t  and  buyw t  are the penalty costs when the real-time adjusted power 
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exceeds the limitation of the tolerance level;  RI
buyP t and  RD

buyP t are the bid-to-buy real-time adjusted 

power either increasing or decreasing;  B
buy t  is the adjusted bidding price to buy electricity at time t; 

 R
buy t is the penalty price for the adjusted power in the bid-to-buy spot market;  P

buy t  is the penalty 

price for the adjusted power in the bid-to-buy spot market. As for the annualized costs, it can be derived 

as: 
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where 𝑚 is the percentage of the maintenance costs in the spot market;   is the half-hour discount 

factor; 2P GIC  is the initial investment costs of the P2G device; CRF is the capital recovery factor; i is 

the effective annual rate; y is the operation life cycle of the P2G device measured in years; 2P GIC CRF

is the annualized investment costs. 

s.t.  
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where ( )sellX t and ( )buyX t  are the binomial variables representing bid-to-sell and bid-to-buy, the 

constraints indicate that bid-to-buy and bid-to-sell cannot coexist;  +1S
store t is the pressure of the P2G 

gas tank measured in Pa at time t+1;  S
store t  is the pressure of the P2G gas tank in the spot market 

measured in Pa at time t; R  is the gas constant measured in 1 1J mol K   ; MT  is the mean 

temperature inside the gas tank measured in K; CapAV  is the capacity of the gas tank measured in m3; 

Mol is the molar mass of the gas measured in 1kg mol ; 
cha  is the charging efficiency of the P2G; 

dis  is the discharging efficiency of the P2G; LHV  is the lower heat value of the gas (MWh/kg); t
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is the time resolution of 30 minutes;  PQ t is the purchased gas measured in kg at time t;  SQ t is the 

sold gas measured in kg at time t. 

3.4 Models for Ancillary Market Bidding 

Within the ancillary market, we will mainly focus on frequency regulation. P2G will be used to 

participate in the upward and downward regulation bidding process. The optimization of the P2G storage 

capacity and the enabled energy will be the bidding targets. The purpose of the gas generator in the 

ancillary market is to maximize net profits. Therefore, the objective function in the ancillary market can 

be derived as [152]: 
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where  AR t  and  AC t  are the revenues and costs of the secondary reserve market at time t.  

The revenues involving both the gain on capacity and the enabled energy, and both upward and 

downward regulation, should be examined. To compare the revenues for the capacity and the enabled 

energy, the upward regulation will result in an increase in revenues for the gas generator, whereas the 

downward regulation will increase the revenues of the gas generator on capacity but decrease the 

revenues on the enabled energy. For the costs, the bid-to-buy costs and the penalty costs for the upward 

and downward secondary reserve-enabled energy at time t are considered [152]. Equations relating to 

the revenues are shown below: 
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where  A
CAR t  and  A

ENR t  are the revenues for the capacity and the enabled energy of the ancillary 

market;  UP
CA t  and  DW

CA t are the prices for the upward and downward secondary reserve capacity 

at time t;  UP
CAP t  and  DW

CAP t  are the power for the upward and downward secondary reserve 

capacity at time t;  UP
EN t  and  DW

EN t  are the price for the upward and downward secondary reserve 

energy at time t;  UP
ENP t  and  DW

ENP t  are the power for the upward and downward secondary reserve 
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enabled energy at time t. The costs function, including the enabled energy and purchased energy, can be 

shown as follows: 

           ( )A A A UP DW
IN buy buy EN ENC t X t t P t t t        (3.18) 
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 (3.19) 
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 


 





 (3.20) 

where in equation (3.18),  UP
EN t  and  DW

EN t  are the penalty costs for the upward and downward 

secondary reserve enabled energy at time t. If the market signal cannot be reached in the upward or 

downward regulation process, penalty costs will be set on the part that equals the difference between the 

market signal and the actual enabled power;  P
UP t and  P

DW t  are the penalty price for the increased 

and decreased power in the ancillary market; , ( )MS UP
ENP t  and , ( )MS DW

ENP t  are the market signal of energy 

quantity to regulate upward and downward;  A
buy t  and  A

buyP t  are the purchase price and energy at 

time t. 

s.t. ( ) ( ) 1IN OUTX t X t   (3.21) 

  ( ), ( ) 0,1IN OUTX t X t   (3.22) 

  ( ) UP UP
OUT EN CAX t P P t  (3.23) 

    UP A
CA storeP t E t  (3.24) 

 ( ) ( ) ( )DW DW
IN EN CAX t P t P t  (3.25) 

    max
DW A

CA storeP t E E t   (3.26) 

   max0 A
storeE t E   (3.27) 

    

    

  
   

( )

+1

( )

A DW
cha buy EN
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A A M
store store UP

CapA EN

OUT P S
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X t tMol

RT LHV
t t

V Mol P t
X t tMol Q t Q t

LHV



 

 

 
   
 

           
 

 (3.28) 
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where ( )INX t and ( )OUTX t are the market signals indicating whether the gas generator involves in 

downward regulation or upward regulation. Moreover, upward energy regulation and downward energy 

regulation cannot coexist;  +1A
store t is the pressure of the P2G gas tank measured in Pa at time t+1; 

 A
store t is the pressure of the P2G gas tank in the ancillary market measured in Pa at time t; maxE  is 

the maximum energy storage capacity of the gas generator. 

3.5 Models for Financial Market Option Pricing 

To figure out the premium of that specific option, the option value, that is, the option price, must be 

calculated first. The option price includes both the intrinsic and the extrinsic value, which is the time 

value [151]. 

Option premium=intrinsic value + extrinsic value 

If the option is in-the-money (ITM), the above equation satisfies. If the option is out-the-money (OTM), 

the intrinsic value is zero. For the call option, ITM means the spot price is higher than the strike price, 

whereas it is the opposite for the ITM put option. 

As for OTM, it means the option cannot be exercised [151]. Here we utilize the binomial-tree method 

to calculate the option value [151]. It uses an iterative procedure to measure option value. 

The option value calculation by using the binomial-tree method will be derived in the following 

sections [151]: 

Theorem 1: The delta value is the ratio of the option price change to the stock price change, and it is 

the amount to form a risk-free portfolio if we sell (short) one option and buy (long) delta shares. 

Proof: First, we form a portfolio that includes   long stocks and one short call. If the share price 

increases, then at the maturity date, the value of the portfolio will be: 

 0S uu f     (3.29) 

If it is decreasing, the value will be: 

 0S dd f     (3.30) 

where 0S  is the current share price; u  is the increasing coefficient; d  id the decreasing coefficient; 

  is the number of shares to be held; uf  is the related option price if the stock price increases to 

0S u ; df  is the related option price if the stock price decreases to 0S d . 

To figure out the   that will make the portfolio riskless, the two equations above will be equal. 

 0 u 0S =S du f d f         (3.31) 
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Then   can be calculated: 

 
0 0

=
S S

u df f

u d




  
 (3.32) 

Theorem 2: In the risk-free world, the parameter P can be treated as the probability that the stock 

will increase, whereas (1-P) is the probability that the stock will decrease. Thus, the value of the option 

can be calculated. 

Proof: If the risk-free rate is r, then we discount the value to the present value using the continuous 

discount method: 

  0S e rT
uu f       (3.33) 

Since the original costs are: 

 0S f    (3.34) 

Then let the discounted value equals the original costs: 

  0 0S e =SrT
uu f f        (3.35) 

So, the option value f can be derived as: 

  0=S 1 e + erT rT
uf u f        (3.36) 

Plug in equation (3.32), and we can derive: 

  0=S 1
S0 S0

rT rT
u

fu fd
f u e f e

u d
           

 (3.37) 

 
   1 d 1

=
u d

rT rTf e f u e
f

u d

         
  
 

 (3.38) 

Since the above equation is complex, we simplify it into: 

 
d

=
rT rT

u d
e u erTf e f f
u d u d

                   
 (3.39) 

Thus, we can replace 
drTe

u d




with parameter p and 
rTu e

u d




 with (1-p). Therefore, we have: 

  =e 1rT
u df p f p f         (3.40) 

 
e

=
rT d

p
u d




 (3.41) 

Theorem 3: The parameter u and d can be related to the volatility of the share price. 

Proof: In the real world, the required rate of return might be different from the risk-free rate r. 
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Therefore, r will be replaced by u ; We define t  as the standard deviation of the return of a 

particular stock during a short period t . 

    2 t 2 t
0 0 0S 1 =S t=e etp u p S d e u d u d                   (3.42) 

 
e

=
t d

p
u d

 


 (3.43) 

By using the equation     22
Cov E x E x     : 

     22 2 2t= 1 + 1p u p d p u p d              (3.44) 

  2 t 2 tt=e eu d u d          (3.45) 

 tu e   (3.46) 

 td e    (3.47) 

For simplicity, the DerivaGem will be used to calculate the option value, which is the same as the 

binomial-tree method [153]. The diagram below displays the operation of the binomial tree by using the 

DerivaGem. 

 

Fig. 3-2. Five-step binomial tree display 

Fig. 3-2 shows an example of the operation of the binomial tree. It is similar to a random walk. The 

original asset has a price of 100, it will either increase by u or decrease by d in the following five steps, 

and each step equals approximately 0.2 years or 73 days. In the diagram, every box has two values, the 

upper value is the underlying asset price, and the lower value is the option price. The value in blue is a 

result of early exercise, whereas the value in red is the American option price at present. By using the 

DerivaGem tool, p, u, d, and the option value can be calculated automatically. 
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3.6 Models for Financial Market 

As the penetration of renewable resources become more pervasive, the fluctuation of the demand will 

increase dramatically. As a result, it is more difficult to forecast the demand correctly. By merely utilizing 

the energy storage devices and the conventional bilateral contract between the gas generator and the 

energy retailer, the risks could only be hedged to a limited extent [36]. Therefore, it is necessary to 

encompass the financial derivatives to hedge the price risks. For the financial derivatives, the short put 

and short call will be used for the following two reasons. First, the gas generator will gain extra profits 

from the two types of options, that is, the premiums. Second, it will be more attractive to offer ownership 

to other participants in the energy market because whoever purchases the call or put will have the right 

to exercise or not to exercise. In contrast, the long call and the long put will be less attractive for the 

option buyers. Thus, in this chapter, the financial derivative, including the short put and short call, will 

be discussed, respectively. Previously, the thermal generator will also use financial derivatives, such as 

swaps or the future contract, but as the development of P2G is not mature, the short put and short call 

option will not be applicable. Since the nature of the short put and the short call require the application 

of the energy storage devices to store the energy and make price-difference gains. In this chapter, due to 

the rapid development of the energy storage devices, the short put and short call, together with the P2G 

devices, will be used to hedge the risks in the three markets mentioned above. 

3.6.1 Short Put  

For short put, the gas generator is the seller of the put options in this chapter. When the spot price is 

lower than the strike price, the buyer of the put will execute the options because it will make more profit 

at the exercise price. Therefore, the gas generator will be forced to buy electricity at a predetermined 

amount at the exercise price. When the market price is higher than the exercise price, no put will be 

executed [151]. If P2G is used, this amount of energy will be stored in the form of gas and later re-

transformed into electricity when the spot price of electricity is higher than the exercise price. Fig. 3-3 

will illustrate the mechanism mentioned above: 
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Fig. 3-3. The operation mechanism of the short put option every 30 minutes. 

It is assumed that the premium has been discounted every half hour for calculation simplicity. Thus, 

the gas generator will always earn a premium regardless of the price change. In addition to the premium 

earned, the gas generator will also gain profits in the bid-to-sell stage. Although the gas generator will 

be forced to purchase energy at the exercise price when the spot price is lower than the exercise price, 

the price difference gain when the price of the sold energy is much higher than the marginal costs will 

ensure the profits of the gas generator when the bid-to-sell is completed [151]. The revenues and costs 

can be derived as: 
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   ,
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spsp

sp sp buy

R t
S t E

C t E P t

   
 (3.51) 

where ( )spR t and  spC t represent the revenues and costs for short put with P2G device at time t;  S t  

is the market price of the electricity; sp is the premium of the put option; spE is the exercise price of 

the short put. When the price is higher than the marginal cost, the gas generator will participate in bidding 

in the spot market;  bidPr S is the probability to succeed in a bid;  hpPr S is the probability of high 

price; ( )sp
buyP t is the amount of electricity that the gas generator is forced to buy due to short put;  is 

the coefficient determined by the gas generator, the value may be varied on the degree of risk aversion 

3.6.2 Short Call 
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The gas generators are the seller of the call option. Different from the short put option, once the gas 

generator has the short call, it will receive a premium, and it will have an obligation to sell a certain 

amount of electricity at the exercise price when the spot price is higher than the exercise price. Thus, the 

gas generator will buy the electricity at a lower price in the form of gas in the bidding market and be 

forced to sell the stored electricity in the market if the spot price is higher than the exercise price and the 

option is exercised at the strike price [151]. Fig. 3-4 will illustrate the mechanism mentioned above: 

 

Fig. 3-4. The operation mechanism of the short call option every 30 minutes.  

Similar to the operation mechanism of the short put option, besides the premium earned, the gas 

generator will also gain profits in the bid-to-sell stage. Although the gas generator will be forced to sell 

energy at the exercise price when the spot price is higher than the exercise price, the price difference gain 

when the costs of the sold energy are much lower than the marginal costs will ensure the profits of the 

gas generator when the bid-to-sell is completed [151]. The revenues and costs can be described as: 
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 (3.52) 
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 (3.53) 

 0 1   (3.54) 

        
sc sc

sc
sc

( )
,

( ) ( )sc
bid lp buy

R t
S t E

C t Pr S Pr S S t P t




     
 (3.55) 

where sc( )R t and  scC t  represent the revenues and costs for the short call with P2G device at time t; 

sc  is the premium of the call option; scE  is the exercise price of call option;  lpPr S  is the 
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probability of low price; ( )sc
buyP t  is the amount of electricity that the gas generator will buy if the call 

option has been exercised;  is the coefficient determined by the gas generator, the value may be varied 

on the degree of risk aversion. 

The energy balance equation is as follows:  
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 (3.56) 

where  +1F
store t is the pressure of the P2G gas tank measured in Pa at time t+1;  F

store t is the 

pressure of the P2G gas tank in the financial market measured in Pa at time t. 

3.6.3 Prediction of the Probability to Succeed in a Bid 

The probability of succeeding in a bid,  bidPr S , is an important parameter in equations (3.48) and 

(3.55). It is unreasonable to assume that the gas generator can win the bid for sure. Thus, in this chapter, 

we consider a probabilistic model for the operation strategies of the gas generators in the financial market. 

The probability of succeeding in a bid is figured out through a data-driven method that enables deep 

learning of the previous bidding strategies. A deconvolution and convolution combination network is 

utilized to extract the features of the historical data shown in Fig. 3-5. The input parameter is a 48*3 

matrix, which can be expressed as (1 48) (1 48) (1 48)( ) , ( ) , ( )S t D t Temp t     , where ( )S t is the electricity 

price, ( )D t  is the total demand, ( )Temp t is the ambient temperature. The output is a vector with two 

elements  _ , _ ,
T

bid succeed bid failPr Pr , where _bid succeedPr  is the predicted probability of succeeding in a bid 

and _bid failPr  is the predicted failed bidding probability [154]. The cross-entropy is used as the loss 

function. To obtain the output, the input matrix will pass through the proposed network, and the layer 

information of the proposed network is shown in Table 3-1. 
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Fig. 3-5. Proposed combined deconvolution architecture 

TABLE 3-1. LAYER CONFIGURATION OF THE PROPOSED ARCHITECTURE. 

Layer Index Layer Parameter Layer Index Layer Parameter 

1 Input 48*3 7 Convolution 
5*5*3, 128, 

ReLu 

2 Dense 512, Linear 8 Convolution 
5*5*3, 256, 

ReLu 

3 Deconvolution 3*3*3,256, ReLu 9 Dense 256, Linear 

4 Deconvolution 5*5*2,128, ReLu 10 Dense 128, Linear 

5 Deconvolution 4*4*3,3, ReLu 11 Dense 2, Linear 

6 Convolution 5*5*3,64, ReLu 12 Output Softmax 

The input data will first pass a dense layer to increase the number of features to 512. Then the data 

will pass three deconvolution layers with filters 3*3*3, 5*5*2 and 4*4*3 respectively and followed by 

three convolution layers to increase the number of feature maps to 256 with filters 5*5*3. The procedure 

can be described as: 

 1= ( )
j

l l l l
j i ij j

i M

f b



 y x k  (3.57) 

where l
jy is the output of the jth map in lth layer; 1l

i
x is the input of the ith map in layer l-1; Mj is the set 

of the input maps;  denotes the convolutional operation; l
ijk  represents the weight of the filter of the 

corresponding convolutional layer and l
jb is the bias respectively.  

The ReLu function is utilized as an activation function, shown as: 

    max 0,ReLU x x  (3.58) 

After the convolution layer, the extracted features will pass through three dense layers to reduce the 

number of features gradually. At the output layer, SoftMax, shown as equation (3.59), is applied to 

project the output value to (0,1) and guarantee that the summation of the output equals 1, which can 

represent probability. 

 ( )
i

j

j

e
Softmax i

e



 (3.59) 

where ( )Softmax i is the SoftMax value of ith output, and j represents the index of the output.  

3.7 The Return, Expected Return, and the Variance of the Three Markets 

Then the return of the P2G devices in the spot, ancillary, and the financial market at time t can be 

derived as: 
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where  mtr T  is the rate of return at the Tth period. The revenue and costs are aggregated by n time 

slots to calculate  mtr T . 

Then the average return and risk for N periods can be deducted as:  
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 (3.62) 

where   mtr T  is the average rate of return for total N periods;   2mtr T  is the variance of the 

rate of return. By using the geometric average [155],   mtr T  for N periods is calculated in equation 

(3.61). Then   2mtr T  is utilized to measure the risk in equation (3.62); mt means market types, 

namely, the spot market, the ancillary market, and the financial market, which includes the short put 

market and short call market 

3.8 Mean-variance Portfolio Theory Application on the Two Options 

According to the definition of the market portfolio in [156]. it is a set of assets including both risky 

and risk-free assets to either maximize the return or minimize the risk. Therefore, by applying this 

concept to the electricity market, the optimal portfolio can be found by maximizing the utility, which is 

shown in equation (3.63).  

    2
& &

1
. ( ) ( )

2
sp sc sp scMax U r T A r T   (3.63) 

s.t. 

        &( ) ( ) ( ) ( )F
sp sc sp sp sc sc MPr T r T W r T W r T E          (3.64) 

where U is the utility function [157], the level of risk aversion will be chosen according to the utility 

theory in [158]. A is the risk aversion coefficient for the gas generator. We can attribute numbers 1 to 5 

for A that represent different levels of risk aversion. The larger the number is, the more risk-averse the 

investor is. It is positive in this chapter because most investors are risk-averse, which means the gas 

generator is also risk-averse. In [158], the risk aversion function might change. If it is negative, the 
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investor is risk-loving, which means he or she prefers risks. If A equals zero, the investor is risk-neutral, 

which indicates that the utility of the investor will not change with the level of risk aversion index. 
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      , ,

1

( ) ( ) ( ) ( ) ,
N

i j i j i j options i j

T

COV r T r T N r T r T i j 



       ，   (3.67) 

  = ,options sp sc  (3.68) 

 1sp scW W   (3.69) 

 0 1spW   (3.70) 

 0 1scW   (3.71) 

where  & ( )sp scr T  is the average rate of return of short put and short call for total time slots N; 

 2
& ( )sp scr T  is the variance of the short put and short call for total time slots N;  ( )ir T and 

 ( )jr T are the standard deviations of the option i and j, where i≠j, i and j ∈ options  (sets of options), 

namely, short put and short call; ,i j  and ,i jCOV  are the correlation coefficient and the covariance 

for short put and short call [159]; spW  and scW  are the weights of investment on short put and short 

call; MPE  is the target return. 

3.9 Mean-variance Portfolio Theory Application on the Three Markets 

After the determination of the optimal portfolio weights of the two options, we use the determined 

weight to calculate the return, average return, and risk of the portfolio containing the two options. Then 

the mean-variance portfolio theory will be used again to calculate the optimal investment weights for the 

three markets, namely, the spot market, the ancillary market, and the financial market.  

    2, & , &1
. ( ) ( )

2
S A F S A FMaxU r T A r T   (3.72) 

s.t. 

        , & ( ) ( ) ( ) ( )S A F S A F
MPS A Fr T W r T W r T W r T E           (3.73) 
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      , ,

1

( ) ( ) ( ) ( ) ,
N

p q p q p q markets p q

T

COV r T r T N r T r T p q 



       ，   (3.76) 

  = , ,markets S A F  (3.77) 

 1S A FW W W    (3.78) 

 0 1SW   (3.79) 

 0 1AW   (3.80) 

 0 1FW   (3.81) 

where  , & ( )S A Fr T  is the average rate of return of spot, ancillary and financial markets for total time 

slots N;  2, & ( )S A Fr T  is the variance of spot, ancillary and financial markets for total time slots N;

 ( )pr T and  ( )qr T are the standard deviation of the option p and q, where p≠q, p and q ∈ markets  

(sets of markets), namely, the spot, the ancillary and the financial market; ,p q and ,p qCOV  are the 

correlation coefficient and the covariance for the three markets [159]; SW , AW , and FW  are the weights 

of investment on the three markets 

3.10 Case Study 

3.10.1 Parameter Setting 

TABLE 3-2. PARAMETER VALUES RELATED TO THE OPTIONS WITHIN THE CHAPTER 

Parameters Value Parameters Value 

A  1~5 sp  3.85US$  

MPE  
15%~20% sc  9.23US$  

spE  
38.46US$    

 1,   

scE  92.31US$    
 0,1  

 

TABLE 3-3. PARAMETER VALUES RELATED TO THE P2G WITHIN THE CHAPTER 

Parameters Value Parameters Value 

annualC  1,114,615US$  
MT  

-213.15~-183.15K 

2P GIC  
16,719,231US$  y  15 years 

R  
1 18.3145J mol K    2 ,ch

P G 2
dis
P G  

70%~80% 
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In Table 3-2, the parameters relating to the options are explained. These parameters include the risk-

aversion index, the premium value, and the exercise prices of both types of options, etc.  

For Table 3-3, the parameters of P2G are given. These parameters include the annualized capital costs 

of the P2G, the gas constant measured in 1 1J mol K   , the mean temperature inside the gas tank 

measured in K, the life cycle of the P2G device, and the charging/discharging efficiency of the P2G 

device. 

3.10.2 Input Data Analysis 

In this chapter, the data relating to electricity prices every 30 minutes from 2016 to 2018 are obtained 

from the AEMO [160]. The common currency unit of US$ will be used in this chapter with the exchange 

rate of 1.3 AU$ to 1 US$ on 25th January 2021. The electricity price distributions for the spot market and 

the market signal for both upward/downward regulation of the ancillary market are shown in Figs. 3-6 

and 3-7. In Fig. 3-6, the historical data of the spot market price is shown in a frequency histogram. Via 

the estimated density, it can be found that the distribution has a mean electricity price of 78.9 US$/MWh. 

A general overview of the simulated input data can be gained via the histogram. For Fig. 3-7, the market 

signal to regulate upward or downward will be presented. It has been found that the upward regulation 

has a mean volume of 127.6 MW, which is higher than that of the downward regulation (106.8 MW). 

Moreover, the electricity price range for the upward regulation lies mostly from about 15.4 US$/MWh 

to 53.8 US$/MWh, whereas for the downward regulation, most of the dots range from about 11.5 

US$/MWh to 34.6US$/MWh.  

 

Fig. 3-6. Distribution of the electricity price in the spot market from 2016 to 2018 
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Fig. 3-7. Scatter plots and histograms of the amount of energy that is regulated upward/downward in the ancillary market. 

 

Fig. 3-8. Scatter plots of bidding price and related quantity with different time horizons. 

Fig. 3-8 illustrates the scatter plots of the bidding price and the related quantity of bidding for all three 

years. The time horizon has been divided into three parts, i.e., spring and autumn, winter, and summer. 

Within each part, the daytime bidding process and after midnight bidding process have been compared. 

It can be found that the gas generator will bid a larger amount at a high price to sell the energy during 

summer times compared with the other seasons. And the amount of bidding will be the least for the gas 

generator in spring and autumn. Additionally, within each season, the bidding process of the daytime and 

the after-midnight period have been compared. It indicates that although the price will not change, the 

amount of bidding processes is much more in the daytime. In other words, the bidding process is more 

active in the daytime. In contrast, the bidding process is less active at the night-time, which is in 

accordance with the normal operation time of the gas generator.  
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Fig. 3-9. Scatter plots of the predicted probability of succeeding in the bidding with different time horizons. 

Fig. 3-9 shows the scatter plots of the predicted probability to succeed the bidding at different seasons 

of the three years or different periods but within the same season. The probability of succeeding in a bid 

is figured out via a data-driven method that enables deep learning of the previous bidding strategies. In 

the figure, it can be found that as the electricity bidding price increases within a reasonable range, the 

probability of succeeding the bid will increase as well, which is applicable to each season. However, the 

medium is different, as shown by the boxplot. A Box plot is presented to show the distribution situation 

of the probability of success in the bidding. The medium of distribution in spring and autumn is 

approximately 0.6, about 0.5 for winter, and it is around 0.4 for summer. This could be explained by the 

risk-return theory, i.e., the higher return, the higher risk. In other words, although the probability of 

succeeding in the bidding in summer and winter is higher than that of other seasons, the fluctuation of 

the probability distribution is also more volatile. 

3.10.3 Numerical Analysis of the Profits and Costs of the Three Markets 

A numerical analysis is carried out. The profits and costs of the three markets have been calculated 

and compared. Additionally, the energy storage state of charge condition has been analyzed under the 

three different markets. In this section, Table 3-4 compared the returns and variance of the three cases, 

namely, the traditional model, the individual market case, and the proposed model. 

Fig. 3-10 illustrates the operation process of the spot market, including both the day-ahead and real-

time buy/sell mechanism. The real-time purchasing quantity will change with the relative relationship 

between the real-time electricity price and the day-ahead bidding price. When the electricity prices are 

low, both the day-ahead purchase and the real-time purchase amount will increase, while the selling 

quantity of both day-ahead and real-time will increase when the electricity price is high. In addition, the 
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energy storage represented by the yellow area will increase when the gas generator is purchasing energy 

while decreasing when selling energy. The results are in alignment with the operation mechanism of the 

gas generator, with which the price difference gain can be made.  

 

Fig. 3-10 Revenues and costs of the spot market every 30 minutes 

Fig. 3-11 illustrates the revenues and costs of the ancillary market. The orange and dark blue colors 

represent revenues of upward regulation of the enabled energy (Renup) and the costs of downward 

regulation of the enabled energy (Cendw), respectively. The dark green bars represent the revenues of 

upward regulation of the capacity (Rcaup) and the light green bars are the revenues of downward 

regulation of the capacity (Rcadw). Cbuy is the purchasing costs in the ancillary market. The movements 

of the Renup and Cendw are following the change of the market signal measured in the grey dash line. 

It can be found that the market signal will only affect the enabled energy, not the capacity. Moreover, 

after every upward regulation, the storage of P2G will decrease, whereas the storage would increase if 

the downward regulation occurred, which could be approved by the yellow areas representing the storage 

state. 

 
Fig. 3-11. Revenues and costs of the ancillary market every 30 minutes 

Fig. 3-12 shows the net profits of short put for every 30 minutes measured in green color. When the 

price is lower than the exercise price, the option will be exercised by the put owner, and the gas generator 

will be forced to purchase the energy at the exercise price, and the energy storage represented by the 

yellow area will increase, which means the gas generator will store the purchased energy into the P2G 
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device; when the price is in between the exercise price and the high price threshold, the gas generator 

will merely earn the premiums; when the price is higher than the high price threshold, the gas generator 

will bid and sell the energy. Once the bid is successful, the energy will be sold. Thus, the energy storage 

will decrease, and the price difference gain will be made. Although there are negative profits, the overall 

average profits are positive.  

 

Fig. 3-12 Net profits of short put every 30 minutes. 

Fig. 3-13 shows the net profits of short call for every 30 minutes measured in green color. The net 

profits, including both the premium and the gain from selling the electricity. When the price is lower 

than the low price cap, the gas generator will bid to purchase electricity from the spot market and store 

that energy in the P2G device; when the price is higher than the low price cap but lower than the exercise 

price, the gas generator will merely earn premiums; when the price is higher than the strike price, the 

stored energy will be compulsorily sold to the call owner at the exercise price which is lower than the 

spot price. Worth noticing, that the exercise price of the short call will be much higher than the exercise 

price of the short put option because the call option buyer will only be attracted when the option can be 

used to hedge the high purchasing costs when the electricity price is high. Additionally, the exercise price 

will be slightly lower than the electricity price when the price is high for the short call, and slightly higher 

than the electricity price when the price is low for the short put. 
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Fig. 3-13. Net profits of short call every 30 minutes. 

Table 3-4 shows the returns, the expected returns, and risks in 2016, 2017, and 2018. Consider the 

short put, it has the largest return for all three years compared to the short call. Although the short call 

has the smallest return for three years, the short call has the smallest variance, which means it has the 

least risk. To compare the three markets, the optimal weight of the two types of options has to be 

determined. After the simulation, it has been found that the optimal weight of the portfolio for short put 

and short call, which is subject to utility maximization, is 27.6% and 72.4%. Then plugging those weights, 

we obtain the expected return and risk for the portfolio of the two types of options, which are 1.0433 and 

0.0042, respectively. After the portfolio of the three markets, it can be calculated that the expected return 

is 1.0429, and the variance is 0.0018. Although the return has reduced slightly, the benefits outweighed, 

as the risk has decreased significantly. It has been found that the returns of the proposed model from 

2016 to 2018 are 26.3% higher, whereas the risks are 88.1% lower on average compared with the 

traditional model and the individual market case.  

TABLE 3-4. SIMULATION RESULTS OF RETURNS AND RISKS FOR THREE YEARS (RETURN=NET PROFITS/COSTS). 

3.10.4 Case Analysis of Risk Aversion Index 

The case analysis on different risk aversion indexes has been conducted to offer optimal investment 

alternatives in different markets and different types of options when the level of risk aversion of the 

investor varies. It has been found that the more risk-averse the investor is, the more likely the ancillary 

market will be invested. By comparison, less investment will occur in the spot market. 

In Fig. 3-14, the proportion of short put and short call according to different risk aversion index will 

be illustrated in the mean-variance diagram. The blue dots on the red line is the efficient portfolios, and 

the red line is the efficient frontier. To find the optimal portfolio, the utility curve has been drawn to 

tangent the efficient frontier. According to the degree of risk aversion (1-4), four utility curves have been 

drawn to provide more alternatives for the investors [158]. From purple to brown, brown to orange, and 

                     Traditional model 

Financial market 
Spot 

market 

Ancillary 

market Short put 
Short 

call 
Portfolio 

2016 Return 0.6157 1.3388 0.8075 0.9541 1.298 0.9404 

2017 Return 0.8148 1.8987 0.7986 1.1022 0.8188 0.9086 

2018 Return 0.7943 1.9465 0.7451 1.0767 0.9823 0.8039 

Expected return 0.7416 1.7133 0.7835 1.0433 1.0235 0.8834 

Variance 0.0079 0.0763 0.0008 0.0042 0.0397 0.0034 
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orange to the green line, the investor becomes more risk-averse. The four utility curves are related to A 

(the degree of risk aversion), ranging from 1 to 4 [158]. The tangent points are the optimal portfolio 

weight of each type of option to invest. It can be found that the more risk-averse the investor is, the less 

expected return will be pursued. As most people are risk-averse, more dots will locate on the lower left 

side of the graph. 

In Fig. 3-15, green, orange, and blue colors represent the spot, the ancillary, and the financial market, 

respectively. Within the financial market, grey and yellow refer to short call and short put. A is the degree 

of risk aversion. From 1 to 4, the investor becomes more risk averse [158]. Since the variance is 0.0397 

for the spot market, which is the highest among the other markets when the risks increase, the more risk-

averse the investor is, the less likely the investor will invest in the spot market. In other words, the more 

risk-averse the investor is, the more likely the ancillary market will be invested because it has the lowest 

standard deviation referring to Table 3-4. Additionally, within the financial market, the short call option 

is more preferred than the short put option. This might be due to the reason that most investors are risk-

averse, the short call option will have a variance of merely 0.0008 in this chapter. The optimal portfolio 

is varied when the levels of risk aversion are different.  

 
Fig. 3-14. Mean-variance diagram relating to the optimal weight of short put and short call with changes of risk aversion index 
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Fig. 3-15. Optimal portfolio weight among the three types of markets with changes in risk aversion index 

3.11 Conclusion 

In this chapter, first, the conventional operation mechanism of gas generators in the spot and ancillary 

market has been discussed. Then the binomial model was used to deduct the value of the American option. 

Next, the short put and short call have been evaluated in the financial market. Lastly, the mean-variance 

portfolio theory has been utilized to figure out the optimal weight of the three types of markets. 

According to the simulation results, the optimal portfolio will vary if the investor has different degrees 

of risk aversion. The main finding of this chapter is that the more risk-averse the investor is more likely 

to invest in the ancillary market. By comparison, less investment will occur in the spot market. After 

comparing the results of the individual market and the portfolio, it can be found that the utilization of 

financial derivatives and mean-variance portfolio theory can facilitate the gas generators to earn more 

profits and hedge risks in electricity markets compared with the traditional operation mechanism. The 

proposed option-based risk-hedging mechanism is transferable because it can be applied to other market 

participants, such as energy retailers and prosumers, etc. In the future, several inviting research areas are 

worth examining, including the effectiveness of different option combinations to reduce profits variation 

and the effective profits allocation or the cost assignment on a coalition of market participants. 
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4. RISK HEDGING STRATEGY FOR ELECTRICITY RETAILERS USING 

INSURANCE AND STRANGLE WEATHER DERIVATIVES  

With the increase in extreme weather events and the penetration of distributed energy resources, 

electricity retailers will encounter more risks at both transmission and distribution levels during the 

business operation process. For risks at the transmission level, huge damages to the transmission lines 

and towers caused by extreme events, like bushfires, ice storms, and flooding, will lead to power 

shortages. For risks at the distribution level, demand variations in accordance with temperature change 

will result in energy procurement difficulty for the retailers. In this chapter, besides the normal bilateral 

contract, the insurance, the strangle weather derivatives, and the energy storage system are implemented 

to hedge the risks at both the transmission and distribution levels. Simulation results show that the 

proposed model ensures higher profits for the retailers in summer and winter compared to the 

conventional model when there are no extreme events occurring. When there are extreme events in both 

summer and winter, the proposed model incurs a lower reduction in profits than that of the conventional 

model. In brief, the overall profits of the retailer using the proposed hedging model are higher than the 

conventional model, and the overall profit variation of the conventional model is about 26% higher than 

the proposed model. Furthermore, when the budget of the retailer is sufficient, all three hedging tools 

can be invested. Whereas when the budget of the retailer is limited, the investment order should be 

insurance the first, strangle weather derivatives the second, and energy storage system the third. 

4.1 Introduction 

With the penetration of DERs, greenhouse gas emission has been substantially reduced [35]. However, 

the incorporation of DERs will lead to a large-scale demand fluctuation. As a result, an imbalance of 

demand and supply might occur [36]. The risks of demand fluctuation caused by the penetration of DERs 

normally happen at the distribution level. Although this type of risk will not cause tremendous losses for 

the electricity retailer, it happens more frequently. Normally, to hedge this type of risk, retailers can first 

sign bilateral contracts with generation companies (GENCOs) to stabilize the electricity prices and cover 

majority of the estimated demand [37]. Then, when overconsumption occurs, the retailer will compensate 

for the demand gap from the spot market at the real-time electricity price [36]. Furthermore, the increase 

of EEs caused by climate change will further augment the demand-supply imbalance. EEs like bushfires 

and ice storms can lead to huge damage to power transmission lines and towers, which will make the 
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retailers unable to satisfy the demand requirements [36, 38]. The risks caused by EEs normally occur at 

the transmission level. Although the occurrence of this type of risk is rare, the damages are tremendous. 

Studies on the risk hedging strategy of this type of risk from the perspective of energy retailers are lacking. 

It can be found that energy retailers incur risks at both the transmission and distribution levels. Therefore, 

more appropriate risk hedging strategies should be developed for retailers to hedge both types of risks. 

Additionally, the impact of DERs and EEs should be incorporated as well. 

In the literature, risk hedging strategies relating to both the transmission level and the distribution level 

are discussed. For the risks of the transmission level, most of the existing literature hedged the risks from 

the perspectives of the system planner, the power generators, and the electricity retailers [105-107]. 

However, references that focus on the transmission risk-hedging strategy from the perspective of the 

retailer are rare. For the risks of the distribution level, most of the existing literature hedged the risks 

from the perspective of the end-users and electricity retailers [109-112]. 

However, there are still four aspects of issues that remain unaddressed by the existing literature. First, 

the current risk-hedging strategy for the retailer is incomplete. First, most of the references studied the 

risk-hedging strategies for retailers at the distribution level to mitigate demand fluctuation, such as [112, 

113]. With the penetration of weather-related EEs, the supply shortage risks caused by the EEs at the 

transmission level is happening, which can cause huge losses to the retailer. However, references are 

lacking on risk-hedging strategies toward the risks caused by the EEs at the transmission level. To fully 

consider both supply shortage and demand fluctuation risks, more comprehensive risk-hedging strategies 

are needed for the retailer. Second, since the EEs are of extremely low probability but tremendous 

damages, the total loss value predicted would be smaller, such as [117]. As a result, the retailer would 

pay a smaller amount of insurance premium to cover the total loss value predicted. However, a lower 

amount of insurance premium would lead to a higher amount of insurance excess. Consequently, the 

retailer was unable to claim monetary compensation back even when there were damages caused by the 

EEs. To enhance the hedging effectiveness of the insurance, a proper risk valuation method must be 

developed to incorporate the risk preference of the retailer and facilitate the retailer to predict the total 

loss value and pay the right amount of insurance premium for the right insurance contract. Third, the 

existing risk-hedging methods rely heavily on the prediction of the electricity price, such as [36, 37, 118]. 

As a result, when the predictions of the electricity price are inaccurate, the effectiveness of the hedging 
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tools is compromised. Hence, a more price-irrelevant financial tool is needed to reduce the reliance of 

the retailer on the prediction of the price level. Fourth, the retailer has a limited capital investment for 

risk-hedging strategies in real practice. However, the existing literature failed to consider the investment 

budget constraints of the retailer, such as [108, 112, 113], neglect of which will lead to impractical 

hedging tool portfolio decisions. Thus, it is necessary to incorporate the influence of budget restrictions. 

Hence, we proposed a novel management strategy to hedge the risks of electricity retailers at both 

transmission and distribution levels and to ensure a positive income for the retailers. The main 

contributions of this chapter are as follows: 

 First, a rigorous risk-hedging model based on insurance is proposed for the retailer to hedge the 

risks at the transmission level. The conventional risk hedging insurance lacked the consideration of 

the risk preference of the retailer on the total loss value caused by EEs [117]. As a result, the 

insurance purchased will be ineffective and undesirable for the retailer. By contrast, in this chapter, 

an economic adjusting index is introduced to represent the different risk aversion levels of the 

retailer toward the low probability but high loss events, i.e., the EEs. The larger the adjusting index 

is, the more risk-averse the retailer is. As a result, the larger the loss value caused by the EEs is. 

Therefore, the retailer is more willing to pay for the insurance premium to get a higher chance of 

receiving monetary compensation from the insurance, and vice versa.  

 Second, a risk management strategy based on the strangle weather derivatives and ESS is designed 

for the retailer to hedge the risks at the distribution level. The traditional risk hedging tools like 

options and forward contracts relied heavily on the forecast of the electricity prices, such as [36, 37, 

118]. However, the increasing penetration of DERs will further amplify the fluctuation of demands 

and prices, which will increase the forecast difficulty. By using the proposed strangle weather 

derivative and the ESS, the reliance on the prediction of the prices is avoided.  

 Third, the proposed model offers a guide for choosing diverse forms of hedging portfolios (a set of 

hedging tools) for retailers under different budget constraints. The conventional risk hedging model 

ignored the impact of the budget constraints on the choice of the hedging tools, such as [108, 112, 

113], which can lead to ineffective risk-hedging portfolios. In our model, different budget 

constraints of the retailer are simulated in the case study to provide a suggestion for the retailers on 

the appropriate combination of the hedging tools to invest in, namely, the proper quantity of 
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insurance contracts and strangle weather derivative contracts to sign with and the appropriate 

capacity of the ESS to invest in.  

4.2 The Framework and Wholesale Methodology of the Proposed Hedging Strategy 

In this chapter, the proposed risk hedging strategy covers the risks at both the transmission and 

distribution levels. As for the objective of the chapter, it aims to minimize the costs of the retailers at 

both the transmission and distribution levels. Additionally, the retailer will decide the proper amount of 

insurance contracts, strangle weather derivatives to sign with, and the capacity of the ESS to invest in. 

The framework of the hedging strategy is shown in Fig. 4-1. 

At the transmission level, the retailer utilizes the insurance contract based on the adjusted risk 

valuation method to hedge the encountered power shortage risks caused by EEs, such as the damages 

caused by bushfires and ice storms. The adjusted risk value can reflect the risk preference of the retailer 

toward the EEs, which can increase the effectiveness of the insurance contract.  

At the distribution level, the retailer uses the proposed strangle weather derivatives to hedge the risks 

of demand fluctuation caused by normal changes in temperatures and the increasing penetration of the 

DERs. The proposed strangle weather derivatives encompass two parts: the HDD (CDD) put and the 

HDD (CDD) call. Worth noticing that the strangle weather derivatives used in this chapter is a novel 

strategy that is different from the traditional financial strangle [161]. In addition, the ESS is used to 

smooth the demand and facilitate the operation of the strangle weather derivatives. 

 

Fig. 4-1. The framework of the proposed hedging strategy for the retailer.  

The wholesale methodology flowchart of the proposed model is shown in Fig. 4-2. The processes 

within the solid black squares and the dotted black squares are the conventional wholesale methodology, 

in which electricity retailer signs bilateral contracts with both the power generator and the end-users to 
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satisfy the electricity demand. If the demand is still unsatisfied, the retailer will purchase extra electricity 

in the spot market. However, the procurement costs in the spot market are high. Thus, a novel hedging 

strategy is proposed in this chapter to reduce energy procurement in the spot market. Apart from signing 

bilateral contracts with both the power generator and the end-users, the processes within both the red 

squares and the solid black squares are the wholesale methodology of our hedging method. Here, the 

processes within the red squares are the contributions of our model. To hedge power outage risks caused 

by the EEs, insurance contracts based on the adjusted risk valuation method are introduced. For risk-

hedging on the demand fluctuation, when the electricity demand is higher than the supply (D1>S1) and 

the condition of exercising the call is satisfied, the retailer will exercise the HDD (CDD) call signed with 

the power generator to satisfy the load demand. In other words, the energy supply is increased, i.e., 

S=S1+S2. If the demand is still higher than the supply (D1>S1+S2), the retailer will purchase extra 

electricity in the spot market. On the contrary, when the demand is lower than the supply(D1<S1) and 

the condition of exercising the put is satisfied, the retailer will exercise the HDD (CDD) put signed with 

the end-users to increase the load demand. Thus, the demand is increased to D=D1+S3. 
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Fig. 4-2. The wholesale methodology flowchart.  

4.3 The Conventional Hedging Strategy for the Retailer 

4.3.1 Conventional Model 

Traditionally, electricity retailers sign bilateral forward contracts with power generators to purchase a 

certain amount of energy at the contract price. Additionally, the retailers also sign bilateral contracts with 

the end-users to sell a certain amount of energy at the contract price. When the load demand is higher 

than the energy purchased from the power generator, retailers will incur additional costs to purchase the 

energy in the spot market. Thus, the forecast of electricity price and demand is critical for the retailers. 

Besides the bilateral contracts, ESS is also used to facilitate the retailer in risk-hedging. Details of ESS 

constraints and models can be referred to [36]. The objective function of the conventional model is shown 

as follows: 

Contracts Electricity retailer End-users

Start

Create an offer to buy 
electricity

Sign bilateral contracts  
with the power generator

(S=S1)

Sign insurance contracts 
with the insurer

Create an offer to sell 
electricity

Bilateral contracts with 
end-users are created

Accept the bilateral 
contracts

D=D1

D>S?Buy in the spot 
market

D>S?

End

Yes

No

No

Yes

Exercise HDD (CDD) 
call signed with the 

power generator 
S=S1+S2

End

Buy in the 
spot market

Can call be 
exercised?

Can put be 
exercised?D>S?

Yes

No

Exercise HDD (CDD) 
put signed with the 

end-users 
D=D1+S3

Yes

No

Yes
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s.t.        Con sell
L RG S ESSP t P t P t P t    (4.2) 

where  Con
ret t  is the conventional profits of the retailer; RL  is the contract price between the retailer 

and the end-users; ESSR  is the revenue of operating the ESS; ESSC  is the costs of the ESS, including 

the fixed costs and the operational costs of the ESS;  sell
ESSP t  is the energy from the ESS that is sold to 

the end-users; RG  is the contract price between the retailer and the generator;  t  is the real-time 

energy price at time t; %a  is the fixed payment percentage of the transmission and distribution 

networks;  RGP t  is the energy procurement amount between retailers and generators at time t;  SP t  

is the extra amount of energy purchased by the retailers at the real-time price to satisfy the demand; 

 Con
LP t  is the total load demand under the conventional model which involves three parts: the energy 

from the generators, the energy from the ESS, and the energy from the spot market. 

4.3.2 Brief Comparison 

In this chapter, the proposed risk hedging model improves the conventional mechanism from the 

following three aspects. First, as EEs have become an emerging phenomenon over the past decades, the 

adjusted risk valuation model has been proposed to incorporate the risk preference of the retailer toward 

the EEs. Second, strangle weather derivatives are proposed to hedge demand variation risks at the 

distribution level. Third, budget constraints have been considered to facilitate the retailer in determining 

the proper number of risk-hedging tools to invest in. Detailed models of the proposed hedging strategies 

are presented in section 4.5 and section 4.6, respectively. 

4.4 Risk Valuation Method 

Normally, risk assessment involves three steps: 1) identify the risks, 2) determine the probability of 

the risks that have caused damage, 3) and quantify the risks [162]. For step 1, the risks identified at the 

transmission level are the risks of transmission system breakdown and power outages caused by the EEs. 

Insurance can be used to hedge these types of risks. In this chapter, a novel method to estimate the total 

loss value, i.e., the target of step 3, will be proposed to enhance the effectiveness of the insurance contract. 

Additionally, two components should be derived first. They are the adjusted risk value proposed in 

section 4.4.2 and the probability mentioned in step 2 that the EEs, such as bushfires and ice storms, have 
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caused breakdowns in the energy transmission process. The derivation of step 2 can be referred to [163]. 

4.4.1 Conventional Calculation of Expected Risk Value 

Traditionally, the total loss value can be calculated by multiplying the loss value with the related 

probability of occurrence. Thus, the expected value of losses can be presented as [162]: 

  
+

0

L yPr y dy


   (4.3) 

where L  is the total loss value; y  is the value of the loss;  Pr y  is the probability density function 

(PDF) of the loss. 

4.4.2 Adjusted Risk Valuation Method 

Before introducing the detailed risk hedging model, certain concepts would be explained first. The 

main elements within insurance include the insurer (i.e., an insurance company), the insured party (i.e., 

the retailer in this case, which is the same as the beneficiary), the premium (i.e., the price paid to the 

insurance company by the retailer), the claims (i.e., the monetary compensation that can be made to the 

retailer for the loss events ), and the insurance excess which is an insurance excess necessary to block 

claims for losses of high frequency but low severity [164].  

The adjusted risk valuation method is closely related to the CVaR [165]. Because the adjusted risk 

valuation method is inspired by the concept of CVaR that is losses exceeding the value-at-risks should 

be assessed. However, the adjusted risk valuation method is an extension of the CVaR method. The 

reasons we choose the adjusted risk valuation method rather than the CVaR are twofold. First, compared 

with CVaR, the proposed risk valuation method incorporates the increasing impact of EEs, like bushfires 

and ice storms, by giving the mathematical formulation to represent the probability that the EEs will 

occur. Second, different from CVaR, the proposed method introduces an economic adjustment index to 

measure the risk preference of the retailer toward the damages caused by the EEs. Thus, the adjusted risk 

valuation method is more suitable. 

As mentioned before, the damages caused by the EEs are tremendous, while the probability of 

occurrence is low. When using equation (4.3) to calculate the total loss value, a high loss value y  

multiplies extremely low loss probability  Pr y  will result in a low total loss value L . Thus, the 

estimation of the total loss value is extremely small. To ensure that the predicted total loss value is not 

always smaller than the insurance excess, we proposed a novel adjusted risk valuation method based on 
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the economic adjusting index that can incorporate the risk preference of the retailer toward the EEs.  

In this model, the standard deviation   represents the loss threshold of the retailer. Two 

probabilities will be introduced, the risk area probability   Pr y t   and the health area probability 

  Pr y t  . For the risk area under EEs, it refers to the unacceptable level of costs incurred during 

the system breakdown, and those costs are higher than the loss threshold of the retailer. Whereas the 

health area under EEs refers to the acceptable level of costs incurred during the system breakdown, and 

the costs are lower than the loss threshold of the retailer. In this chapter, we also introduce the economic 

adjusting index   to involve the impact of the risk attitudes of the retailers toward the EEs. The larger 

the   is, the more concerned the retailer is about the network vulnerability under EEs [162]. In the 

model, the reciprocal format of the PDF of  , i.e.  f  , is designed to describe and match the 

catastrophic consequences of the EEs. The PDF of the economic adjustment index   can be referred 

to [162] as follows: 

           
 

+

1 Pr y t Pr y t Pr y t dy t


 



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where   is the loss threshold for the retailer;   is the economic adjustment index ( 0  ); 

 f   is the PDF of the economic adjustment index . By applying the proposed adjusted risk valuation 

method, the adjusted risk value under EEs can be derived as follow: 

    
 

      
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 



 (4.6) 

where  U   is the staircase function that can be used to ensure 0  ;   and   are the standard 

deviation and expected value of loss due to uncertainties;  L t  is the adjusted risk value under the 

EEs. 

4.5 Hedging Strategy for the Retailer at the Transmission Level 

For the hedging risks at the transmission level, insurance based on the adjusted risk valuation method 

is used because it is a financial tool designed for mitigating losses of low frequency but catastrophic 
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damages. For equation (4.9),   EEDPr L t  is the probability of system breakdowns to the energy 

transmission network caused by the EEs. Thus, it is not an extremely low probability as   Pr y t . As 

for equations (4.7)-(4.9), they did not adopt the conventional method to decide the number of insurances. 

Instead, the proposed adjusted risk valuation method is utilized, which can be referred to section 4.4.2. 

Thus, the adjusted risk value  L t  is adjusted according to the risk preference of the retailer toward 

the EEs. As a result, the total loss value caused by the EEs EEC  is not necessarily lower than the 

insurance excess Insexc . Thus, the claim can be obtained by the retailer when the total loss value is 

higher than the excess of the insurance to cover part of the damages caused by the EEs. The mathematical 

formula of the   EEDPr L t  can be referred to [163]. The revenues and costs of the retailers by using 

the insurance to hedge the risks can be shown as follows [162]: 

  Ins Ins Ins EE InsR W X C exc     (4.7) 

 Ins Ins InsC X    (4.8) 

      
1

EEP

EE EED
t

C L t Pr L t 


   (4.9) 

where InsR  and InsC  are the revenues (claim payments) and costs of the insurance for the whole year; 

  EEDPr L t  is the probability that the EEs, such as bushfire and ice storm, that have caused 

breakdowns to the energy transmission network; Insexc  is the insurance excess that must be exceeded 

by the total loss caused by the EEs EEC  during the extreme event period to acquire the claim payments; 

InsX  is the number of insurance purchased for hedging the risks at the transmission level under the EEs; 

InsW  is the binary parameter, if the total loss value is larger than the excess, InsW  will be 1, else, 0; 

Ins  is the premium of the insurance; EEP  is the extreme event period, such as the duration of 

bushfire or ice storm. 

According to [117], a low insurance premium will lead to a high insurance excess. When the predicted 

total loss value is larger than the excess of the insurance, the claims calculated by total loss value minus 

excess will be paid to the retailer to cover part of the risks at the transmission level. Thus, the insurance 

premium paid by the retailer can influence whether the claim of the insurance will be paid by the insurer. 
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In other words, the insurance premium paid by the retailer can affect the effectiveness of the insurance. 

Additionally, the insurance premium is closely related to the net written premium surplus ratio Ins  

defined in equation (4.11), which can refer to [117]. Hence, the premium is calculated as the predicted 

claims multiply (1+ Ins ). Thus, the insurance premium can be derived via equation (4.10) as: 

        
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where Ins  is the net written premium surplus ratio of its standard deviation against the expected claim 

payments. 

4.6 Hedging Strategy for the Retailer at the Distribution Level 

The retailers mainly hedge risks arising from cold winters, warm winters, hot summers, and cool 

summers. When the temperature is cold in winter or hot in summer, end-users will need more electricity 

either for heating or cooling. As a result, retailers might incur a loss for purchasing extra energy at the 

spot price. On the contrary, for the warm winter and cool summer, the end-users will reduce their demand 

for electricity compared to cold winter and hot summer, which will bring profit reduction to the retailers.  

Before explaining the detailed model, technical terms relating to the weather derivatives are explained. 

Weather derivatives can be defined as financial instruments used by companies or individuals to hedge 

risks of weather-related losses [166]. Ref. [161] defined HDD (CDD) as the number of degrees that a 

daily average temperature is below (above) 65o Fahrenheit (18o Celsius). To long (short) a call/put 

means to buy (sell) the call/put options.  

In this chapter, an HDD call and a CDD call can be bought by the retailers from the seller of the call, 

i.e., the power generator, when the temperature is cold in winter and hot in summer. When the HDD 

(CDD) calls are exercised, the retailer can purchase energy from the seller of the call at the strike price 

and store energy for later usage. And when the demand for electricity is higher than the amount of energy 

in the bilateral contract between the retailer and the end-users, the retailer can sell the stored energy to 

the end-users at the contract price to satisfy the extra load demand. If the demand is still unsatisfied, the 
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retailer will purchase energy in the spot market. On the other hand, it is advised for the retailer to buy an 

HDD put and a CDD put from the end-users if the temperature is warm in winter or cool in summer. By 

purchasing the HDD put and CDD put, the retailer can exercise the strangle weather derivative to sell 

electricity to the end-users at the strike price to increase profits. In our model, the HDD call and the HDD 

put can form the HDD strangle for winter, whereas the CDD call and the CDD put can be combined to 

form the CDD strangle for summer. The HDD strangle and the CDD strangle are called the strangle 

weather derivatives. A detailed model of the strangle weather derivatives is explained as follows.  

4.6.1 Proposed Strangle Weather Derivatives  

4.6.1.1 HDD strangle 

In this chapter, the HDD strangle covers the winter in Australia (June to August). It is a contract 

between the retailer and the strangle seller, i.e., the power generator and the end-users, in which the 

retailer is the buyer of the HDD strangle. The HDD strangle includes the HDD call and the HDD put. 

For the HDD put, when the strike value of the HDD put put
HDDK  is higher than the  HDD n , which is 

the heating degree day for cd  periods, referred to equation (4.13), the put will be exercised. Whereas 

the call is out of the money, that means the call will not be exercised [33]. In this case, it is normally in 

a warm winter, where the demand for electricity is reduced compared to the cold winter. The retailer can 

purchase electricity from the spot market at a low price and exercise the put option to sell the purchased 

electricity to the end-users at a higher price (the strike price put put
HDD HDDK TS ). For the HDD call, when 

the  HDD n  is higher than the strike value call
HDDK  of the HDD call, the call will be exercised. In this 

case, it is normally in a cold winter, where demand for electricity is relatively high, the retailer will 

exercise the HDD call by purchasing electricity from the power generators at the determined HDD call 

strike price call call
HDD HDDK TS  and selling that energy to satisfy the extra demand. The revenues and costs 

of the retailer using the HDD strangle are shown as follows [167, 168]: 
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     = 18HDD n T n  (4.13) 

  put call
HDD HDD HDD HDDC X      (4.14) 
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where HDDR  and HDDC  are the revenues and costs of the HDD strangle for winter, and each strangle 

contract covers cd  days; n is the start day of the HDD; d is the end day of the HDD; HDDP  is the 

amount of energy covered by each HDD strangle contract; put
HDDK  and call

HDDK  are the strike value of the 

HDD put and HDD call;  HDD n  is the heating degree day for cd  periods;  put
HDDW n  and 

 call
HDDW n  are the binary parameters. If the strike value of HDD put put

HDDK is larger than the  HDD n , 

the put option will be exercised and  put
HDDW n  equals one, otherwise 0; If the  HDD n  is larger than 

the strike value of HDD call call
HDDK , the call option will be exercised and  call

HDDW n  equals one, 

otherwise 0; put
HDDTS  and call

HDDTS  are the tick sizes of the HDD put and HDD call; 18 is the reference 

temperature;  T n  is the daily average temperature; HDDX  is the number of HDD strangle contract 

that covers cd  periods; put
HDD  and call

HDD  are the premiums of the HDD put and the HDD call. 

4.6.1.2 CDD strangle  

The CDD strangle covers the summer of Australia (December to February) in this chapter. The 

mechanism is similar to that of an HDD strangle. However, the CDD strangle is a strategy for summer. 

Thus, the strike value and the tick size are different from that of the HDD strangle. Additionally, the 

cooling degree day  CDD n  is calculated differently from the  HDD n , which is presented as 

equation (4.16). The revenues and costs of the retailer using the CDD strangle are shown as below [24]: 
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     = 18CDD n T n   (4.16) 

  put call
CDD CDD CDD CDDC X      (4.17) 

where CDDR  and CDDC  are the revenues and costs of the CDD strangle for summer, and each strangle 

contract covers cd  days; n is the start day of the CDD; d is the end day of the CDD; CDDP  is the 

amount of energy covered by each CDD strangle contract; put
CDDK  and call

CDDK  are the strike value of the 

CDD strangle;  CDD n  is the cooling degree day for cd  periods;  put
CDDW n  and  call

CDDW n  are the 



 

79 

 

binary parameters. If the strike value of CDD put put
CDDK is larger than the  CDD n , the put option will 

be exercised and  put
CDDW n  equals one, otherwise 0; If the  CDD n  is larger than the strike value of 

CDD call call
CDDK , the call option will be exercised and  call

CDDW n  equals one; otherwise 0; put
CDDTS  and 

call
CDDTS  are the tick sizes of the CDD put and CDD call; CDDX  is the number of CDD strangle contracts; 

put
CDD  and call

CDD  are the premiums of the CDD put and the CDD call. 

4.6.2 Energy Storage System Model 

The energy storage devices can be used to smooth the fluctuation of the electricity price by charging 

or discharging power. Ref. [117] indicated that ESS is suitable for balancing small but frequent contract 

imbalances. Thus, it will be used to hedge demand variation risks. In current markets, there are a variety 

of energy storage devices. Compared with other ESSs, the BESS is the most cost-effective storage device. 

Therefore, in this chapter, the battery is utilized by the retailer to hedge risks. The revenues and costs 

formulae are shown as follows [36]: 

       
1

T
sell buy

ESS RL ESS ESS
t

R P t t P t 


     (4.18) 
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1

T
fix fix oper

ESS Bat Bat Bat
t

C X C C t


     (4.19) 

  oper fix fix
Bat Bat BatC t m X C    (4.20) 
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 (4.22) 

where ESSR  and ESSC  are the revenues and costs of the energy storage devices of the proposed model 

for the whole year;  sell
ESSP t  is the electricity sold to the end-users from the spot market;  buy

ESSP t  is 

the electricity purchased by the retailer in the spot market and is stored in the ESS; fix
BatX  is the number 

of battery needed to store the energy; fix
BatC  is the annualized fixed cost per battery device;  oper

BatC t  is 

the operation costs of the battery of the proposed model at time t; m  is the maintenance rate of the 
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battery; BatIC  is the initial costs of the battery;  storeE t  is the energy storage state of the proposed 

model at time t. 

4.7 The Objective Function of the Proposed Hedging Strategy 

The aim of the proposed model is to minimize the costs during the risk-hedging process of the retailer 

at both transmission and distribution levels. The components of the gains include the revenue from the 

insurance contract InsR , the revenue from the strangle weather derivatives HDD CDDR R , and the net 

profits from normal operation using bilateral contracts Con
ret . For the costs components, the premium 

paid to obtain the insurance InsC , loss caused by EEs EEC  estimated in section 4.5, and the premium 

paid to obtain the strangle weather derivatives HDD CDDC C  are all considered. In addition, the budget 

constraint has been considered in equation (4.25) which is determined by the budget limit of the retailer 

that will impact the investment decision of the retailer on the hedging tool portfolio. The objective 

function for the whole year can be shown as follows: 

  Total Total Con
retail retail Ins HDD CDD EE Ins HDD CDD retmin C R C C C C R R R           (4.23) 

s.t. 
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 (4.25) 

where Total
retailR  and Total

retailC  are the total retailer revenues and costs for the whole year; Con
ret  is the 

conventional annual profits of the retailers by using the bilateral contracts, which can be referred to 

equation (4.1);  prop
LP t  is the total load demand of the end-users under the proposed model which 

involves three parts: the energy from the generators and the spot market, the energy from the battery, and 

the energy from the strangle weather derivatives. 

4.8 Case Study 

4.8.1 Experiment Setting 

In this chapter, all the data relating to energy price and demand are obtained from the AEMO [160]. 
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Other data like daily average temperature for the months of January, February, June to August, and 

December of the simulated years can be found in [169]. The proposed model is compared with the 

reference using the bilateral contracts in Table 4-2 and the reference using the options in Table 4-3. 

Moreover, a discussion of the proposed model with references using the bilateral contract, insurance, and 

options is further conducted in Figs. 4-4 to 4-9. Since our model is a mixed-integer linear program 

problem, it can be solved via the CPLEX solver. 

The uncertainties considered include the electricity demand and price. Monte Carlo simulation is 

utilized to address uncertainty problems by modeling their probability density functions. 

TABLE 4-1. PARAMETER VALUES WITHIN THE CHAPTER. 

Parameter Value Parameter Value 

Insexc  36,000 AU$ r  5% 

BatIC  50,000 AU$ y 20 years 

HDDP , CDDP  1 MWh cha , dis  90% 

In Table 4-1, the parameter values relating to the insurance, the strangle weather derivatives, and the 

ESS are given. For the insurance, the insurance excess Insexc  is given. For the strangle, the coverage 

amount per HDD/CDD contract HDDP / CDDP  is given. For the ESS, the initial costs of the ESS BatIC , 

the discount rate r, the ESS lifetime y, and the charging/discharging efficiency cha  and dis  are 

included. 

4.8.2 Simulation Results Analysis 

Fig. 4-3 shows the compositions of the total load demand (PL) of the end-users for a year. 

Conventionally, the total demand includes the energy from the contract signed between the retailer and 

the generator if the contract coverage amount (PG_contract) is enough to satisfy the loads. If it is not 

adequate, the retailer will purchase extra energy (P_spot) from the spot market at the spot price, which 

is higher than the contract selling price between the retailer and the end-users. By contrast, in the 

proposed model, when the load demand is higher than the energy supply, the retailers will exercise the 

HDD/CDD call to buy electricity from the power generator to satisfy the extra load demand. On the 

contrary, when the demand is lower than the supply, the retailer will exercise the HDD/CDD put into 

selling the electricity at the strike price to the end-users to enhance the sales. Here, P_strangle is the 
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electricity purchased via the strangle weather derivatives to satisfy the demand. In addition, the retailer 

can discharge electric power from the BESS to satisfy the load, which is PESS_sell. By using the 

HDD/CDD call and the HDD/CDD put, the energy procurement in the spot market has been reduced and 

replaced by the energy from the ESS and the strangle weather derivatives, which is cost-saving for the 

retailer. 

 

Fig. 4-3. The composition of the total load demand. 

Fig. 4-4 illustrates the execution of the strangle weather derivatives in both summer and winter. For 

the summer period, the CDD strangle covers three months, and those are January, February, and 

December. The blue bars show the amount of accumulated  CDD n  for a week. In this chapter, the 

contract period of each strangle covers one week, and the strike value of the CDD call is higher than the 

CDD put. In brief, the CDD strangle is exercised when the  CDD n  is higher than the strike value of 

CDD call or smaller than the strike value of CDD put. To be specific, the CDD call represented by the 

yellow dots is exercised when the  CDD n  is higher than the CDD call strike value, whereas if the 

 CDD n  is lower, the CDD put represented by the purple diamond is exercised. For the winter period, 

the HDD strangle also includes three months, i.e., June, July, and August. The red bars are the weekly 

accumulated  HDD n . The identical methodology is applied to decide the execution of the HDD call 

(blue triangle) and the HDD put (green square). Not all the strangles in these six months are exercised 

because temperature changes within certain ranges in both summer and winter are acceptable. When the 

temperature variation exceeds the acceptable range, strangle is exercised. 
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Fig. 4-4. The execution date for the HDD strangle and the CDD strangle. 

 

Fig. 4-5. The profits from the strangle and the normal operation. 

Fig. 4-5 shows the net profits for the HDD and CDD strangles, which are positively correlated with 

the spot prices. The orange areas show the net profits of the retailer under the conventional model, which 

are negatively correlated with the spot price. Due to the opposite relationship between the net profits 

under the proposed model and the conventional model, the HDD and CDD strangles can be utilized to 

offset the losses when the electricity price is high (or when the net profits under the conventional model 

are negative). Although the strangle incurs costs, that is, the premium of the strangle, the retailer will 

make more profits with fewer risks on average. 

In Table 4-2, we compare the profits of the conventional models with the profits of the proposed model 

under circumstances where there are EEs, and there are no EEs during the simulated periods. For 

circumstance that no EEs occurs, it can be found that the profits of the proposed model (18,777,003 

AU$ in summer and 21,569,735 AU$ in winter, respectively) are higher than the conventional model 

(12,771,094 AU$ in summer and 12,851,821 AU$ in winter, respectively). This is because the strangle 

weather derivatives are used in the proposed model to hedge the risks of demand variation in both winter 
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and summer. When there are EEs in both summer and winter, the profits of the conventional model 

decrease by around 35% in summer and 31% in winter compared to the profits in summer and winter, 

where no EEs have occurred. Although the profits under the proposed model are also reduced to some 

extent, it reduced by 24% in summer and 22% in winter. This can be explained by the use of insurance 

to offset the losses. As for other times besides winter and summer, the conventional model is more 

profitable and gains 40,881,709AU$ under no EEs. Whereas for the proposed model, besides the ESS, 

the insurance is also purchased. And the investment costs of the proposed model are higher than the 

conventional ones. Thus, the net profits are lower under the proposed model, which is 33,357,132AU$. 

However, the insurance takes effect when there are EEs because the profit reduction of the proposed 

model under EEs is lower than that of the conventional model. In other words, the utilization of insurance 

has reduced the profit fluctuation, and the risks have been hedged. On average, the profits of the proposed 

model are higher than the conventional model under either EEs or non-EEs, and the overall profit 

variation of the conventional model is about 26% higher than the proposed model. 

TABLE 4-2. COMPARISON OF THE NET PROFITS BETWEEN THE CONVENTIONAL MODEL AND THE PROPOSED MODEL UNDER EES AND 

NON-EES. 

 

 Profits of the conventional 

model (AU$) 

Profits of the proposed 

model (AU$)  

EEs no EEs EEs no EEs 

Summer 8,264,758 12,771,094 14,212,836 18,777,003 

Winter 8,894,736 12,851,821 16,757,272 21,569,735 

Other times 28,685,633 40,881,709 27,516,059 33,357,132 

Overall Profits 45,845,127 66,504,625 58,486,167 73,703,871 

TABLE 4-3. COMPARISON BETWEEN THE STATE-OF-ART MODEL AND THE PROPOSED MODEL. 

 Using option Proposed model 

Total costs 26,167,123 21,354,203 

average profits  29,281,453 46,095,019 

ROR 1.12 2.16 

ESS efficiency 52% 68% 

In Table 4-3, the comparison between the state-of-art model using options and the proposed model is 

illustrated [112]. Four types of performance indices are utilized. The first index is the costs of the retailer, 

and it can be found that the total costs of the retailer using the proposed model are smaller than that of 

using the options. The second index is the profits of the retailer. It can be found that the profits of the 
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retailer under the proposed model are 46,095,019 AU$, which is higher than the model using the options. 

The third performance indicator, rate of return (ROR), is utilized to measure the gain of the retailer [170]. 

It is calculated by dividing the profits of the retailer by the total costs of the retailer. It can be found that 

the ROR of the retailer using the option is 1.12, which is lower than that of using the proposed model. 

Furthermore, for the fourth index, the ESS efficiency is compared. It can be found that the ESS usage 

efficiency of the proposed model is 16% higher than that the model using the option.  

 

Fig. 4-6. The cost comparison of the retailer between the proposed model and the model using options. 

In Fig. 4-6, the costs of the retailer include three types of costs, i.e., the ESS costs, the financial hedges 

costs, and the energy procurement costs. It can be found that the ESS costs (investment plus operational 

costs) and the procurement costs of the retailer are significantly reduced using the proposed model. 

However, the financial hedges costs of the proposed model are more than doubled compared to the model 

using the options. This is because the retailer purchases both the strangle weather derivatives and the 

insurance under the proposed model, whereas the state-of-art model only utilizes the options. 

In Fig. 4-7, the distribution of the total loss value is represented by the blue bars. There are four 

methods used in this chapter, and they are the bilateral forward contract, the ESS, the strangle weather 

derivatives and the insurance. According to the simulations, the bilateral forward contract can cover loss 

value (negative net profits) of a relatively small amount compared to the other three hedging methods. 

For most of the time, the ESS and the strangle weather derivatives are utilized to hedge risks of 

intermediate damages with relatively high frequencies. For risks under EEs, insurance is used, which is 

of fewer frequencies but tremendous damages. 

In Fig. 4-8, the number of each type of hedging tool used depends on the budget limit of the retailers. 

Three hedging tools are compared, the ESS, insurance and the strangle weather derivatives, which 

include both the HDD strangle and the CDD strangle. For low budgets, the utilization of all the hedging 
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tools is reduced. The insurance and the ESS will not be used in this situation. As the budget increases, 

the usage of all the hedging tools is increasing. When the budget reaches 8,000k AU$, the number of 

insurance contracts remains the same while more HDD strangle and CDD strangle are purchased 

compared to the 6,000k AU$ budget scenario. For ESS, the number of batteries increases rapidly under 

the 8,000k AU$ budget. In brief, the demand for insurance is the most inelastic one. This could be 

explained by the feature of the insurance that it will merely be used when there are tremendous losses 

caused by the EEs. Therefore, it is unlikely for retailers to purchase plenty of insurance contracts. By 

contrast, the demand for the battery is quite elastic. The elasticity of the strangle weather derivatives lies 

in the middle. Thus, when the budget of the retailer is sufficient, all three hedging tools can be invested. 

Whereas when the budget of the retailer is limited, the investment order should be insurance the first, 

strangle weather derivatives the second, and ESS the third. 

 

Fig. 4-7. The frequency distribution of the negative net profits. 

 

Fig. 4-8. The investment options under different budgets. 

4.9 Discussion with Other Works 
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In Fig. 4-9, the risk-hedging methods of the existing works are applied based on the data simulated in 

our model. Thus, the results of using the existing works can be compared with our model. four 

performance indices are illustrated, namely, the average profits, the total costs of the retailer, the ESS 

efficiency, and the payback period. For average profits and total costs, it can be found that only using the 

bilateral contracts of [36] to hedge risks results in the smallest profits for the retailer at 25,427,301 AU$, 

whereas the total costs are the highest at 29,175,439 AU$. This is because the bilateral contracts can only 

be served as basic risk hedging contracts for the retailer to pre-determine the amount of electricity to buy 

from the power generator at a fixed purchase price and the amount of electricity to sell to the end-users 

at a fixed selling price. However, bilateral contracts are unable to hedge the risks caused by EEs or the 

risks of demand fluctuation. When using the hedging strategy of [108, 117] to hedge the risks of the 

retailer, the profits are higher than the model using the bilateral contracts but lower than that of the 

proposed model. Whereas the total costs are lower than the model using the bilateral contracts but higher 

than that of the proposed model. When using the hedging strategy of [112], the results are similar to the 

results of using the hedging strategies of [108, 117]. However, [108, 112, 117] merely consider the risk 

hedging strategies at either the transmission or the distribution levels. More comprehensive hedging 

strategies for the retailer are needed. Compared with all the other hedging strategies, our model can 

ensure the highest profits at 46,095,019 AU$ and the lowest total costs at 13,437,526 AU$. This is 

because in our model, besides the bilateral contracts and ESS, the insurance is purchased by the retailer 

to hedge the risks of power shortage caused by the EEs at the transmission level. Additionally, the 

strangle weather derivatives are proposed to hedge the risks of demand fluctuation at the distribution 

level.  

For ESS efficiency and payback period, the results of these two performance indices using the 

strategies of [36, 108, 117] are quite similar. It can be found that using the strategies of [112] results in 

slightly higher ESS efficiency. This is because the option utilized can reduce the peak load of end-users 

by forcing them to sell a certain amount of load to the retailer. Then the electric power will be stored in 

the ESS managed by the retailer. Hence, the SOC of the ESS is increased. By comparison, the proposed 

model can ensure the highest ESS usage efficiency. This is because the SOC of the ESS is enhanced via 

the strangle weather derivatives, in which the SOC is increased via both the HDD (CDD) call and HDD 

(CDD) put. Thus, the ESS usage efficiency is increased accordingly. Additionally, the payback period 
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of ESS based on the proposed model is shortened compared with using the strategies of the other three 

references. This is because the average profits of the retailer using the proposed model are the highest. 

 

Fig. 4-9. Discussion among the existing references and the proposed model. 

4.10 Conclusion 

In this chapter, besides the utilization of the bilateral contract and the energy storage system, two more 

tools have been proposed to hedge the risks of the retailers at both transmission and distribution levels. 

They are the insurance and the strangle weather derivatives. For risks at the transmission level, it might 

occur when there are extreme events, this type of risk causes huge damage to the transmission network, 

but the risks are of relatively low frequency. Thus, insurance based on the adjusted risk valuation method 

is used to hedge the power shortage risks. For risks at the distribution level, the retailers mainly deal with 

the problem of demand fluctuation caused by the distributed energy resources and climate change, which 

is much less severe but more frequent than the damages caused by extreme events. Hence, the strangle 

weather derivatives and the energy storage system is chosen to hedge this type of risk. Simulation results 

indicate that the proposed model ensures higher profits for the retailers in summer (about 6 million 

AU$ higher) and winter (about 9 million AU$ higher) compared to the conventional model when there 

are no extreme events occur. On average, the profits of the proposed model are higher than the 

conventional model. 
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5. OPTION-BASED DEMAND RESPONSE MANAGEMENT FOR 

ELECTRIC VEHICLE AGGREGATOR 

Renewable energy resources, such as wind power, can serve as alternative energy sources to fossil fuels 

to reduce carbon emissions. However, the intermittent feature of wind power generation can lead to an 

imbalance between the energy demand and supply. Thus, in this chapter, an option-based DR strategy is 

proposed to mitigate the demand-supply imbalance and save energy costs for both the retailer and the 

EVA that manages the EVs. In the first part, option-based DR is conducted by the retailer to incentivize 

EVA to either charge or discharge electricity (DR decisions). Additionally, a robust optimization method 

is formulated to model the wind power uncertainty impact on the DR decisions. To tackle computational 

complexity of the robust optimization, a dual approximation approach is applied. In the second part, a 

clustering-based Nucleolus method is formulated to allocate the cost saving of the EVA resulting from 

the DR decisions among EV users and ensure their satisfaction. The time on finding the nucleoli (the 

optimal cost saving allocation) can be shortened via the clustering technique and nested linear program. 

According to the simulation results, the proposed DR strategy can save energy costs for the retailer and 

the EVA at 26.2% and 6% compared with using the price-based DR strategy. For the cost saving 

allocation, the formulated clustering-based Nucleolus allocation method can ensure the willingness of 

the EV users to participate in the DR strategy. 

5.1 Introduction 

To cope with the climate change and energy crisis, the utilization of renewable resources, such as wind 

power, is growing rapidly around the globe [110]. Although wind power is a kind of alternative energy 

source of fossil fuel to reduce carbon emission, the intermittent feature and limited predictability of wind 

power generation can lead to the imbalance of energy demand and supply, which is challenging to both 

the power systems and the electricity market participants. To this end, DR strategies can be designed to 

encourage energy users to adjust their energy consumption patterns to mitigate the demand and supply 

imbalance problem. DR mainly considers the shiftable loads, lighting, and HVAC [171]. On the other 

hand, EVs are considered an effective tool to reach a low-carbon economy. In the near future, EVs have 

the potential to become one of the major electricity-consuming appliances [172]. Additionally, the 

inherent flexibility of the EVs makes them promising DR resources. However, when EV users directly 

participate in the energy market, they will encounter risks of energy price uncertainty. As a result, EVAs 
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act as a mediator between the retailer and EV owners and should be introduced to realize the insulation 

between EV users and the electricity market. Insulation means that EV users do not directly participate 

in the electricity market. Thus, the DR strategy of the retailer for the EV aggregator that can reduce 

energy demand and supply imbalance should be focused on.  

In the literature, there are mainly two types of DR strategies, namely, price-based DR and incentive-

based DR. For price-based DR, it is a type of DR strategy to incentivize the end-users to alter their load 

patterns according to the time-varying prices [58], such as time-of-use rates, critical peak pricing, and 

real-time pricing. In existing research articles, the DR strategy could be formulated from the perspectives 

of the EV owners, the charging stations, and the electricity retailer [58-61]. However, price-based DR 

has two main drawbacks. First, the DR income of EVs to compensate for providing load flexibility cannot 

be ensured due to the volatility of the price. Second, price-based DR is conducted under organized 

infrastructure and regulatory approval, which is expensive. For incentive-based DR, it aims to maximize 

the benefits of retailers, which will increase by triggering an incentive price to influence end-user 

behaviors to change their demand consumption. For example, direct load control, interruptible/curtailable 

rates, emergency DR programs, capacity market programs, and demand bidding programs [62-65]. 

However, literature relating to incentivizing EVA to yield load flexibility using incentive-based DR by 

the retailer is not investigated yet.  

Thus, in this chapter, we propose a novel option-based DR strategy (incentive-based DR) to incentivize 

EVA to charge or discharge electricity to mitigate the demand-supply imbalance considering the 

uncertainty of wind generation. In such a strategy, the retailer is the option buyer who is responsible for 

exercising the call and the put options to conduct option-based DR. For the EVA, it is the option seller 

who manages the EV users to either increase or decrease charging demand in response to the option-

based DR strategy. Three contributions are listed as follows: 

 First, a rigorous option-based DR mechanism based on both call and put options are implemented 

to shift the consumption patterns of the EV users managed by the EVA to mitigate demand-supply 

imbalance. For the call option, it is designed for the retailer to reduce peak demand when the energy 

supply is smaller than demand by compelling the EVA to discharge a certain amount of electricity. 

For the put option, it is designed for the retailer to increase demand when the energy supply is 

higher than the demand by compelling the EVA to charge a certain amount of electricity. 
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 Second, based on robust counterpart theory, a robust optimization method is formulated to model 

the wind power uncertainty impact on the DR decisions. The model avoids the excessive 

conservativism of the conventional robust model by introducing a parameter to adjust the robustness 

of the proposed method against the level of conservativism of the solution. Furthermore, an 

equivalent linear formulation of the robust optimization method is derived via dual approximation. 

 Third, a clustering-based Nucleolus allocation method is formulated to optimally allocate the cost 

saving of EVA among the EV users by ensuring their satisfaction with the allocation. The clustering 

technique is applied to improve the computation efficiency of finding the nucleoli (the optimal cost 

saving allocation) by reducing the set of coalitions. Moreover, a nested linear program is applied to 

further enhance the computational efficiency of finding out the nucleoli. 

5.2 The Framework of the Proposed Model  

 

Fig. 5-1. The framework of the proposed model 

The framework of the proposed model encompasses two parts, as shown in Fig. 5-1. In the first part, 

the option-based DR, including both call and put options, is first proposed to mitigate the imbalance 

between the energy demand and supply by incentivizing EVA to charge/discharge a certain amount of 

energy. Additionally, a robust optimization model is formulated to model the wind uncertainty impact 

on the DR decisions. Furthermore, based on the objective to minimize total cost, the optimal exercise 

price and option premium of both call and put options are derived. In the second part, the clustering-

based Nucleolus allocation method is developed to optimally allocate the cost saving of EVA among the 

EV users to ensure the willingness of all the EV users toward the allocation. Clustering techniques and 

nested linear programs are used to reduce computation complexity. 

5.3 Proposed Option-based DR Strategy  

5.3.1 Objective Function and Constraints 

First part: Imbalance mitigation via option-based DR

Second part: Cost saving allocation via clustering-based Nucleolus                

FocusesParticipants Results

 Option-based DR mechanism
 Robust optimization and linear 

optimization model
 Derivation of exercise price and 

option premium

 Electricity retailer

 EVA
      

       

 

Focuses Results

 EV end-users  
 Clustering-based Nucleolus 

allocation method
 Nested linear program  

 Ensure the satisfaction of 
all the end-users toward the 
cost saving allocation  

 Cost saving for retailer 

 Cost saving for EVA

Participants
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In this chapter, we aim to minimize social costs, including the financial cost of the retailer and the 

EVA, as well as the cost of operational risks caused by wind power fluctuation, shown as (5.1). Equation 

(5.2) is the demand-supply balance constraint. In (5.2), the total load demand equals ch
t tl P . For the 

energy supply, the electricity can be purchased in the day-ahead and real-time markets by the retailer. 

Besides, the retailer is assumed to have wind farms to partially substitute energy procurement. The 

option-based DR is proposed to shift the EV charging profile ch
tP  to balance the demand and supply. 

The detailed mechanism of the option-based DR can refer to in Propositions 1 and 2 in section 5.3. 

 min total ret agg windC C C C    (5.1) 

  1. 1. ch call put da rt
t t t t t t ts t l P y P z P P P w         (5.2) 

where totalC  is the total costs occurred during the electricity trading process; retC  is the cost of the 

retailer; aggC  is the costs of the EVA; windC  is the cost of operational risks caused by wind power 

fluctuation; tl  is the load of the end-users other than the charging demand of EVs; ch
tP  is the 

aggregated EV charging profile at time t; ty  and tz  are the amount of call and put options exercised 

at time t; callP  and putP  are the electricity coverage amount per call and put options; da
tP  and rt

tP  

are the amount of electricity purchased in the day-ahead and real-time markets; tw  is the actual wind 

power.  

5.3.1.1 The mechanism of option-based DR 

In this chapter, it is assumed that the retailer purchases both call and put options from the EVA to 

conduct DR. As a result, the retailer has the right to exercise the options, whereas the EVA has an 

obligation to comply with the option execution decision made by the retailer in return for option 

premiums (payments) [33]. The mechanism of the option-based DR is: 

Proposition 1. For the call option, it is designed for the retailer to hedge the risks of increasing demand 

when supply<demand. And it is exercised when the real-time electricity price t
rt  is higher than the 

call option exercise price call
EP .  

Explanation: By exercising the call option, the retailer can reduce the demand of the EVs by call
ty P  
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amount at time t, shown as (5.2). As a result, the retailer must pay a payment of call call
EP ty P    to the 

EVA at time t.  

Proposition 2. For the put option, it is designed to enhance the revenues of the retailer under the case 

of decreasing demand when supply>demand. And it is exercised when the put option exercise price put
EP  

is higher than the real-time price rt t .  

Explanation: By exercising the put option, the retailer can increase the demand of the EVs by put
tz P  

amount at time t, shown as (5.2). As a result, the retailer receives a payment of put put
EP tz P    from 

the EVA at time t.  

5.3.1.2 Costs of the retailer 

The costs of the electricity retailer include the premium costs opC , the energy purchase costs in both 

the day-ahead daC  and the real-time markets rtC , and the DR costs drC . Additionally, the profit of 

selling electricity to EVA 0  is considered a negative cost, shown as (5.3). Note that the trading is 

scheduled in an intraday market. 

         0, ,ret op da dr rtC C Y Z C C C     da rtP y z P  (5.3) 

The option premium costs of the call and put options paid by the retailer to the EVA can be formulated 

as equation (5.4).  

  ,op call putC Y Z Y Z      (5.4) 

where call  and put  are the premium of the call and put options; Y  ( tt T
Y y


  ) and Z  

( tt T
Z z


  ) are the total amount of the call and put option contracts. 

The day-ahead and real-time energy purchase costs are formulated as equations (5.5) and (5.6). The 

decisions of the real-time purchasing are based on the expectation of the wind information state s [63]. 

    1

Tda da da
t tt

C P t


   daP  (5.5) 

    1 t

Trt rt rt
s tt

C P t


    
 rtP   (5.6) 

where da
t  and t

rt  are the day-ahead and real-time price. 
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The DR cost is shown in equation (5.7). The DR decisions are also based on the expectation of wind 

state s [63]. 

  
 
 

1
,

T call call
EP ttdr

s T put put
EP tt=1

y P t
C

z P t








y z  

    
  

     




 (5.7) 

5.3.1.3 Costs of the EVA 

The costs of the EVA include energy trading costs 0 , disutility cost t  caused by DR, and the 

degradation costs ,
EV
SOC tC  of the battery [63]. Additionally, the premium from selling the options opC  

and the DR income drC  are treated as negative costs, shown as (5.8). 

     0
,1 1

, ,
T Tagg op dr EV

t SOC tt t
C C Y Z C C 

 
      y z  (5.8) 

The disutility cost is formulated in a quadric form as (5.9) [63]. 

    2call put call put
t t t t ta y P z P b y P z P          (5.9) 

When the call option is exercised, the EVA will reduce electricity consumption by call
ty P  amount 

in return of call call
EP ty P    amount of payments from the retailer; when the put option is exercised, the 

EVA will increase electricity consumption by put
tz P  amount by paying put put

EP tz P    amount of 

payments to the retailer. In addition, the EVA receives premium payments  ,opC Y Z  from the retailer. 

The degradation cost of EVs is formulated as (5.10) [173].  

 
,

EV ch EV EV l
SOC t t tC P t SOC E t             (5.10) 

where ch ch put call
t t t tP P z P y P      (5.11) 

where ,
EV
SOC tC  is the SOC-related degradation costs;   is the cost coefficient of the lifetime depression 

of the EV battery; ch
tP  is the power charging at time t that is derived based on adjusting planned power 

charging ch
tP  via the option-based DR; EV

tSOC  is the aggregated SOC of all the EVs at time t; EVE  

is the total rated energy capacity of the EV battery;  l  is the leakage loss factor of the EV battery. 

In order to characterize EV usage, information such as driving distance and driving duration is 

collected [174]. Then, the SOC balance constraint of EVs is shown in equation (5.12). 
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 ,
1 ,/ / /i tEV EV ch ch EV EV dr dis EV

t t t i i ttotali I
i

dr
SOC SOC P t E E pr t E

dr
  

 
          

 
  (5.12) 

 min maxch
tP P P   (5.13) 

where ,i tdr  is the driving distance of EV i; ,
dr

i tpr  is the probability corresponding to ,i tdr ; EV
iE  is 

the rated energy capacity of the EV owned by EV i; total
idr  is the total driving distance the EV owner i 

can drive with a fully charged battery; ch / dis  is the charging/discharging efficiency; minP  and maxP  

are the minimum and maximum charging power. 

5.3.1.4 Costs of operational risks caused by wind power fluctuation 

It is assumed the retailer can partially substitute the procurement in the electricity market with self-

generated wind power to save energy costs and reduce carbon emissions. If the wind generation tw  is 

within the admissible region of wind power (ARWP) range ,low upw w   , the wind power can be 

accommodated by the system without causing operational risks. On the contrary, if the tw  is outside 

the range, operational risks will occur. Thus, in this chapter, windC  is used as a risk indicator to measure 

the risks caused by wind power fluctuation under a given confidence level [175]. Here, the ARWP range 

is the given confidence level, and it is influenced by the reserves provided by the EVs. By allocating 

more flexible capacity for EVs, the ARWP range can be broadened, and the risks of excess wind power 

and power shortage can be reduced. The wind power costs can be formulated as (5.14). 

 wind WPC WPC PS PSC P t P t        (5.14) 

where windC  is the costs caused by wind power fluctuation; WPCC  is the cost caused by excess wind 

power; PSC  is the cost caused by power shortage; WPC  and PS  are the coefficients of excess 

wind power and power shortage, respectively; WPCP  and PSP  are the excess wind power and 

shortage of wind power. 

Axiom 1.  up
tw w , excess wind power occurs, which can be expressed as equation (5.15).  

 
   

 
 max

max

0

, 0 ,

up up
t

WPC up up up up up
t t

up
t t t

w w w w

P f w w f w w w w

w w pr w dw   

      

 


 (5.15) 

    , max 0,up up up
t tf w w w w   (5.16) 
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Axiom 2. On the contrary,  low
tw w , power shortage occurs, which can be expressed as equation 

(5.17).  

 
   

 
 

0

, 0 ,

low low
t

PS low low low low low
t t

low
t t t

w w w

P f w w f w w w

w w pr w dw  

     

 


 (5.17) 

    , max 0,low low low
t tf w w w w   (5.18) 

where WPCP  and PSP  are the total excess wind power and power shortage power, respectively; 

 ,up up
tf w w  and  ,low low

tf w w  are the excess wind power and power shortage power at time t, 

respectively; maxw  is the maximum capacity of the wind generation; upw  is the upper boundary of 

wind generation, above which excess wind power should be curtailed; loww  is the lower boundary of 

wind generation, below which power shortage will occur;  tpr w  is the occurrence probability of 

wind power at time t under different wind speeds, which can be derived via equation (5.19) [176]. 

     
t

t w
pr w f d



 
    (5.19) 

s.t.       2 2* *2 exp
tw

f          
 (5.20) 

 * 2 mean    (5.21) 

where   
tw

f   is the Rayleigh PDF of the wind speed  ; mean  is the mean wind speed;   and   

are the lower and upper bound of the wind speed. 

5.3.2 Robust Optimization for Wind Power Uncertainty  

Data uncertainty can impact the quality and feasibility of the model. Thus, we formulate a robust 

optimization method to model the impact of wind generation uncertainty on the DR decision by avoiding 

the conservatism of the solution [177, 178]. 

5.3.2.1 Uncertainty set  

First, the uncertainty set needs to be defined. The uncertainty of the DR model considered is the actual 

wind power generation tw . Let 
t t tw w   , where 

tw  is the wind power prediction error and tw  is 

the predicted values of wind power generation can be obtained via the time series forecasting method 

[177, 178]. Thus, the uncertainty set   for wind generation tw  is: 
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  
  ,

: . . ,

, :
1

1,

t t tT
t t t

t t t
t t

t t t
t T

w w
w s t w

w w
w

T

 


 

  


  
    

      
   
 




 (5.22) 

where t  is the uncertainty level of the uncertainty set  ;   and t  are the volatility coefficients. 

Axiom 3. When 0t  , the uncertainty set   is a nominal deterministic case tw ; when t  

increases, the range of the uncertainty set   enlarges; when t  reaches the maximum amount, the 

worst-case uncertainty is presented.  

5.3.2.2 Robust optimization model 

Then, we formulate a robust approach via the robust counterpart theory to model the wind power 

uncertainty impact on the DR decisions. Denote the vector of decision variables as x , including daP , 

rtP , y , and z . The robust counterpart is formulated as (5.23)-(5.25). 

  min ,total
tC wx  (5.23) 

s.t.   
, ,ch

m t t t t
m

l P t        (5.24) 

 
, , , , , ,

da rt call put
m t m t m t m t m t m tP P w y P z P          (5.25) 

where  t   is the protection function of the tth constraint. 

In the robust optimization model, a parameter t  is introduced to adjust the robustness of the model 

against the conservatism of the solution, where 0,t tJ     and tJ  measures the total number of 

parameters that are uncertain. The protection function can be formulated as (5.26): 

  
 

 * *
, ,

,
, \

max
t

t t
t t t

t t t t t

t m t t t j t
M J

M j m MM j J M


        

            
  
  (5.26) 

where *
,, , , , ,

da rt call put
m tm t m t m t m t m tP P w y P z P          (5.27) 

Axiom 4. When 0t  ,   0t   , then constraint (5.24) is equivalent to the nominal problem; when 

t tJ  , the problem is similar to Soyster’s method. 

5.3.2.3 Linear optimization model 
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As equation (5.26) is non-linear, we should find the equivalent linear formulation to the robust 

optimization model. 

Proposition 3. The linearized protection function  t   is: 

   *
, ,max

t

t m t m t
m J

 


    (5.28) 

 ,. .
t

m t t
m J

s t 


   (5.29) 

 ,0 1,m t tm J     (5.30) 

Proof: The optimal solution value of equations (5.28)-(5.30) consists of t    uncertain parameters at 

1 and one uncertain parameter at t t     . This is equivalent to the selection of a subset 

  , , \t t t t t t t t tM j M J M j J M        with a corresponding function  * *
, ,t

t

m t t t j t
m M

        . 

Proposition 4. The robust optimization model can be reformulated as the linear optimization model as 

follows: 

  min ,total
tC wx  (5.31) 

s.t. 
, , ,

t

ch
m t t t m t t t

m m J

l P t 


          (5.32) 

 *
, , , ,t m t m t tt m J       (5.33) 

 0,t t    (5.34) 

 , 0, ,m t tt m J     (5.35) 

Proof: The dual of proposition 3 is as follows: 

 ,min
t

m t t t
m J

 


   (5.36) 

s.t. equations (5.33)-(5.35) 

where ,m t  and ,m t  are the dual variables. 

Since equation (5.36) is the dual problem to proposition 3, and proposition 3 is feasible and bounded 

for all 0,t tJ    , then equation (5.36) is also feasible and bounded. Additionally,  t   is equal 

to the objective function value of equation (5.36). Replacing it to equation (5.26), we found that the 

linear optimization of equation (5.26) is shown as proposition 4. 
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5.4  Derivation of Exercise Price and Option Premium 

5.4.1 Option Exercise Price 

First, the optimal exercise price can be derived as follows: 

Theorem 1. The optimal call option exercise price *call
EP  and optimal put option exercise price *put

EP  

that can ensure    * *, ,total call put total call put
EP EP EP EPC C    are shown as equations (5.37) and (5.40).  

5.4.1.1 Call option 

      2 2

1 1

* '
s s

call
EP t

s s
y s ds s ds      (5.37) 

      rt da call
t t t ts s pr l P y P       (5.38) 

where  s  is the prior probability density function of the wind information state s, where  1 2, ,s s s ; 

 Pr   is the wind power cumulative probability distribution function [63]. 

Proof: By taking the partial derivative of the total costs totalC  in (5.31) to the exercise price call
EP  of 

the call option, we have: 

 

     

 
   

2

1

2

1

'1 '

'

1
Pr

calltotal s
callEP
EP tcall rt rts

EP t t

call
s EP t

rt da calls
t t t t

C
y s ds

y
s ds

pr l P y P


 

  






     

   
  




 (5.39) 

5.4.1.2 Put option 

      2 2

1 1

* ' * *
s s

put
EP t

s s
z s ds s ds      (5.40) 

      * rt da put
t t t ts s pr l P z P       (5.41) 

Proof: By taking the partial derivative of the total costs totalC  in (5.31) to the exercise price put
EP  of 

the put option, we have: 
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 (5.42) 

5.4.2 Option Premium  

Then, based on the optimal exercise prices of both the call and put options, the option premiums can 
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be derived. 

Theorem 2. The option premium /call put  is the larger value of the binomial value /call put
BV  and the 

intrinsic value /call put
IV  of the option [54], which satisfies equation (5.43):  

  / / /max ,call put call put call put
BV IV    (5.43) 

 */ / /
rt rt

call put rT call put call put
BV u d

e d u e
e

u d u d
     

       
 (5.44) 

 ,t tu e d e    (5.45) 

  max ,0t
call rt call
IV EP       (5.46) 

  max ,0t
put put rt

IV EP       (5.47) 

where *rTe  is the continuous discount rate; r is the required rate of return of the retailer; *T  is the 

total duration of the options, which is the same for call and put options; u  is the increasing coefficient; 

d  is the decreasing coefficient; /call put
u  ( /call put

d ) is the related option price if the electricity price has 

an increasing (decreasing) potential [54]. 

5.5 Cost saving Allocation among EVs using Nucleolus 

After conducting option-based DR, the cost savings of the EVA gained from the DR are allocated 

among the EV owners based on the formulated clustering-based Nucleolus allocation method. The 

meaning of cost saving is the costs of each EV user can be reduced by cooperatively participating in the 

option-based DR. [111]. 

Compared with the other allocation methods, like the Shapley value, Nucleolus can ensure the stability 

of the grand coalition by ensuring the satisfaction of the end-users toward the allocation [111]. This is 

because the Nucleolus not only satisfies the efficiency and individual rationality principles mentioned in 

the following section, it also guarantees that the allocation is within the core defined in equation (5.50). 

Here, a grand coalition is a coalition that encompasses all the EV owners [111]. 

5.5.1 Preliminaries of Nucleolus 

Before introducing the formulated clustering-based Nucleolus allocation method, the preliminaries of 

Nucleolus should be explained first. 

The optimized decision variables can be plugged into the cost function of the EVA, i.e., equation (5.8), 
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and the minimized cost of EVA aggC  can be derived. Then, we define  aggC   as the minimized 

coalitional energy costs by having the EV users cooperatively trade in a coalition   with the retailer. 

For the coalition, we have   , where   is the grand coalition.  

First, the definition of cost saving is mathematically defined in Definition 1.  

Definition 1. If the value of the coalition is positive, i.e.,   0V   , it is more cost-saving for EV owners 

to cooperatively participate in the coalition managed by the EVA, which can be expressed as (5.48), 

according to [111]: 

      1agg
ii

V C C  


     (5.48) 

where iC  is the costs of EV i individually trading with the retailer, and no DR is involved;   is the 

coalition of the EV users;   is the management fee charged by the EVA, which decreases the cost 

saving allocated to the EV users. 

Second, the cost saving is allocated among the EV users according to Principles 1 and 2. 

Additionally, the allocation of the cost saving satisfies the imputation (5.49), which includes both 

efficiency (the first term) and individual rationality (the second term) principles [111]:  

      , ,i ii
V V i i  


      


    (5.49) 

Principle 1. Efficiency:  ii
V


   , where i  is the cost saving allocation to EV i under the 

grand coalition. 

Explanation: The efficiency principle requires that all the cost savings resulting from the option-based 

DR should be allocated to the EV users. 

Principle 2. Individual rationality:    ,i V i i    , where   V i  is the cost saving if EV i 

individually trading with the retailer without DR.  

Explanation: The individual rationality principle ensures that all EV users are better off when 

participating cooperatively in the option-based DR. 

Third, the stability of the cost saving allocation should be verified, which is explained in Definition 2.  

Definition 2. Given a cost saving allocation i , it is said to be stabilizing and within the core if the 

excess  , 0   . The excess measures the level of the dissatisfaction of the EV users toward the cost 
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saving allocation. Therefore, the core and the excess can be expressed as:  

   , 0, 2            (5.50) 

    , ii
V  


  

   (5.51) 

5.5.2 Computation of Nucleolus based on clustering 

However, the calculation of the Nucleolus follows the iterative process of lexicographically 

minimizing the excesses of 2  set of coalitions, which is NP-hard [179]. Hence, to reduce the 

calculation complexity, a clustering-based Nucleolus allocation method is proposed.  

The aim of clustering is to reduce the set of the coalition. Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) clustering technique is used to cluster EVs. Currently, there are 

many clustering algorithms, such as K-Means, Affinity propagation, Ward hierarchical clustering, Birch, 

etc. In this chapter, we applied the DBSCAN algorithm based on the clustering feature of the energy 

consumption profile of EVs. The reason to apply this particular clustering technique is that there is no 

need to decide the number of clustering categories in advance [180], and it can effectively deal with noise 

points [181].  

After clustering, the grand coalition   is changed into a new grand coalition * , where 

*  , and the set of the coalitions is reduced significantly to *

2 , where *

2 2  . To further 

improve the calculation efficiency, a nested linear program (LP) is applied. The problem of finding the 

nucleolus can be linearized based on the nested linear program as follows: 

     
1

* * * *
1 1 1

,
min ,LP V
 

  


    


     (5.52) 
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 (5.54) 

  * *1,...k rr k     (5.55) 

where  *
1 1,  ,  *

2 2,  , and  *
1 1,k k    are the optimal solutions to the 1LP , 2LP , and 1kLP  ; 

*
1  and *

r are the tight sets of the 2LP  and 1kLP   problems; *
k  is the collection of the tight set 
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*
r .  

The nested LP consists of two sets of constraints, the first set of constraints 

     * * * *, , 1,...*
r rV r k            ensures that only the candidate imputations of the 

previous LP with the worst excess value equal to *
r  are considered. The second set of constraints 

    ** * * *
1 , 2 \k kV           aims to minimize the worst excess values among all the 

remaining coalitions. 

5.6 Case Study  

5.6.1 Simulation Setting 

In this chapter, the data relating to electricity prices in January of 2021 are obtained from the AEMO 

[160]. Three case studies are carried out to verify the effectiveness of the proposed model, which are: 

Case1 No DR 

Case 2 Contingent price-based DR where only demand reduction is considered [182] 

Case 3 Proposed option-based DR where both demand reduction and demand enhancement are 

rigorously modeled.  

5.6.2 Simulation Results 

5.6.2.1 Results on DR strategy 

Table 5-1 shows the case comparisons on costs and DR amount of the three cases mentioned above. 

For cost comparison, it can be found that case 1 has the highest total costs (11407 AU$). By comparison, 

case 3 has the lowest total costs. To be specific, the costs of the retailer and the costs of the EVA of case 

3 are the lowest among the other two cases. In addition, both case 2 and case 3 incur wind uncertainty 

costs of 560 AU$ and 410 AU$, respectively. For DR amount comparison, case 2 only has a demand 

reduction amount of 842 kW, which is lower than that of case 3 (951 kW). Compared with case 2, except 

for demand reduction, demand enhancement of an amount of 1239 kW is also conducted in case 3.  

TABLE 5-1. CASE RESULT COMPARISON OF COSTS AND DR AMOUNT 

 Case 1 Case 2 Case 3 

Costs (AU$) 

Retailer 3248  2531  1869  

EVA 8159  6749  6347  

Social costs 11407  9280  8216  

Wind uncertainty costs 0 560 410 

Total costs 11407  9840  8606  
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Demand response 

 amount (kW) 

Demand reduction 0  842  951  

Demand enhancement 0  0  1239  

Figs. 5-2 to 5-4 show the EV load profile components of cases 1-3. In Fig. 5-2 (case 1), no DR is 

considered. To balance demand-supply and satisfy the load under the uncertainty of wind power, the 

retailer in case 1 can only buy energy in the spot market.  

Compared with case 1, case 2 in Fig. 5-3 conducts demand reduction based on contingency price to 

balance demand and supply under wind uncertainty [182]. As a result, the original load demand is 

modified into the adjusted load demand in Fig. 5-3. Additionally, the peak load of the adjusted load 

demand is flattened when the electricity price is high. For example, demand reduction occurs during 

1:00-5:00 in the morning and 22:00-24:00 in the evening. 

For case 3 in Fig. 5-4, the demand reduction amount is slightly higher than in case 2, which means the 

peak load is further flattened when the price is high via the exercise of the call option. Except for demand 

reduction, demand enhancement is also involved, such as 7:00-9:00 in the morning and 19:00-21:00 in 

the evening. When the electricity price and the demand are low, put options are exercised by the retailer 

to enhance the electricity demand of the EVA.  

 
Fig. 5-2. The load profile components of case 1. 

 

Fig. 5-3. The load profile components of case 2. 

0

10

20

30

40

50

0

15

30

45

60

75

90

1:00 5:00 9:00 13:00 17:00 21:00

R
ea

l-
ti

m
e 

el
ec

tr
ic

it
y 

pr
ic

e 
(A

U
$/

M
W

h
)

P
ow

er
 (k

W
)

Time 

Spot market purchase Wind generation

Original load demand Real-time electricity price

case 1

0

10

20

30

40

50

0

15

30

45

60

75

90

1:00 5:00 9:00 13:00 17:00 21:00

R
ea

l-
ti

m
e 

el
ec

tr
ic

it
y 

p
ri

ce
 

(A
U

$/
M

W
h

)

P
ow

er
 (

k
W

)

Time 

Spot market purchase Wind generation

Demand reduction Original load demand

Adjusted load demand Real-time electricity price

case 2



 

105 

 

 

Fig. 5-4. The load profile components of case 3. 

The demand reduction and demand enhancement under the proposed model in Fig. 5-4 are further 

decomposed into three clusters according to consumption features, which can refer to in Figs. 5-5 to 5-

7. 

For cluster 1 in Fig. 5-5, the EV users mainly consume energy in the morning from 6:00 to 9:00 and 

in the evening from 18:00 to 21:00 when the electricity price is low. It can be found that no demand 

enhancement is conducted. This is because, during those periods, the actual wind generation is higher 

than the predicted wind generation. Thus, the demand and supply are balanced. However, in the early 

morning, the late evening, and certain periods around 17:00, demand reduction is conducted. This is 

because the actual wind generation is lower than the predicted wind generation. 

On the contrary, EV users of cluster 2 in Fig. 5-6 mainly consume energy in the early morning from 

4:00 to 7:00, and EVs of cluster 3 in Fig. 5-7 mainly consume energy in the late evening from 21:00 to 

24:00. These two clusters have two common features that are a) when the real-time price is higher than 

the call option exercise price, the energy demand is higher than supply, b) when the real-time price is 

lower than the put option exercise price, the demand is lower than the supply. As a result, both demand 

reduction and demand enhancement are conducted. The differences are that the total demand 

enhancement of cluster 2 in Fig. 5-6 is lower than that of cluster 3 in Fig. 5-7, whereas the total demand 

reduction of cluster 2 is slightly higher than that of cluster 3. 

 
Fig. 5-5. The DR decision for cluster 1. 
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Fig. 5-6. The DR decision for cluster 2. 

 
Fig. 5-7. The DR decision for cluster 3. 

5.6.2.2 Results on cost saving allocation 

In the following section, the cost savings from option-based DR are allocated via both the Shapley 

method and the proposed clustering-based Nucleolus allocation. Note that using the traditional Nucleolus 

allocation method will get quite similar allocation results as using the clustering-based Nucleolus method. 

The only difference is that the proposed method is more computationally efficient. Hence, the traditional 

Nucleolus is not analyzed. 

 
Fig. 5-8. The energy costs and cost saving allocation of the three clusters under both Shapley and the clustering-based Nucleolus 

allocation. 

In Fig. 5-8, the energy costs and costs saving allocation of the three clusters under both Shapley and 

Nucleolus allocation methods are illustrated. For energy costs, the three clusters are different, in which 

cluster 3 has the largest energy costs, while cluster 1 has the smallest energy costs. This is because the 

EVs in cluster 3 participate more in DR (larger total DR amount), which can be proven via Fig. 5-7. By 

contrast, EVs in cluster 1 are less engaged in the DR. For cost saving, the total cost saving (398.5 AU$) 

of the three clusters under either allocation method is the same. However, the allocation within each 
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cluster is varied. For Shapley, the mechanism is to allocate more cost saving to EVs that have contributed 

more to the DR, i.e., cluster 3. Hence, cluster 3 has the highest cost saving allocation of 162.5 AU$ under 

the Shapley method. By comparison, the mechanism of the clustering-based Nucleolus allocation method 

is to ensure the least engaged EV users participate in the DR process. Thus, cluster 1 has the most cost 

saving of 186.5 AU$.  

Fig. 5-9 shows the largest excess averaged over 30 runs under different numbers of EVs in the grand 

coalition. It is found that the excess value of Shapley is always positive, which means the allocation 

under the Shapley method is unstable, i.e., (5.50) is not satisfied. On the contrary, the excess under the 

Nucleolus method is non-positive, which indicates that the allocation under clustering-based Nucleolus 

is stable. 

 
Fig. 5-9. The largest excess averaged over 30 runs. 

Fig. 5-10 illustrates the linearization of the allocation process under the proposed clustering-based 

Nucleolus allocation method. The largest tetrahedron represents the imputation defined in section 5.5.1. 

The green tetrahedron is the core in equation (5.50), and it is also the LP1 (linear program) process. 

Within the core, it satisfies X1+X2<V(1,2), X1+X3<V(1,3), and X2+X3<V(2,3). For the LP2 process, 

it is illustrated as a thick black line. Lastly, in the LP3 process, the nucleoli of the three clusters under 

the clustering-based Nucleolus method are found shown as the red dot (X1=186.5, X2=101.5, X3=110.5). 

 

Fig. 5-10. The LPs process under the proposed clustering-based Nucleolus. 
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TABLE 5-2 BRIEF COMPARISON OF THE TWO ALLOCATION METHODS 

No. of EVs:60 Cost saving allocation (AU$) Stability 

Shapley X1=102, X2=203, X3=215 0.18 

Clustering-based 

Nucleolus 
X1=186.5, X2=101.5, X3=110.5 0 

Table 5-2 briefly compares the simulation results of the two allocation methods from two aspects. As 

for cost saving allocation, detailed explanations can be referred to in Fig. 5-8. From the perspective of 

stability, the proposed Nucleolus is more stable than the Shapley allocation method, which indicates the 

satisfaction of the EVs toward the cost saving allocation is ensured using the proposed allocation method.  

5.7 Conclusion 

In this chapter, option-based DR is proposed to mitigate the imbalance of demand and supply caused 

by the intermittent feature of wind power generation. First, the EVA is incentivized to alter the energy 

consumption pattern via the option-based DR conducted by the retailer. Then, the cost saving of the EVA 

obtained from the option-based DR is allocated among the EV users via the proposed clustering-based 

Nucleolus allocation method. Results indicate that the proposed option-based DR can save costs for both 

the retailer and the EVA compared with the price-based DR strategy at 26.2% and 6%, respectively. 

Furthermore, the proposed allocation method is more stable compared with the Shapley method, and it 

can ensure the satisfaction level of the EV owners toward the allocation. 

  



 

109 

 

6. DEMAND RESPONSE AGGREGATION WITH OPERATING 

ENVELOPE BASED ON DATA-DRIVEN STATE ESTIMATION AND 

SENSITIVITY FUNCTION SIGNALS 

With the increasing penetration of renewable energy sources (RES), the value of the demand response 

(DR) draws wide attention. In order to realize the coordinated dispatch of widely spread resources, the 

aggregation of the controllable residential loads is managed by a single entity, namely the DR 

aggregator. Under price-based DR programs, the DR aggregators actively respond to market signals to 

reach maximum welfare. To avoid the quality of electricity services being jeopardized, the operational 

constraints of the network should be considered by the DR aggregators. However, DR aggregators are 

not expected to have access to the monitoring equipment and have limited knowledge of the network 

states. Hence, in this chapter, we proposed a DR aggregation with the operating envelope framework 

based on the representative signals produced by the distributed network operator (DNO) in the context 

of big data era. The DNO provides representative signals, including real-time state estimation and 

sensitivity functions, to the DR aggregators based on the proposed Semi-supervised Coupled Generative 

Adversarial Imputation Network (SC-GAIN) and big data analysis. The DR aggregators can realize the 

secure and efficient real-time dispatch of the controllable loads based on the received signals. The 

proposed framework was verified on the IEEE 33-bus and 123-bus systems. The case studies show that 

the proposed SC-GAIN algorithm can better deal with the missing data, and the learned sensitivity 

functions can effectively avoid the overestimation of the true DR potential 

6.1 Introduction 

Motivated by the growth in the share of RES, the distribution network faces significant changes. 

Although RES provides substantial contributions to the sustainability of the power grids, the intermittent 

renewable energy outputs can arouse severe security problems to the network assets. In order to make 

the future grids more active and flexible, DR is considered as a promising approach.  

The DR can be categorized into incentive-based DR programs and price-based DR programs. In the 

incentive-based DR programs, the end-users are provided with financial incentives, and they are obliged 

to respond to the DR signals [183]. The incentive-based DR programs can be further classified into direct 

load control and load curtailment. Direct load control allows the system operators to directly manage the 
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end-users' appliances via remote control technologies [184-187]. Different from direct load control, the 

load curtailment programs only authorize the system operator to cut down the end-users' supply during 

a contingency [188, 189]. However, even though the incentive-based DR is an effective approach to save 

the network operation costs and solve stability issues, it will obviously result in privacy and comfort 

problems for the end-users. 

Compared with incentive-based DR programs, price-based DR programs are more flexible. The 

electricity usage profiles are stimulated by different electricity price signals, such as TOU price [190], 

real-time price (RTP) [191], and critical peak price (CPP) [192]. The end-users schedule the controllable 

loads to earn maximum welfare by responding to the price signals actively [193]. In order to integrate 

widely spread controllable resources, different prosumers are aggregated to form collusion to earn the 

largest benefits [76, 77, 194, 195].  

Nevertheless, when the DR aggregation becomes large, an improper DR strategy may cause 

infeasibilities in the system operation, such as voltage violation and thermal overloading problems, which 

jeopardize the security of the electricity services [75]. Therefore, it is improper to neglect the network 

constraints like [76, 77]. In a price-based DR strategy, the DNO does not directly control the controllable 

loads but takes responsibility for formulating DR prices to stimulate customers [196, 197]. The customers 

are expected to respond to the DR prices. However, in real applications, it is difficult for DNO to obtain 

the detailed demand elasticities, cost functions, and utility functions of all the customers. Hence, the true 

DR potential may be overestimated [75], which will result in the abovementioned problems in power 

systems. DNO cannot always both meet the DR requirements and satisfy the grid safety constraints 

merely through price stimulations. Then, to ensure the network security and quality of the electricity 

services, DNO has to block parts of the DR requests in real-time if the DR of the customers arouses the 

violation of the network constraints [198]. However, this operation behavior of DNO will cause disutility 

to the customers. Ref. [15] presented an extended multi-perspective model for residential thermal DR in 

energy and capacity markets. To consider the network constraints, the power flow model was considered 

at the lower level in the market clearing. Ref. [20] proposed a tri-layer integrated DR model where the 

physical constraints of the different networks were strictly considered. To address the nonlinear and 

nonconvex problems in the distribution network, the mixed-integer second-order cone programming 

method and the piecewise linearization process were used. Ref. [199] pointed out that the reliable and 
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cost-effective integration of DR requires accounting for their physical properties from the system 

perspective. Therefore, in their proposed model, the Markov decision model for thermostatically 

controlled loads was integrated with a chance-constrained optimal power flow that accounts for the 

uncertainty of photovoltaic resources. Ref. [200] proposed a model-based predictive control method for 

the utilization of flexible resources effectively to provide DR in low-voltage distribution networks with 

solar photovoltaic, taking into account system states. In the proposed method, a linear power flow method 

based on the relaxation of branch power losses applicable to radial distribution networks was formulated. 

In [201], the DR further considered the network constraints and operational constraints of three-phase 

unbalanced distribution systems. In these references, although the network constraints were considered 

in the optimization problem of the DR aggregator, they ignore that the load scheduling and power 

dispatch are the tasks performed by different agents in a price-based DR program. In other words, the 

prosumers or DR aggregators are not authorized to access the information of network variables, and they 

do not have the capability to solve the OPF problem on their own knowledge. To fully address the 

aforementioned problem, a novel DR aggregation with the operating envelope framework is proposed in 

this chapter. The main contributions can be summarized as follows: 

 First, in the proposed framework, the DR strategy of the aggregator can fully consider the 

operational constraints of the power systems without obtaining full information about the electricity 

network. In the existing literature, such as [199], the DR aggregator is assumed to master all the 

system information, including network parameters and variables, to consider network constraints 

in the optimization problem. Different from the existing references, in the proposed framework, 

DNO and the DR aggregator belong to different agents that can cooperate to realize the real-time 

DR with an operating envelope via limited exchanges of representative information. Therefore, the 

DR aggregator can choose a preferable usage profile within the operating envelope, which provides 

more initiatives to the DR aggregator. The improvement of the DR scheduling structure to 

coordinate the DR aggregator and DNO is of great practical significance. With the proposed 

framework, the DR aggregator is not required to obtain unauthorized data at a higher level, and less 

communication burden will be brought to the cyber-physical network. Since less information 

exchange is required, data security problems will be unlikely to occur. 

 Second, to provide accurate representative information to the DR aggregator, DNO realizes the real-
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time state estimation based on the weighted total least squares (WTLS) estimator [202]. However, 

in real applications, missing data occur regularly due to various reasons, such as sampling failure, 

communication delay, or loss of phasor measurement units (PMUs). To deal with the missing data, 

a Semi-supervised Coupled Generative Adversarial Imputation Network (SC-GAIN) is proposed 

to impute the missing value. Compared with the conventional Generative Adversarial Network 

(GAN)-based learning structure, the algorithm is extended to better solve the imputation problem 

in an electrical context. The coupling learning structure is proposed to learn the joint distribution of 

multi-domain electric states in power systems by enforcing a weight-sharing constraint. Besides, 

the conventional GAN is further extended to the semi-supervised context by forcing the 

discriminator to predict class labels so that a more data-efficient discriminator can be trained to help 

GAN impute the missing data with high quality. The proposed learning structure is verified in case 

studies. Simulation results show that the proposed methodology has lower estimation errors and 

can better deal with missing data compared with state-of-the-art methods [202-204]. 

 Third, the sensitivity function is regarded as the representative information delivered by DNO to 

the DR aggregator. The sensitivity function is learned by the DNO based on big data analysis. The 

sensitivity function is a set of independent linear and quadratic equations obtained by aggregators 

based on the state estimation of DNO, which characterize the magnitude of the network variables, 

including power flows and voltage, and current, as a function of the DR allocation. Based on the 

received sensitivity function, the DR aggregator can estimate the operating envelope accurately. By 

using the proposed sensitivity function, the true flexibility that DR brings to the power systems can 

be studied. Compared with the sensitivity factor used in [75], the proposed methodology can better 

estimate DR capacity to ensure that the network constraints are not violated. 

6.2 Conventional Price-based Demand Response Scheduling 

6.2.1 Objective Function 

In this section, we present a conventional price-based DR scheduling model based on [191] and [199]. 

We further extend the mathematical model in reference to more types of controllable resources and 

reactive power DR. 

In the price-based DR scheduling, the DR aggregators actively respond to two signals P
t  and Qt , 

representing suitably accurate prediction of system requirements on active and reactive power, 
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respectively, i.e., predicted day-ahead electricity price. The objective function is to minimize the total 

energy consumption cost in equation (6.1). 

      , ,min P Tot Q Tot
t j t t j t

t

P t Q t  (6.1) 

where ,
Tot
j tP  and ,

Tot
j tQ  are the total active and reactive power consumption of the controllable load at 

bus j; P
t  and Qt  are the weights for each time step t of the scheduling horizon.  

The total active and reactive power consumption of the controllable load can be further decomposed 

as equations: 

     , ,
, , , , , ,
Tot SL ESS CH ESS DS HVAC PV
j t j t j t j t j t j tP P P P P P  (6.2) 

    , , , , ,
Tot SL ESS HVAC PV
j t j t j t j t j tQ Q Q Q Q  (6.3) 

where ,
SL
j tP  and ,

SL
j tQ  are the active and reactive power consumption of the shiftable load; ,

,
ESS CH
j tP  

and ,
,
ESS DS
j tP  are the charging and discharging power of the BESS; ,

HVAC
j tP  and ,

HVAC
j tQ  are the 

active and reactive power consumption of the HVAC; ,
PV
j tP  is the active power generation of the DGs; 

,
ESS
j tQ  is the reactive power generation of the BESS from smart inverter; ,

PV
j tQ  is the reactive power 

generation of the photovoltaics (PVs) from smart inverters. 

6.2.2 Device Operating Constraints 

The operating constraints of the controllable devices are modeled mainly based on [191]. These 

constraints include the upward and downward power limits of the controllable devices, the energy 

balance equation of the BESS, and the thermodynamic behavior of the HVAC. Detailed models can be 

referred to in the Appendix. 

6.2.3 Operating Envelope Constraints 

In the conventional model, the DR aggregator is assumed to master all the system information [199]. 

To ensure that the scheduling of the DR aggregators is feasible, the following network constraints should 

be met: 

    


      
 

2 2 2
, , , , , , ,

j

B B ST Tot B B
ij t jk t j t j t ij ij t ij t j t

k

P P P P r P Q V  (6.4) 
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    


     
 

2 2 2
. . , , , , ,+

j

B B ST Tot B B
ij t jk t j t j t ij ij t ij t j t

k

Q Q Q Q x P Q V  (6.5) 

        
    

2 2

, ,2 2 2 2
, , , , 2

,

2
B B
ij t ij tB B

i t j t ij ij t ij ij t ij ij
i t

P Q
V V r P x Q r x

V
 (6.6) 

      


2 2
2 , ,

, 2
,

B B
ij t ij t

ij t
i t

P Q
I

V
 (6.7) 

      
22 max

, ,,i i t i ij t ijV V V I I  (6.8) 

      ,max ,max ,max ,max
, ,,B B B B B B

ij ij t ij ij ij t ijP P P Q Q Q  (6.9) 

       
2 2 2,max

, ,
B B B
ij t ij t ijP Q S  (6.10) 

where j  is the set of electric buses connecting to bus j; B
ij tP ,  and B

ij tQ .  are the active and reactive 

power flow; ST
j tP ,  and ST

j tQ ,  are the active power and reactive power from the sub-station; ijr  and 

ijx  are the resistance and reactance; i tV ,  is the nodal voltage; ij tI ,  is the branch current; ijI
max  is the 

maximum current magnitude; B
ijP

,max  and B
ijQ ,max  are the maximum active and reactive power flow; 

B
ijS
,max  is the maximum apparent power flow. 

Equations (6.4)-(6.7) are the DistFlow equations [199, 205]. Equation (6.8) is the limits of the voltage 

and current magnitude. Equation (6.9) is the active and reactive power flow limits. Equation (6.10) is 

the limit of the apparent power. 

6.3 Proposed DR Aggregation Framework based on Representative Signals Produced by 

DNO 

While the previous references highlight the importance of network physical constraints in DR 

programs, the effective coordination between the DNO and the customers has not been discussed. 

Usually, the residential DR is operated by a DR aggregator on behalf of the interest of the participated 

customers but is less concerned about the physical network constraints. The responsibility of the DNO 

is to monitor the system state and ensure that electricity services are not jeopardized with the monitoring 

and control infrastructures. Note that DNO does not care about end-user interests. Thus, DR and power 

dispatch are tasks that belong to different agents and lack coordination. In the existing references like 

[199-201, 206], the network physical constraints are integrated into the optimization problem of the DR 
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aggregator. It indicates that the DR aggregator needs to access the full information of the electricity 

network. However, in applications, the DR aggregators are not expected to access the monitoring 

equipment. It is impractical for the DR aggregator who operates the devices at the behind-meter level to 

be authorized to access the information at a higher level (distribution level) from the DNO. Although it 

seems trivial that the DR aggregator cannot obtain full information about the electricity network, hidden 

critical problems, including communication burden and data security, may exist. Therefore, the DR 

aggregator has limited knowledge of the network states, and they do not have the capability to solve the 

optimization problem with the operating envelope constraints (6.4)-(6.10) embedded. In this chapter, 

we proposed a DR aggregation framework, shown in Fig. 6-1, where the DR aggregators can dispatch 

the controllable resources with the operating envelope based on the representative signals produced by 

the DNO. Based on the proposed method, the DR aggregator does not require complete information of 

the system states. DNO and DR aggregators belonging to different agents can cooperate to realize the 

real-time DR with the operating envelope via limited exchanges of representative information. 

In the proposed framework, the DNO first predicts the network variables, such as demand, and 

produces the sensitivity functions in the day ahead. In the sensitivity function, the magnitude change of 

the electric states in power systems (including voltage magnitude, current magnitude, active power flow, 

and reactive power flow) is a function of DR allocation (such as an increase in active and reactive power). 

Then DNO sends the representative signals to the DR aggregators. The representative signals are the 

system variables and the sensitivity functions related to the point of the connection of the DR aggregators. 

The DR aggregators solve the day-ahead DR scheduling formulated in section 6.5.1 based on these 

representative signals. In the real-time control, the DNO conducts the real-time state estimation 

introduced in section 6.4.1 and produces the sensitivity functions introduced in section 6.4.3. The real-

time state estimation and sensitivity functions are supported by data-driven methodologies. Based on the 

received representative signals, the DR aggregators realize the real-time dispatch of the aggregated 

controllable resources with the operating envelope formulated in section 6.5.2. The individual dispatch 

behind the coordination is out of the scope of our chapter.  
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Fig. 6-1.  Proposed DR aggregation framework. 

6.4 State Estimation and Sensitivity Analysis of DNO Based on Data-Driven Methodology 

6.4.1 State Estimation based on PMU Measurement 

The measurements of the system states include the actual measurements and the pseudo-measurements. 

The actual measurements are based on PMUs, which are capable of measuring time-synchronized phase-

angles, voltage amplitudes, and branch current phasor. 

The phase-angle at bus i can be formulated by the first-order Taylor series approximation of ije : 

   
 

MS MS
i i i

i

j j je e je  (6.11) 

where i  and MS
i  are the true and measured phase angle at bus i; 

i
 is the measurement error of 

the phase angle. 

The phase measurement of the voltage at the ith bus is: 

  
 
i

MS
i i

V
V V  (6.12) 

where 
( )  represents the complex value; 

iV  and MS
iV  are the true and measured voltage; 

iV
 is 

the complex voltage phasor measurement error, which can be further expressed as: 

   
  = +i

i ii

j
V iV

e j V  (6.13) 

PMUs can directly measure the branch current phasor: 

             2 1 1
ij

MS
ij jij ij i ijI
I Y Z V Z V
  (6.14) 

where 
MS
ijI  is the measured current; ijY  and ijZ are the admittance and impedance of feeders; 

ijI
 

is the complex current phasor measurement error, which can be further expressed as: 

Day-ahead scheduling of DR 
aggregator (Section 6.2)

Real-time state estimation conducted by the DNO
(Section 6.4.1)

Real-time sensitivity function produced by the 
DNO (Section 6.4.3)

Real-time DR with operating envelope based on 
the received representative signals from DNO

 (Section 6.5)

Day-ahead prediction of the network variables 
and sensitivity function produced by DNO

Real-time dispatch of each
 controllable resources 

Real-time controlDay-ahead scheduling

Big data analysis by DNO 

Training of the SC-GAIN for state estimation 
with missing data (Section 6.4.2)

Learning of the sensitivity function
 (Section 6.4.3)

Provide representative signals

Provide representative signals

Real-time dispatch of each
 controllable resources 

Real-time dispatch of each
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  
  = ij

ij ij ij

j
I ijI

e j I  (6.15) 

where ijI  and  ij  are the current magnitude and phasor angle. 

Even though there is an increased monitoring capability in the distribution system, widespread 

monitoring is not available in the short term. In this case, DNO will generate pseudo-measurements of 

the active and reactive power injection from the actual measurements. The pseudo-measurements are 

generated from the actual measurements of voltage magnitude and voltage angle based on big data 

analysis of the system states through regressing the linear relationship between  ,P Q  and  ,V  , 

shown as (6.16). 

 1

2

= +
P

Q
11 12

21 22

     
     

      

 
  

V

δ
 (6.16) 

where   and   are the regression matrix and bias vector. 

First, the historical and generated load profiles for the targeted network are entered into the simulation 

platform to calculate the power flow and nodal voltage. With numerous times of simulations, a specific 

electricity network operation library can be built. Then, Bayesian regression is utilized to regress the 

relationship between  ,P Q  and  ,V  . The detailed model can be referred to [207]. 

In the real-time estimation, when the actual measurements of voltage magnitude and voltage angle are 

obtained, the pseudo-measurements can be calculated according to equation (6.16). After obtaining the 

actual and pseudo-measurements, DNO will figure out the state estimation by correcting the value of the 

actual and the pseudo-measurements based on the weighted total least squares (WTLS) problem [208], 

which can be formulated as: 

  
1

2

min X Y I X Y I
T T T T T T



        


 (6.17) 

 
 =Y X TA C1  (6.18) 

where  = ,
T

Y P Q ;  = ,
T

X V  ;    is the estimated value. 

The expression 1

2
 

represents the weighted matrix norm. For a given matrix M , the weighted 

matrix norm is: 

    1

12
:M M M

T
vec vec


   (6.19) 

where  vec  represents the operation that reshapes a matrix into a vector; 
1 represents the 



 

118 

 

covariance matrix. 

6.4.2 State Estimation based on the Proposed SC-GAIN 

When there is a decrease in the number of PMUs, indicating fewer actual measurement data, the state 

estimation error based on the WTLS estimator will increase [203], and the pseudo-measurement obtained 

from equation (6.16) is unreliable. Therefore, we proposed a Generative Adversarial Network (GAN)-

based approach to impute the missing data. 

6.4.2.1 Conventional GAN-based learning structure 

The GAN is a kind of unsupervised learning algorithm that can generate data with a realistic feature 

and has been gradually utilized in power system problems in recent years [209, 210]. The structure of 

GAN is shown in Fig. 6-2. It consists of two deep neural networks: Generator (G) and Discriminator (D) 

[211]. The input of the generator is a series of random numbers, and the output is the data that follows 

the real distribution. The input of the discriminator contains the real historical data (true) and the data 

generated by the generator (false). The task of the discriminator is to distinguish these two kinds of data, 

and hence the output of the discriminator is a scalar (0/1). The two networks are trained at the same time 

and form a zero-sum game framework. Through the training, GAN will reach an equilibrium the 

discriminator can no longer pick out the generated data, indicating that the generated data follow the real 

distribution. 

Generator: Denote the input of the generator as a vector z  under a prior distribution z~pz(z). Denote 

the true sampling distribution of the states of the power system as pr. The objective of the generator is to 

learn a function  GG z ;  following distribution pg that is as close to pr as possible. Therefore, the 

value function of the generator can be formulated as (6.20). 

Discriminator: Denote a multilayer perceptron  DD x ;  that outputs a scalar. The outputted scalar 

indicates the probability that data x is sampling from pr rather than being generated. The objective of the 

discriminator is to maximize the probability of the correct label between the real data E[D(x)] and the 

generated data E[D(G(z))], shown as (6.21). 

       ~ ( )max , max logz Pz z
G G

V D G E D G z   
 (6.20) 
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x Pr x
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E D x
V D G

E D G z
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Equation (6.20) can be transformed to equation (6.22) as: 

       ~ ( )min , min log 1z Pz z
G G

V D G E D G z   
 (6.22) 

When combining (6.21) and (6.22), the Nash equilibrium of the two-player iterative mini-max game 

can be found through solving (6.23).  
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           
 (6.23) 
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Fig. 6-2.  Conventional GAN-based learning structure. 

6.4.2.2 Proposed SC-GAIN for state estimation with missing data 

Based on the specific characteristic of the power system, we proposed an SC-GAIN learning structure 

for the state estimation with missing data shown in Fig. 6-3. The SC-GAIN, whose full name is Semi-

supervised Coupled Generative Adversarial Imputation Network, is a learning structure to impute the 

missing data based on the adversarial framework [212]. To make the learning structure better adapt to 

the electrical context, a coupled network is designed for the data in different domains so that the joint 

distribution of the voltage magnitude, phase angle, and branch current can be learned. Besides, the 

discriminator will judge whether the outputted data belongs to the phase-angle, voltage, current, or fake, 

indicating a semi-supervised learning process. The detailed design of SC-GAIN will be illustrated in the 

following parts. 

To impute the missing data, the mask vector M=[M1,M2,…Mn] is designed. The mask vector has the 

same dimension as the original data. If the elements in the original data are unobserved, mark the 

elements in the mask vector at the corresponding places as 0. Our aim is to impute the unobserved data 

whose masks equal 0. 

The missing data of the PMUs include three domains, i.e., phase-angle, voltage, and branch current. 
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In power systems, these three domains have interconnections and are correlated. Combining the unique 

characteristics of the data in power systems, we aim to learn a joint distribution of the data in three 

different domains. Therefore, the true characteristics of the electric states in power systems are expected 

to be learned. Hence, we propose a coupled generative adversarial imputation network (C-GAIN) 

structure consisting of three coupled networks, i.e., GAINA, GAINV, and GAINI. Each network is 

responsible for imputing the missing data in its individual domain. Three networks are coupled by sharing 

the common weights, shown in Fig. 6-3. According to [213], the first layer of the network appears not to 

extract the features of a specific task but general in that they are applicable to many tasks. Features must 

eventually transit from general to specific by the last layer of the network. Therefore, the common 

features of the three domains can be learned in the proposed coupled network with sharing weight 

parameters. This specific design builds bridges between three independent tasks to enhance the learning 

performance, which can effectively prevent the circumstance that one task faces overfitting while the 

other faces underfitting. 
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Fig. 6-3.  Proposed SC-GAIN learning structure. 

The input of the generator in the proposed network is the measured data, with unobserved data 

excluded from the original data in all domains. The input data is passed to the generators to impute the 

missing data. The generators have three convolutional layers, which share the common weight as hidden 

layers and one fully connected layer with unique weights as the output layer. The imputed values are 

recovered to the original data sequence according to the mask vector and then sent to the discriminators 

to see whether the imputation can cheat the discriminators. Each discriminator also has three 

convolutional layers and one fully connected layer. A zero-filling operation is conducted to ensure that 
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the three networks are homogeneous. The layers which share the common weight are actually merged 

into one channel. The whole propagation process can be summarized as follow: first, the input data in 

three domains are first spliced into one vector. Then, the input data pass through the first three 

convolutional layers. After that, the network is branched into three channels, each corresponding to 

different output layers. The raining/propagation process of the discriminator is similar. Therefore, the 

training of the SC-GAIN is the same as a normal multi-channel neural network. 

The discriminator in a normal GAN outputs a probability that the data is imputed. In order to generate 

higher quality data, the GAN is extended to a semi-supervised context by forcing the discriminator to 

output the class label of the data. In other words, the discriminator should judge whether the outputted 

data belongs to the phase-angle, voltage, current, or fake. 

The proposed SC-GAIN is trained according to the following value function: 
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 (6.24) 

where c is the class of the label (1: phase angle; 2: voltage; 3: current; 4: fake); ,x cy  is the indicator (0 

or 1). If the label is the same as the class of x, it equals 1; , ,A V IG G G  and , ,A V ID D D  are the 

generators and discriminators of the three domains marked in Fig. 6-3. It should be noted that G  is the 

collective name of , ,A V IG G G , while D  is the collective name of , ,A V ID D D . 

6.4.3 Proposed Sensitivity Function Analysis Method 

6.4.3.1 Network sensitivity function 

In the real application, the DR aggregators do not have access to the network data, and they cannot 

solve the OPF problem to realize the operating envelope. However, it has been proved that the network 

sensitivity factor can provide quantified variation in the network variables due to the change in the power 

consumption in different types of network topologies. Denoting the network variable as i t, , the 

operating envelope of the DR aggregators can be formulated in the form of (6.25) (linear form for 

voltage, active power, and reactive power; quadratic form for complex power and current).  

          
2 2 maxmin max

, ,,i i t i i t i  (6.25) 

where i
min

 and i
max

 are the minimum and maximum state magnitude;   i
2 max

 is the maximum 
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quadratic limit of the state. 

In [75], linear regression is utilized to regress the sensitivity factor shown as:  

           , ,, , , ,,P Q
i t i ti t i i t i t i i tP Q

 
 (6.26) 

where P
i  and Q

i  are the sensitivity factor,  i t,


 is the estimated state variables from the DNO. 
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Fig. 6-4.  Sensitivity function and sensitivity factor. 

However, shown in Fig. 6-4, the accuracy of using linear regression to model the nonlinear problem 

is questioned. Therefore, in this chapter, we proposed a more accurate model. A sensitivity function is 

learned based on the big-data analysis shown as: 

            , ,, , , ,,P Q
i t i ti t i i t i t i i tg P g Q

 
 (6.27) 

where   ,
tP

i i tg P  and   ,
tQ

i i tg Q  are the sensitivity functions. 

The theoretical analysis of the sensitivity function is explained in the Appendix. 

6.4.3.2 Learning of the sensitivity functions 

In this chapter, the sensitivity functions are learned based on a convolutional neural network (CNN). 

The proposed network structure is shown in Fig. 6-5. There are two channels. In Channel 1, the input 

data is the changes in the active or reactive power, and it consists of three dense layers. In Channel 2, the 

input data is the estimated state variables of the distribution network, and it consists of two convolutional 

layers and one dense layer. Two channels are then connected through a fully connected layer to map the 

outputs to the changes of the state variables. 
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Fig. 6-5.  Double-channel learning structure for sensitivity function. 

The convolution layer shows good capability in feature extraction. Firstly, the features from the 

previous layer will be convolved by the learnable kernels. The procedure can be described as: 

 1= ( )
j

l l l l
j i ij j

i M

f b



 y x k  (6.28) 

where l
jy is the output of the jth map in the lth layer; 1l

i
x is the input of the ith map in layer l-1; Mj is the 

set of the input maps;  denotes the convolutional operation; l
ijk  represents the weight of the filter of 

the corresponding convolutional layer and l
jb  is the bias, respectively.  

Before being passed to the next layer, the output of the convolution layer needs to be activated. In this 

chapter, the sigmoid function is utilized as an activation function, shown as: 

    1 1 xsig x e   (6.29) 

The dense layers or fully connected layers are expressed as: 

 1= Kl l l l y x b  (6.30) 

where Kl
 is the weight from layer l-1 to layer l; and lb  is the additive bias. 

The Mean Squared Error (MSE) loss function is defined as: 

    
2 2

,, 2
+i ti t

z

L k  (6.31) 

where  i t,
  is the value of the label. 

After the sensitivity function  P
ig P  and  Q

ig Q  are learned, the combined effect of the changes 

of active and reactive power on the state estimation can be further expressed in (6.32) and (6.33). 

         ,, , ,
P Q

i ti t i i t i i tg P g Q


 (6.32) 

            
22

,, , ,
P Q

i ti t i i t i i tg P g Q


 (6.33) 

In the conventional model, such as [199], the DR aggregator is assumed to master all the system 
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information, so constraints (6.4)-(6.10) are considered in the optimization model. However, in reality, 

the DR aggregators do not have the capability to solve the optimization problem with constraints (6.4)-

(6.10) embedded. So, the electricity network constraints (6.4)-(6.10) are not utilized in the proposed 

method of this chapter. Meanwhile, we proposed a novel DR framework based on the sensitivity 

functions. Then, constraints (6.4)-(6.10) are substituted by (6.32) and (6.33) in our proposed method. 

6.5 Day-ahead and Real-time Demand Response with Operating Envelope based on 

Sensitivity Function 

According to the proposed framework in Fig. 6-1, DR scheduling is a two-stage optimization problem. 

In the day-ahead scheduling, the DNO first predicts the network variables, such as the power injections, 

and produces the sensitivity functions. Then, the DR aggregators schedule the controllable resources 

based on the received sensitivity functions. At real-time scheduling, the DNO conducts the real-time 

state estimation introduced in section 6.4.1 and produces the sensitivity functions. Based on the received 

sensitivity functions and the day-ahead scheduling result, the DR aggregator will adjust the operation of 

the controllable resources. 

6.5.1 Day-ahead Scheduling Stage 

The model of day-ahead scheduling is similar to the conventional DR scheduling strategy in section 

6.2. The objective function is (6.1), and the operational constraints of the devices are (6.51)-(6.64) in 

the Appendix. However, the difference is that the DR aggregator is not authorized to access the 

information of network variables, and it does not have the capability to solve the operating envelope 

constraints (6.4)-(6.10). Therefore, the operating envelope will be imposed based on the sensitivity 

functions. 

As mentioned, the power injection at each bus is predicted the day ahead to produce the sensitivity 

functions. Then,  ,i tP  and  ,i tQ  can be calculated as: 

       , ,, , , ,,
inj inj

Tot Tot
i t i ti t i t i t i tP P P Q Q Q  (6.34) 

where 
,
inj
i tP  and 

,

in j

i tQ  are the predicted value of the active and reactive power consumption of the DR 

aggregator. 

Hence, based on the received representative information, including the predicted system states  i t,
  

and the sensitivity functions   ,
P
i i tg P  and   ,

Q
i i tg Q  related to the connection point of the DR 
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aggregators, the operating envelope constraints can be expressed as: 

     ,, , ,
P Q

i ti t i i t i i tg P g Q       (6.35) 

            
22

,, , ,
P Q

i ti t i i t i i tg P g Q  (6.36) 

          
2 2 maxmin max

, ,,i i t i i t i  (6.37) 

where  i t,
  is the system variable predicted by the DNO in the day ahead. 

6.5.2 Real-time Scheduling Stage 

During the real-time control, there is a deviation in the predictive information, resulting in changes in 

DR schedules. The real-time operation problem of the aggregator can be solved by solving the objective 

function (6.38), where the decision variables are the active and reactive power adjustment  tP  and 

 tQ . 

 
     

 

      

  


 

, , , ,

, ,

min

+

P Tot Q Tot
t i t i t t i t i t

t

i t i t
t t

P P t Q Q t

P Q
 (6.38) 

where   and   are the penalty coefficients. 

Similar to day-ahead scheduling, the active and reactive power adjustment of the controllable load can 

be further decomposed as equations (6.39)-(6.40): 

           , ,
, , , , , ,

SL ESS CH ESS DS HVAC PV
i t i t i t i t i t i tP P P P P P  (6.39) 

         , , , , ,
Tot SL ESS HVAC PV
i t i t i t i t i tQ Q Q Q Q  (6.40) 

Also, the operation constraints (6.51)-(6.64) in the Appendix need to be satisfied.  

The changes in the DR schedule may result in infeasibility. Therefore, the real-time DR with operating 

envelope should be solved based on the representative data sent by the DNO. The representative data 

include the estimated states  i t,


 (obtained in sections 6.4.1 and 6.4.2) and the sensitivity functions 

  ,
P
i i tg P  and   ,

Q
i i tg Q  related to the connection point of the DR aggregators (obtained in section 

6.4.3). The real-time operating envelope constraints can be expressed as: 

         ,, , ,
P Q

i ti t i i t i i tg P g Q


 (6.41) 

            
22

,, , ,
P Q

i ti t i i t i i tg P g Q


 (6.42) 

          
2 2 maxmin max

, ,,i i t i i t i  (6.43) 
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6.5.3 Linearization of the Sensitivity Function 

However, the learned sensitivity functions  P
ig P  and  Q

ig Q  are nonlinear due to the 

convolutional layer and activation function. Hence, equations (6.35), (6.36), (6.41), and (6.42) 

become nonlinear constraints, which bring an extra computing burden. 

To ensure that the optimization problem can be solved efficiently, linear piecewise functions are 

applied to approximate the learned sensitivity function shown in Fig. 6-4. The linear piecewise functions 

can be expressed as: 

   
        , , , 1, ,k ki t i t i t k kh P a P b P x x   (6.44) 

   
        , , , 1, ,m mi t i t i t m mc Q a Q b Q x x   (6.45) 

where   ,i th P  and   ,i tc Q  are the piecewise approximation function. 

Then, constraint (6.41) can be converted to the mixed-integer linear constraints by introducing 

variables 
kw  and 

kz  shown as (6.46)-(6.50). 

 


  ,
1

K

i t k k
k

P w x  (6.46) 

    


  , ,
1

K

i t k i t
k

h P w h P  (6.47) 

     1 1 2 1 2 1 1, + , + ,k k k K Kw z w z z w z z w z  (6.48) 

 


 

  
1

1 1
1, 1

K K

k k
k k

z w  (6.49) 

       0,1 , 0,1k kz w  (6.50) 

6.5.4 Whole Process of the Two-stage DR Scheduling 

The whole process of the two-stage DR scheduling is presented in algorithm 6-1 steps. Algorithm 6-1 

steps illustrate how day-ahead scheduling, real-time scheduling, state estimation, missing data imputation 

based on SC-GAIN, and sensitivity functions are integrated and connected. The day-ahead scheduling is 

conducted first to schedule the controllable resources for the next day. Due to the error between the day-

ahead predictions and the real-time states of the network, the day-ahead scheduling may be infeasible 

during operation. Consequently, the dispatch of the controllable resources will be adjusted in real-time 

based on the up-to-date information. Both day-ahead and real-time scheduling contain the cooperation 

and communications between the DNO and DR aggregator. 



 

127 

 

Algorithm 6-1 steps: Two-stage DR scheduling  

Day-ahead scheduling: 

i. DNO predicts the network variables 

ii. DNO produces the sensitivity function (section 6.4.3) 

iii. DNO sends the regarding representative information 

to the DR aggregator  

iv. DR aggregator schedules controllable resources in day 

ahead (section 6.5.1) 

Real-time scheduling: 

i. DNO collects the real-time measurements from PMU 

ii. DNO imputes the missing value based on the SC-

GAIN (section 6.4.2) 

iii. DNO realizes the state estimation (section 6.4.1) 

iv. DNO produces the sensitivity function (section 6.4.3) 

v. DNO sends the regarding representative information 

to the DR aggregator 

vi. DR aggregator adjusts the scheduling of the 

controllable resources in real-time based on the 

received representative information and the day-ahead 

scheduling results (section 6.5.2) 

6.6 Case Studies 

6.6.1 Experiment Setting 

The proposed framework and methodology are verified on the IEEE 33-bus system. In case studies, 

two different scenarios are considered. In scenario one, the penetration of RES is relatively low, and the 

voltage profile of the network before DR is given in Fig. 6-6. In scenario two, the penetration of RES is 

relatively high, so the inverse current occurs in the network, and the voltage profile is given in Fig. 6-7. 

In both scenarios, the network suffers from voltage and thermal problems. In the simulation, we focus 

on the DR aggregator located at bus 18, which is a sensitive descendant bus. In order to show the 

scalability of the proposed framework and methodology, the simulation is also conducted on the IEEE 

123-bus system. 
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Fig. 6-6.  Voltage profile of IEEE 33-bus system (scenario one). 

 
Fig. 6-7.  Voltage profile of IEEE 33-bus system (scenario two). 

TABLE 6-1. NETWORK STRUCTURE AND PARAMETERS OF SC-GAIN 

Generator 

Layer Index Channel 1 Channel 2 Channel 3 

1 Input: 33*1 Input: 33*1 Input: 33*1 

2 Convolution: 3*1,64, ReLu 

3 Convolution: 3*1,128, ReLu 

4 Convolution: 1*1,256 ReLu 

5 FC: 33, Linear FC: 33, Linear FC: 33, Linear 

Discriminator 

Layer Index Channel 1 Channel 2 Channel 3 

1 Input: 33*1 Input: 33*1 Input: 33*1 

2 Convolution: 3*1,64, ReLu 

3 Convolution: 3*1,128, ReLu 

4 Convolution: 1*1,256, ReLu 

5 FC: 4, Linear FC: 4, Linear FC: 4, Linear 

6 Softmax Softmax Softmax 

TABLE 6-2. NETWORK STRUCTURE AND PARAMETERS OF THE NEURAL NETWORK FOR THE LEARNING OF THE SENSITIVITY 

FUNCTIONS 

Layer Index Channel 1 Channel 2 

1 Input: 1*1 Input: 99*1 

2 FC: 32, ReLu Convolution: 5*1,64, ReLu 

3 FC: 64, ReLu Convolution: 3*1,128, ReLu 

4 FC: 128, ReLu Convolution: 2*1,256, ReLu 

5 / FC: 128, Linear 

6 FC: 128, Linear 

7 FC: 99, Linear 

6.6.2 State Estimation based on SC-GAIN 

In the proposed framework, the DNO first estimates the states of the system in real-time based on the 

proposed SC-GAIN. Four cases are established in this section: 

Case 1: The state estimation at Bus 13 in scenario one (low RES penetration). 

Case 2: The state estimation at Bus 18 in scenario one. 

Case 3: The state estimation at Bus 13 in scenario two (high RES penetration) considering a sudden 
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drop of PV output. 

Case 4: The state estimation at Bus 18 in scenario two (high RES penetration) considering a sudden 

drop of PV output. 

 
Fig. 6-8.  Voltage magnitude estimation result of Case 1. 

 
Fig. 6-9.  Voltage magnitude estimation result of Case 2. 

 
Fig. 6-10.  Voltage magnitude estimation result of Case 3. 

 
Fig. 6-11.  Voltage magnitude estimation result of Case 4. 

We first compare the state estimation result between the SC-GAIN algorithm and the WTLS estimator 

utilized in ref.[202] in terms of voltage magnitude. As for measurement, the PMUs are lost at buses 5, 9, 

15, 18, 21, 25, and 30. In Case 1, shown in Fig. 6-8, both the WTLS estimator and SC-GAIN show 

relatively good estimation performance at bus 13, where there is a PMU measuring the voltage magnitude. 

In Case 2, shown in Fig. 6-9, there is a loss of PMU at bus 18, and the WTLS estimator shows bad 
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performance under incomplete information, but the proposed SC-GAIN can better deal with the missing 

data through data imputation. This is because when there are outliers (missing values), the squared error 

will be largely affected in (6.17) in the conventional WTLS method. However, in the proposed SC-

GAIN, missing data are imputed, which largely reduces the squared error. 

In Cases 3 and 4, we consider a sudden drop of PV output under the situation of high penetration of 

RES so that the outliers occur. It can be observed that the WTLS estimator and SC-GAIN algorithm have 

similar estimation accuracy under normal operation in Case 3, shown in Fig. 6-10. However, the WTLS 

estimator is vulnerable to outliers, while the SC-GAIN algorithm can bound the influence of a sudden 

change of the system states. In Case 4, it can be found that the SC-GAIN algorithm can better deal with 

the missing information and the outliers concurrently, as shown in Fig. 6-11. This is because the designed 

coupled network structure helps the estimator learn the joint distribution of the phase angle, voltage 

magnitude, and current, which can better reveal the true characteristics of the electric states in power 

systems. 

 
Fig. 6-12.  State estimation error under the different numbers of missing PMUs on the IEEE 33-bus system. 

In Fig. 6-12, we further compare the influence of the number of missing PMUs on the state estimation 

under four different methods, i.e., the proposed SC-GAIN, WTLS estimator [28], artificial neural 

network (ANN)-based estimation [203], and GAN-based estimation [204]. In Fig. 6-12, the Root Mean 

Squared Error (RMSE) of different measurements is provided. It can be concluded that the proposed SC-

GAIN is the most robust method in all estimations with the increasing of the missing number of PMUs, 

followed by GAN, ANN, and WTLS. 

To further show the scalability of the proposed method, these four methods are verified on the IEEE 
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123-bus system. Similar findings can be concluded, shown in Fig. 6-13. With the continuous increase of 

the missing number of PMUs, the RMSE of the WTLS estimator increases dramatically. As for ANN, 

the RMSE increases steadily first and rockets when the missing number of PMUs becomes large. The 

RMSE of GAN goes steadily up while the RMSE of SC-GAIN always remains at a relatively low level. 

 

Fig. 6-13.  State estimation error under the different numbers of missing PMUs on the IEEE 123-bus system. 

6.6.3 DR of the Aggregator with Operating Envelope based on the Sensitivity Functions 

Based on the accurate estimation of the system states, sensitivity functions can be learned based on 

CNN. In order to verify the effect of the learned sensitivity functions and the proposed DR with the 

operating envelope framework, three cases are established.  

Case 1: DR neglecting the network constraints. 

Case 2: DR with operating envelope based on sensitivity factor [75]. 

Case 3: DR with operating envelope based on the learned sensitivity functions. 

Case 4: DR with physical network constraints (assume that the DR aggregator masters all the network 

information). 

Figs. 6-14 to 6-17 show the real-time dispatch result of the controllable loads and smart inverters by 

the DR aggregators under four cases. Obviously, without considering the network constraints, the 

extremely high peak load occurs in Fig. 6-14. The voltage and current profiles of the three cases are 

shown in Figs. 6-18 and 6-19. The peak load will cause the violation of voltage and current, which is 

infeasible. In Case 1, the lowest nodal voltage reaches 0.935 p.u., and the highest branch current reaches 

around 170 A, which is 1.7 times the maximum capacity. The severe overloading is a risk for the network 
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assets and power quality. The result is not surprising since merely relying on the DR price signals will 

overestimate the true DR potential, which results in infeasibility in real-time dispatch. 

In Case 2, the peak load is reduced in Fig. 6-15, and the nodal voltage and branch current violation 

problem is improved compared with Case 1, shown in Figs. 6-18 and 6-19. However, the violation still 

happens occasionally because of the inaccurate estimation of the sensitivity factor. The main reason is 

that the sensitivity factor can partially reflect the change of system states but still sacrifices certain 

accuracy. Hence, in Case 2, the DR capacity is also over-estimated, which may result in infeasibility. 

In Case 3, the shiftable load is distributed more evenly than the previous two cases in Fig. 6-16, and 

the voltage and current violations are avoided in Figs. 6-18 and 6-19. The proposed methodology is 

effective to realize the DR with the operating envelope. It indicates that the sensitivity function is more 

accurate in estimating the changes in system states than the sensitivity factor. 

 

Fig. 6-14.  Real-time DR operation in Case 1. 

 
Fig. 6-15.  Real-time DR operation in Case 2. 
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Fig. 6-16.  Real-time DR operation in Case 3. 

 

Fig. 6-17.  Real-time DR operation in Case 4. 

In Case 4, the DR aggregator is assumed to master all the network information, and the power flow is 

solved as constraints in the optimization problem. Also, the voltage and current profiles of Case 4 are 

within limits in Figs. 6-18 and 6-19. Compared Fig. 6-16 with Fig. 6-17, it can be found that the 

scheduling results of the two cases are very close. It indicates that the learned sensitivity functions can 

reflect the real status of the network, but the proposed methodology only requires limited information 

exchange. 

 

Fig. 6-18.  Voltage profile of different cases. 
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Fig. 6-19. Current profile of different cases. 

TABLE 6-3. NETWORK CONSTRAINTS VIOLATION UNDER DIFFERENT STATE ESTIMATION METHODS ON IEEE 33-BUS SYSTEM 

 
Slight Violation 

Frequency (%) 

Severe Violation 

Frequency (%) 

Number of  

Missing PMUs 
2 5 7 2 5 7 

SC-GAIN 0 0.03 0.12 0 0 0 

WTLS 0.91 2.12 10.41 0.13 1.23 3.27 

ANN 0.06 1.12 5.26 0 0.35 2.41 

GAN 0 0.15 2.45 0 0 1.14 

TABLE 6-3 further investigates the influence of the state estimation methods on the performance of 

the learned sensitivity functions. We define the voltage below 0.94 p.u. as a severe violation and the 

voltage between 0.95 p.u. and 0.94 p.u. as a slight violation. For the current, we define the current above 

1.2 times the maximum capacity as a severe violation and below 1.2 times the maximum capacity as a 

slight violation. Combined with the result in Fig. 6-12, we can conclude that a more accurate and robust 

estimation method will result in better performance of the learned sensitivity functions. The proposed 

SC-GAIN is robust in dealing with missing data, and the frequency of severe violation is always 0 in 

TABLE 6-3. When there are 7 missing PMUs in the network, the slight violation frequency is only 0.12%, 

much smaller than that of WTLS (10.41%), ANN (5.26%), and GAN (2.45%). 

TABLE 6-4. NETWORK CONSTRAINTS VIOLATION UNDER DIFFERENT STATE ESTIMATION METHODS ON IEEE 123-BUS SYSTEM 

 
Slight Violation 

Frequency (%) 

Severe Violation 

Frequency (%) 

Number of  

Missing PMUs 
10 20 40 10 20 40 

SC-GAIN 0.02 0.25 1.25 0 0.05 0.76 

WTLS 1.24 6.36 12.63 0.74 2.25 5.23 

ANN 0.12 2.15 6.12 0.01 0.55 3.02 

GAN 0.03 1.05 1.95 0.21 0.53 1.84 

To improve the scalability of the proposed method and framework, we further verify our findings on 

the IEEE 123-bus system, shown in TABLE 6-4. When the missing number of the PMUs increases from 
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10 to 40, the slight violation based on the WTLS estimator increases from 1.24% to 12.63%, and the 

severe violation increases from 0.74% to 5.23%. But for the proposed SC-GAIN, the slight violation 

only increases from 0.02% to 1.25%, and the severe violation increases from 0% to 0.76%. Its 

performance is obviously better than the other three methods. 

6.7 Challenges and Future Work 

One of the challenges of this work is the generalization capability of the proposed data-driven models, 

including SC-GAIN for missing data imputation and the learning of the sensitivity functions. The 

demand level and the capacity of the renewable energy generator will continuously increase annually. 

Whether the currently trained model can adapt to future power system environments is challenging. One 

method to enhance the generalization capability is to add both the historical and generated data to the 

dataset according to the method in [214]. First, the future load is first predicted based on the long-term 

forecasting technologies presented in the literature [215]. Then, Gaussian noise is added to the predicted 

load level. Different scenarios are created for the possible allocation of the renewable energy generators 

in the future, and Monte Carlo simulations will run to decide the output of the renewable energy 

generation at each bus. The uncertain demand and renewable energy generation compose the generated 

data set. Both historical data and the generated data are fed for training. In this way, the trained model 

can perform well under different demand levels and generation mixes. In future work, an online learning 

process can be further developed to revise the trained model timely so that the trained model can adapt 

to the time-varying electricity network. 

The second critical challenge is that the typology of the distribution network may change due to 

network expansion. When the typology of the network changes, the data-driven model needs to be re-

trained since the dimension of the problem may change. However, owing to the development of 

heterogeneous transfer learning, a new model can be trained rapidly, and the methodology to extend the 

current model to the different network topology is considered for our future work. 

6.8 Conclusion 

In this chapter, a DR aggregation with the operating envelope framework is presented. In the proposed 

framework, the DR aggregators can use the limited representative signals sent by the DNO to realize the 

real-time dispatch of the controllable loads. The representative signals include the estimated states based 

on the proposed SC-GAIN algorithm and the learned sensitivity functions based on the data-driven 
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methodology. The proposed framework and methodologies are verified on the IEEE 33-bus system and 

IEEE 123-bus system. The simulation results show that, compared with the other state-of-art works, the 

proposed SC-GAIN algorithm can better deal with the missing data and sudden change of the network 

states in state estimation. Based on the learned sensitivity functions, the DR aggregators can realize the 

real-time DR considering the network constraints. Besides, the dispatch result of the proposed method is 

very close to the result directly considering the physical constraints in optimization. It indicates that the 

learned sensitivity functions can reflect the real status of the network, and the proposed methodology 

only requires limited information exchange. It is also found that a robust state estimation method can 

help DR aggregators better estimate the DR capacity by using sensitivity functions. Therefore, with the 

proposed state estimation method, the network constraint violation is less likely to occur.  

6.9 Appendix 

6.9.1 Device Operating Constraints 

6.9.1.1 DGs with smart inverters 

The DGs can generate and absorb reactive power when equipped with smart inverters. The constraints 

of the inverter-based DGs can be expressed as: 

   
2,max ,max

, ,
PV DG PV
j t j j tQ S P  (6.51) 

   ,max ,max
, , ,
PV PV PV
j t j t j tQ Q Q  (6.52) 

where DG
jS

,max  is the maximum capacity of the smart inverters of the DGs; ,max
,
PV
j tQ  is the maximum 

reactive power generation of the DGs. 

6.9.1.2 BESS with smart inverters 

Equation (6.53) describes the energy balance constraints of the BESS. Equations (6.54) and (6.55) 

describe the limit of the energy storage state and charging/discharging power. Equations (6.56) and 

(6.57) describe the reactive power capacity of the smart inverters. 

       , ,
, 1 , , , /ESS ESS ESS CH C ESS DS D
j t j t j t j tE E P t P t  (6.53) 

  ,min ,max
,

ESS ESS ESS
j j t jE E E  (6.54) 

  , / ,
, ,0 ESS CH DS ESS RT
j t j tP P  (6.55) 
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   ,max ,max
, , ,
ESS ESS ESS
j t j t j tQ Q Q  (6.57) 

where ,
ESS
j tE  is the energy storage state of the BESS;  C  and  D  are the charging and discharging 

efficiency of the BESS; ,minESS
jE  and ,maxESS

jE  are the minimum and maximum energy storage state 

of the BESS; ,
,
ESS RT
j tP  is the maximum charging and discharging rate of the BESS; ,maxESS

jS  is the 

maximum capacity of smart inverters of the BESS; ,max
,
ESS
j tQ  is the maximum reactive power generation 

of the BESS. 

6.9.1.3 HVAC 

For the HVAC units, the total aggregated active and reactive power consumption can be calculated by 

summing up the power of each HVAC unit shown as (6.58). Equation (6.59) describes the reactive 

power consumption of the HVAC units. The relationship between the indoor temperature and the power 

of the HVAC units is modeled based on the thermodynamic behavior [216] shown as (6.60). In order to 

ensure the comfort of the residents, the indoor temperature should be maintained within a specific range 

shown as (6.61). The aggregation method of the HVAC units can be further referred to [194]. 

 
 

  , , , ,,
HVAC HVAC

HVAC HVAC HVAC HVAC
j t h t j t h t

h h

P P Q Q  (6.58) 

   1
, , ,= tan cosHVAC HVAC HVAC

h t h t h tQ P pf  (6.59) 

     
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h t h t t h h tT T e T R P t e  (6.60) 

     ,
ref in ref
h h h t h hT T T  (6.61) 

   ,
,0 HVAC HVAC RT
h t hP P  (6.62) 

where 
HVAC

 is the set of HVAC units; HVAC
h tP ,  and HVAC

h tQ ,  are the active and reactive power 

consumption of the hth HVAC; HVAC
h tpf ,  is the power factor of the HVAC; in

h tT ,  and am
hT  are the 

indoor and ambient temperature; 
hR  is the thermal resistance; 

hC  is the heat ratio of the air; ref
hT  

is the reference temperature; h
 is the maximum acceptable temperature deviation; HVAC RT

hP
,  is the 

maximum power of the HVAC. 

HVAC units have very complicated mechanisms and multiple components, and the power factor in 

(6.59) is not a constant value. However, to simplify the problem in an energy dispatch problem, we 
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consider the average power factor of the HVAC units. Such simplification and assumption are common 

in the energy dispatch problem in electricity market operations [217]. 

6.9.1.4 Shiftable load 

For the shiftable load, it should ensure that the total daily demand is satisfied, shown as: 

  , , ,
SL SL SL
j t j t j tQ pf P  (6.63) 

  ,
,
SL SL D
j t j

t

P P  (6.64) 

where SL
tpf  is the power factor of the shiftable load; ,SL D

jP  is the total active power demand. 

6.9.2 Basic Theoretic Analysis of the Sensitivity Function 

Using sensitivity analysis to estimate the state changes in the electricity network has its basic theory. 

Take the voltage as an example. Sensitivity data is readily obtained from the inverse of the standard 

Jacobian matrix used for the calculation of network bus voltages under the Newton-Raphson load-flow 

technique. The updated formula of the power system stated in the Newton-Raphson load-flow technique 

is given by: 
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Once the power flow is converged, the Jacobian specifies the partial derivatives (i.e., sensitivities) of 

XP  and XQ  with respect to YV  and Y  as a function of the current system state. The Jacobian 

matrix can be expressed as: 
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 (6.66) 

Combining the equation above, an incremental change in voltage can be yielded according to [218] as: 

 Y Y
Y X X

X X X

V V
V P Q

P Q

   
       

  
  (6.67) 
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where YV  is the change in voltage magnitude at bus Y, XP  and XQ  are the changes in P and Q 

at bus X; Y XV P   and Y XV Q   are the voltage sensitivities to active power and reactive power 

changes. 

The equation above is similar to our general formula based on sensitivity function, shown in (6.32). 

The difference is that we utilized the proposed sensitivity function  P
ig  and  Q

ig  based on data-

driven analysis rather than the sensitivity factors Y XV P   and Y XV Q  . The proposed method can 

better reflect the nonlinearity of the power system equations, which is more accurate. 
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7. PRICING FOR ELECTRIC VEHICLE CHARGING STATIONS BASED 

ON THE RESPONSIVENESS OF DEMAND 

EVs have the promising potential to be effective in mitigating greenhouse gas emissions in the 

transportation sector. Hence, the penetration of EVs in some countries has experienced steady growth. 

However, the proliferation of EVs can cause negative impacts on the PDN and the TN. Thus, in this 

chapter, a dynamic pricing strategy for EVCSs is proposed to facilitate EVCSs to earn higher profits 

while alleviating the potential negative impacts on both PDN and TN. First, a pricing strategy, 

considering the competition effect established based on the TN, is formulated to facilitate the EVCS to 

attract the defined competitive charging demand. Second, a two-step approach is proposed to 

mathematically formulate the responsiveness of demand towards the charging price. Third, EV user 

behaviors are incorporated based on both an admission control scheme and a queueing model to further 

adjust the charging demand. We have conducted simulations to verify the effectiveness of the pricing 

strategy in a PDN and TN coupled system, which contains approximately 2000 EVs. Results show that 

the proposed pricing strategy can facilitate the EVCS to gain 14.2% more net charging profit on average 

compared with the other three cases. Moreover, the operational stability of the EVCS can be ensured 

because the proposed pricing strategy can result in the least queueing length volatility with moderate 

profit variance compared with the other three cases. Furthermore, the proposed pricing strategy can 

achieve spatial load shifting by incentivizing EVs to alter their station-selection decisions to avoid 

possible power congestion in the electricity network. 

7.1 Introduction  

EVs are believed to have the promising potential to reduce greenhouse gas emissions and urban air 

pollution if EVs are charged with renewable energy [41, 42]. As a result, EVs are burgeoning to gradually 

replace gasoline-based vehicles (GVs) [43]. Under this context, the synergistic effect of PDNs and TNs 

has become an emerging topic to discuss [44, 45]. To be specific, the growth of EVs will increase the 

EV traffic flow in TN. Then, the increasing EV traffic flow will increase the charging demand at the 

EVCSs, and the increased charging demand at EVCSs will further affect the operation of PDN. To this 

end, the increasing penetration of EVs can pose a potential impact on the security and stability of the 

PDN [44]. Additionally, the substitution of GVs with EVs might induce two types of potential risks for 

TN [45]. First, EVCSs are usually constructed on prosperous roads to obtain more traffic capture, but the 



 

141 

 

attraction of the additional EV flow will worsen the traffic condition. Second, the charging behavior of 

EV users might cause long queueing lengths within certain EVCSs. Hence, the EVCS plays an important 

role in guiding EV users' charging selection decisions through pricing strategy to mitigate the above-

mentioned issues. 

The pricing strategy of the EVCS is investigated in the literature. However, in some of the existing 

references [119, 120], EVCSs simply applied the DLMP as the charging price. Although DLMP has the 

advantage of stimulating EV loads to maintain the voltage, current, and power flow within acceptable 

limits and alleviate the congestion of PDN, using the DLMP can only cover the marginal costs of EVCSs. 

Thus, it fails to facilitate the EVCSs to gain higher profits. In practice, EVCSs are self-interested [121]. 

Hence, EVCSs can formulate their own pricing strategies to not only cover the cost of EVCSs but also 

gain higher profit [121-125]. Some references not only aimed to maximize charging profit but also aimed 

to enhance customer satisfaction or PDN stability via pricing strategy [126, 127]. Apart from increasing 

charging profit, in some references, the pricing strategy could enhance the QoS at the EVCS [128-131].  

However, there are still three issues that remain unaddressed in the existing literature. First, although 

[124, 125] analyzed the competition among EVCSs based on a Stackelberg game model, the relationship 

between the TN and the price competition is ignored. In practice, the competition among EVCSs is 

established based on the TN. For example, when the EVCSs are close to each other, the competition 

between them might become intense. On the contrary, when the EVCSs are far from each other, the 

competition between them might become less intense. If two EVCSs are not related to each other in TN 

through traffic flow, they do not have a competitive relationship. Hence, the competition model in the 

literature, such as [124, 125], may overestimate the competition degree. Second, in some of the existing 

literature [120, 132, 133], the pricing strategy of the EVCS is formulated based on the demand 

responsiveness of individual EV users towards the charging price. For example, in [132], the pricing 

strategy is formulated by solving each EV decision problem based on travel time and charge cost 

minimization. Similarly, the pricing strategy of [133] utilized a congestion game to model the route-

selection and station-selection behavior of each EV to minimize the travel duration and energy 

consumption costs. However, this type of pricing strategy formulated from the microscopic view of 

individual EV users showing the response of EVs towards the charging price is problematic in two 

aspects. First, the computational complexity of the pricing optimization of these references will increase 
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significantly as the number of EVs increases. Despite using the clustering method, it might still be 

computational complex to optimize the detailed EV charging behavior of each cluster. Second, it is 

almost impossible for EVCSs to have access to real-time or future data related to traffic flow conditions, 

SOC of individual EVs, and the traveling plan of individual EVs. Hence, the pricing strategy of [120, 

132, 133] can only be applied to day-ahead pricing or long-term pricing where the energy price is pre-

determined using historical data. As a result, it is more computationally efficient to formulate a pricing 

strategy for the EVCS from a more macroscopic view by considering the total demand responsiveness 

towards the charging price. There are research articles modeling the pricing strategy of EVCSs from an 

aggregated viewpoint by considering the aggregated charging demand, such as [121]. However, it is 

assumed in [121] that the total charging demand was inelastic to the charging price, which is obviously 

inappropriate. As an improvement, in [43], price elasticity was utilized to analyze the relationship 

between the charging price and the total charging demand. However, it should be noted that the queueing 

length at the EVCSs can also influence demand responsiveness. Therefore, the balance between charging 

price, total charging demand, and queueing length needs to be further investigated. Third, the impact of 

the queueing length on EV users' charging behaviors is not investigated [134]. EVs normally will need 

to queue before connecting to a plug during peak charging periods. However, the EV may leave the 

queue due to impatience when the queueing length is too long, which will reduce the QoS of the charging 

station and the EV satisfaction. Hence, to increase the effectiveness of the formulated pricing strategy, it 

is necessary to investigate the behaviors of EVs towards the queueing length.  

Table 7-1 is added to summarize the pricing strategies in the literature as well as the proposed pricing 

strategy from five main aspects, namely, the modeling of PDN, the modeling of TN, the competition 

between EVCSs, the modeling of EV behaviors in station selection, routing, or charging process, and the 

charging demand responsiveness towards the charging price. Noted that demand responsiveness towards 

price means that the pricing strategy of EVCSs is formulated considering the demand responsiveness, 

which is further classified into four sub-aspects, i.e., the aggregated demand response, the individual 

demand response, the inelastic demand response, and the elastic demand response. 
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TABLE 7-1. METHODS SUMMATION REGARDING THE PRICING STRATEGY  

Thus, in this chapter, we propose a dynamic pricing strategy for the EVCS to address the above-

mentioned research gaps. The main contributions of this chapter are as follows. 

 First, a dynamic pricing strategy, considering the competition relationship between EVCSs, is 

proposed based on a coupled PDN and TN to maximize the net charging profit of the EVCS. Under 

this pricing strategy, more charging demand can be attracted. Additionally, the proposed pricing 

strategy can achieve spatial load shifting by incentivizing EV users to alter their station-selection 

decision to avoid congestion of the electricity network. Numerical results show that the proposed 

pricing strategy can facilitate the EVCS to gain 14.2% more net charging profit on average 

compared with the fixed pricing strategy. 

 Second, a two-step approach is proposed to quantitatively formulate the total charging demand 

responsiveness towards the charging price based on the optimally assigned traffic flow. With this 

approach, the balance between the charging price, total charging demand, and the queueing length 

can be obtained. To be noted, in this chapter, we consider the total demand response of EV users 

from an aggregated viewpoint rather than considering the demand response of individual EV users. 

Numerical results in this chapter indicate that although the profit variance of the proposed model is 

slightly higher than that using a competitive pricing strategy, the queueing length volatility of the 

proposed pricing strategy is lower. Thus, a balance between the QoS at the EVCS and the charging 

 PDN TN 

Competition 

between 

EVCSs 

EV 

behaviors 

Demand responsiveness towards charging price 

Aggregated 

response 

Individual 

response 

Inelastic 

response 

Elastic 

response 

[3] - - - - √ - - √ 

[6] √ √ - - - - - - 

[7] √ √ - - - - - - 

[8] - - - - √ - √ - 

[10] √ - - - - - - - 

[11] - - √ - - - - - 

[12] - - √ - √ - - √ 

[13] √ - - - √ - - √ 

[14] √ - - √ - - - - 

[19] √ √ - - - √ - √ 

[20] √ √ - √ - √ - - 

Proposed √ √ √ √ √ - - √ 
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profit can be obtained. 

 Third, combining both an admission control scheme and a queueing model, two types of EV user 

behaviors are modeled to further adjust the charging demand, i.e., refuse-to-join and impatient-

leave. The modeling of these two types of EV behaviors can reflect the impact of queueing length 

on the charging demand. Additionally, it can better model the real situation to form a proper pricing 

strategy by considering EV behaviors.  

7.2 EV Integrated Transportation System Modeling  

7.2.1 Preliminaries 

The original transportation system only analyzed the static traffic flow of GVs based on the User 

Equilibrium model [219], which is a macroscopic method to assign traffic flow using the estimated 

average traveling behavior of GVs. In this chapter, both GVs and EVs are considered. Thus, besides the 

physical road link, where the traveling behavior is modeled, the concept of the virtual link, i.e., the 

charging link, is introduced to model the queueing and charging behaviors of EVs at EVCSs [121]. As a 

result, the original TN is extended. 

7.2.2 Objective Function  

In this chapter, the User equilibrium model is used to reduce the road impedance of the traffic flow 

distribution of both GVs and EVs, shown as (7.1). Here, impedance is measured by the time spent on 

the road, including the traveling time on physical road links, as well as the queueing and charging time 

on charging links. The first term in (7.1) is the traveling time of both GV and EV users, which is based 

on the Bureau of Public Roads function [121]. The second term is the time EV users spend at EVCSs for 

queueing and charging, which is based on the Davidson function [121].  

    , ,

0 0
min

j

a t j tx x

a j
a A j

t d t d   
 

             (7.1) 

where a   is the index of the link in the transportation network; A   is the set of links in the 

transportation system; ,a tx  is the traffic flow on link a at time t; at  is the traveling time on link a; j  

is the index of the EVCS; j  is the set of EVCSs in the transportation system; ,j tx  is the charging 

flow (the number of EVs) at EVCS j at time t; jt  is the queueing and charging time spent at EVCS j.  

The traveling time at  is further explained in equation (7.2) [121].  
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    40
, ,1 0.15a a t a a t at x t x      

 (7.2) 

where 0
at  is the free-flow travel time on link a without congestion; a  is the traveling capacity of link 

a. 

Additionally, the traffic flow of link a at time t is [121]: 
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 (7.3) 

where rs  is the index of the origin-destination pair denoting trips;   is the index of the available 

path that GVs and EVs travel on; ,
,

rs gv
tf   and ,

,
rs ev

tf   are the GV and EV flow on paths  ; ,
,

rs gv
a  and 

,
,

rs ev
a   are the binary parameters indicating whether path    that GVs and EVs travel on will pass 

through link a; ,rs gvB  and ,rs evB are the path sets for GVs and EVs, respectively. 

The time spent at EVCS jt  is shown in equation (7.4) [121]. 

     0
, , , ,1 , ,j j t j j t j j t j t jt x t J x x x j         

 (7.4) 

where 0
jt  is the minimum time spent at EVCS j; J  is the delay parameter; j  is the service capacity 

of EVCS j. 

Additionally, the charging flow that passes EVCS j is [121]: 
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 (7.5) 

where ,
,

rs ev
j  is the binary parameter indicating whether path   will pass through EVCS j. 

7.2.3 Constraints of Transportation System 

Equations (7.6) shows the non-negative constraints of traffic flow of both GVs and EVs on path  . 

Equation (7.7) describes the relationship between traffic demand from origin to destination and traffic 

flows on path  .  

 
, , , ,

, ,0, , 0,rs gv rs gv rs ev rs ev
t tf f       b b  (7.6) 
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 (7.7) 

where ,rs gv
tq  and ,rs ev

tq  are the traffic demand of GV and EV. 

Equation (7.8) indicates that if the mileage can support EVs to travel from the origin to the destination 

on the non-charging path, EVs can be assigned to the non-charging path. Otherwise, EV users should be 
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assigned to the charging path. However, if the mileage of EVs still cannot support the trip from the origin 

to the EVCS on the charging path, the traffic flow on this charging path should be assigned as 0, shown 

as equation (7.9). As a result, EVs will be assigned to other charging paths.  

  , 0 ,max ,
, 0,rs ev ev ev ev nc
t aa A

f SOC E l E 


      B  (7.8) 

  , 0 ,max ,
, 0, ,rs ev ev ev ev c rs
t jf SOC E l E j          B  (7.9) 

where 0SOC  is the average initial SOC of EVs; evE  is the average energy consumption measured in 

kWh/km; ,maxevE   is the maximum capacity of EVs; ,ev ncB   is the non-charging path set for EVs; 

,ev cB  is the charging path set for EVs; al  is the length of link a, where a A ; A  is the set of 

links corresponding to the EV non-charging event (The non-charging event means EVs can travel from 

the origin to the destination of path   without charging); jl  is the distance between the origin to 

EVCS j; rs
  is the set of EVCSs that locates on path   with rs as the origin-destination pair. 

In the literature, probability density functions are utilized to describe personal EV behaviors, such as 

daily mileage and arrival time [220]. Hence, in this chapter, we utilize Monte Carlo simulation to simulate 

the EV charging behaviors and then aggregate these EV behaviors to obtain the average value, including 

the average energy consumption of EVs, the average initial SOC, the charging demand, etc. 

7.3 Problem Formulation and Proposed Framework 

7.3.1 Problem Formulation 

After optimizing the traffic flow on each path in section III via equations (7.1)-(7.9), the optimally 

assigned charging demand (amount of energy) on each charging path can be acquired and is expressed 

as , *
,

rs ev
tf d  , ,ev c B , where , *

,
rs ev

tf   is the optimized traffic flow of EVs on charging path  ; d  

is the average EV demand. Although the total charging flow , *
,

rs ev
tf   on path   passes through the 

EVCS, not all the total charging flow can be attracted by the EVCS if the total charging flow on path   

also passes through another EVCS. This is because EVCSs might compete to attract the charging flow. 

As a result, only part of the total charging flow is attracted by the EVCS due to this competitive 

relationship between EVCSs. Thus, it is necessary to incorporate the competition relationship in model 

formulation. In some references, such as [125], although the competition between EVCSs is considered, 
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the relationship between the TN and the price competition is ignored. By contrast, we model the 

competition between EVCSs based on the optimally assigned traffic flow in the TN.  

Fig. 7-1 is the simplified TN diagram showing the competition between EVCSs s1 and s2. In this 

chapter, we formulate a pricing strategy for EVCS s1 only, whereas EVCS s2 is the competitor of EVCS 

s1 (s1 represents EVCS s1 and s2 represents EVCS s2). In this diagram, the total demand of EV users 

that pass through both EVCSs (such as the blue line) is defined as the demand as total competitive 

demand. The demand of EV users that pass through both EVCSs and is attracted by EVCS s1 is defined 

as competitive demand at EVCS s1. However, EVCS s1 will not compete against EVCS s2 to attract the 

demand of EV users that only pass through EVCS s1 (such as the green line). This is because this type 

of demand will only be serviced by EVCS s1. Thus, we define this type of demand as non-competitive 

demand. Moreover, for the EV flow that does not pass through either EVCS s1 or s2, shown as the orange 

line, we define it as irrelevant flow. In this case, EVCS s1 will optimize the charging price based on the 

sum of the competitive demand and the non-competitive demand at EVCS s1. 

 

Fig. 7-1. Simplified TN that includes competition between EVCSs. 

7.3.2 Proposed Framework 

 

Fig. 7-2. The framework of the proposed charging price optimization process. 

The framework of the proposed dynamic pricing strategy optimization process from the perspective 

of EVCS s1 is illustrated in Fig. 7-2. In Fig. 7-2, first, the relationship between charging price and 

competitive charging demand 1
,

s
tD   attracted by EVCS s1 is modeled via the proposed two-step 

approach in section V, where   is the path that EVs travel on passes through both EVCSs s1 and s2. 

Second, the total charging demand 1s
tD  of EVCS s1 is derived by summing up the competitive demand 
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and the non-competitive demand of EVCS s1. Detailed definitions of competitive demand and non-

competitive demand can refer to section IV, part A. Third, queueing length 1s
tl  is calculated based on 

the total charging demand 1s
tD  and the queueing model in section VI. Fourth, there are two classes of 

EV user behaviors considered, i.e., refuse-to-join and impatient-leave. The probabilities leading to 

obtaining the proportion of EVs in both refuse-to-join and impatient-leave classes are modeled in 

equation (7.28) and equation (7.29), respectively. Fifth, the adjusted charging demand 1,s adj
tD  is 

derived based on user behaviors, shown as equation (7.34). Finally, based on the adjusted charging 

demand, the pricing strategy for EVCS s1 can be formulated. 

The benefits of the proposed pricing strategy are twofold. First, in existing literature, such as [124, 

125], although the competition between different EVCSs is included in price formulation, the impact of 

TN on such competition relationships is not considered. Hence, the competition between EVCSs might 

be overestimated. By contrast, our chapter models the competition between EVCSs based on TN. Hence, 

the charging demand, consisting of both the competitive demand and the non-competitive demand, can 

be more adequately formulated to facilitate the EVCS to set a proper charging price. Second, some 

references only modeled the relationship between the charging price and the charging demand. For 

example, [43] utilized price elasticity to model the relationship between the charging price and the 

charging demand. By contrast, our model not only analyzes the total demand responsiveness towards the 

charging price (shown as equations (7.19)-(7.21)) but also analyzes the recursive impact of the queueing 

length on the charging demand (shown as equation (7.34)). In other words, the balance between charging 

price, charging demand, and queueing length is obtained via the proposed pricing strategy.  

7.4 Charging Demand Responsiveness toward Charging Price 

In most cases, it is assumed that the driving patterns of EVs related to commuting are relatively 

unchanged in terms of temporality. Therefore, we mainly focus on the demand responsiveness of EVs 

along the assigned driving route. According to the definition of non-competitive demand defined in this 

chapter, this type of demand can only be serviced by EVCS s1. Hence, in this chapter, the responsiveness 

of non-competitive demand towards the charging price is not further discussed, and only the competitive 

demand responsiveness towards the charging price will be modeled. In the following parts, a two-step 

approach is proposed to derive the relationship between the competitive charging demand and charging 

price. 
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7.4.1 Step 1: Indifferent Charging Price  

EVCSs s1 and s2 are two available stations. The charging price of EVCS s2 is assumed to be known. 

Before formulating the relationship between the competitive charging demand and the charging price, 

the indifferent price for EVCS s1 is derived in step 1. It is a price that can make the aggregated EV users 

indifferent about which EVCS to select. Here, there are two types of decision-makers, i.e., the aggregated 

EVs and EVCS s1. To be specific, EVs will make station-selection decisions (selecting EVCS s1 or 

EVCS s2), and EVCS s1 will derive the indifferent price based on the station-selection decision of EVs 

and the charging price of EVCS s2. 

Hence, the decision-selection choice of EVs is modeled first. The payoffs (utility) of the EV users on 

station selection are influenced by the waiting time and the charging price at the EVCS. Thus, the utility 

of EV users who select EVCSs s1 and s2 can be expressed as equations (7.10) and (7.11), respectively.  

 
1 1 1
, , ,

s wa s s
t t t tU w D         (7.10) 

 
2 2 2
, ,

s wa s s
t t t tU w D        (7.11) 

where 1 1 1, 2 2 2,,* *s s s ar s s s ar
t t t t t tw l w l    (7.12) 

where 1
,

s
tU   and 2

,
s

tU   are the utility of EV users who select EVCSs s1 and s2; wa  is the penalty 

coefficient of EV users that can transform waiting time into monetary value; 1s
tw   and 2s

tw   are the 

average waiting time at EVCS s1 and s2; 1
,

s
t  is the charging price of EVCS s1 regarding the demand 

on path  ; 2s
t  is the charging price of EVCS s2; 

, tD   is the total competitive demand of EV users 

on path  ; 1s
tl  and 2s

tl  are the queueing length at EVCS s1 and EVCS s2 at time t (detailed formulae 

of queueing length are shown in section VI, part B); 1, *s ar
t  and 2, *s ar

t  are the average arrival rate at 

EVCS s1 and EVCS s2 at time t. 

When 1 2
, ,

s s
t tU U  , EV users are indifferent about selecting between EVCSs s1 and s2. Then, we can 

find the indifferent price 1*
,

s
t  set by EVCS s1 results in 1 2

, ,
s s

t tU U  . Here, the expression of 1*
,

s
t  is 

given by equation (7.14), which is derived via proposition 1.  

Proposition 1: Let 1 2
, ,

s s
t t t      , the price difference *

, t  between EVCSs s1 and s2 that can 

make EV users indifferent about which EVCSs to select, i.e., the price difference that can make 

1 2
, ,

s s
t tU U  , is as (7.13). The method used is to solve simultaneous equations related to the station-

selection utility of EVs shown as (7.10) and (7.11). Detailed proof of deriving the price difference that 
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makes 1 2
, ,

s s
t tU U   can refer to Appendix a.  

 
 1 2

*
,

,

wa s s
t t

t
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w w

D
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
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 
   (7.13) 

Then, based on the known charging price of EVCS s2 and (7.13), the indifferent price can be shown 

as: 

 
1* 2 *
, ,

s s
t t t      (7.14) 

7.4.2 Step 2: Demand Responsiveness towards Charging Price  

In step 2, the indifferent price is treated as a known parameter to derive the responsiveness of the 

competitive demand towards the charging price. According to economic theory, demand and price are 

inversely related [170]. Thus, the exponential distribution can be applied in equation (7.15) to model 

the relationship between the competitive demand probability and the charging price of EVCS s1.  

 
1

,
1
,

,

s
t t

s
t

tD
Pr e 



 
   (7.15) 

where 1
,

s
tD

Pr


 is the proportion of total competitive demand 
, tD   that is attracted by EVCS s1; ,t  

is the coefficient that describes the relationship between the competitive demand probability and the 

charging price of EVCS s1, which can be obtained based on the indifferent price derived in step 1. 

Note that 1
,

s
tD

Pr


 will be 50% when the EV users are indifferent about which EVCSs to select. As a 

result, we can plug in point ( 1*
,

s
t ,50%) into equation (7.15) to derive the function regarding the 

coefficient ,t  of each path   at each time t as follows: 

   1*
, ,

, , 0.5
s

t t

t tf e   
      (7.16) 

Then, by applying the Newton-Raphson method, the coefficient can be derived [221].  
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 (7.17) 

where , ,t i  is the value of coefficient at iteration i of path  .  

Proposition 2: To ensure equation (7.16) has at least one root, the charging price should be within the 

range 0, 2 e . However, the real charging price is within a range of 1 max0,s
t    , where max  is 

the maximum real charging price. Hence, an auxiliary price that is within the range of 0, 2 e  is 
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introduced as an auxiliary variable to mathematically shrink the real charging price into the range of 

0, 2 e  (The method used to derive the range of the auxiliary charging price is to find the global 

maximum point of equation (7.16). Then, the value of the charging price that makes  ,tf  =0 is when 

1*
, 2s
t e  , and it is also the upper limit of the auxiliary charging price. Detailed proof of the way to 

derive this range can refer to in Appendix b.). As a result, the relationship between real charging price 

and auxiliary charging price is shown as (7.18). 

 , 1 1 , 1
max

2
0,2aux s s aux s

t t t

e
e  


  ，  (7.18) 

where , 1aux s
t  is the auxiliary price.  

Thus, equation (7.15) should be modified to: 

 
, 1

,
1
,

,

aux s
t t

s
t

tD
Pr e 



 
   (7.19) 

After formulating the relationship between the charging demand probability and the charging price in 

(7.19), the competitive demand can be modeled shown as (7.20). Then, the total charging demand at 

EVCS s1 can be modeled by summing up all the competitive demand at EVCS s1 and all the non-

competitive demand at EVCS s1 shown as equation (7.21). The first term represents all the competitive 

demand, and the second term represents all the non-competitive demand. 

 1
,

1
, , s

t

s
t t D

D D Pr


    (7.20) 
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B B

 (7.21) 

where 1, 2s sB  is the set of paths that passes through both EVCSs s1 and s2; 1sB  is the set of paths 

that only passes through EVCS s1. 

The model used in this chapter can be generalized to multiple-charging stations. The method used is 

to focus on every two EVCSs (i.e., EVCS s1 and another EVCS) rather than solving simultaneous 

equations related to the station-selection utility of EVs. Details of the way to generalize the problem 

between two stations to multiple stations can refer to in Appendix c. 

7.5 EV Behavior Modeling based on Admission Control and Queueing Model  

As mentioned before, the long queueing length might lead to EV user impatience. Hence, it is 

necessary to incorporate EV user behaviors when formulating the pricing strategy to further adjust the 

charging demand formulated in (7.21). In this chapter, two types of behaviors are considered, i.e., refuse-

to-join and impatient-leave. Details of definitions relating to the two types of behaviors can refer to 
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section VI, part C. Both an admission control scheme and a queueing model are utilized to model those 

two types of EV behaviors.  

7.5.1 Admission Control Scheme 

Before analyzing the physical queueing process at the EVCS, a virtual multi-sub-process admission 

control scheme based on the M/TD/n/n+b virtual queueing model is introduced [222]. In this admission 

process, M denotes the arrival rate of the EVs, which follows a Poisson distribution; TD is the minimum 

inter-arrival time of two consecutively admitted EVs of the same sub-process (it is also the deterministic 

service time of one virtual charger); n denotes the number of sub-processes in the admission process (it 

is also the number of virtual chargers during the admission control process); b is the buffer of the 

admission process, which is zero.  

Under the admission control, EVs will not be admitted if all the virtual chargers (sub-processes) are 

occupied. Otherwise, EVs will be admitted to the idle virtual charger within the deterministic service 

time TD.  

For example, consider an admission control scheme including two sub-processes, as shown in Fig. 7-

3. When EV user 1 arrives, it is assigned to sub-process 1. When EV user 2 arrives, it cannot be assigned 

to sub-process 1 because the inter-arrival time between EV users 1 and 2 is shorter than the minimum 

inter-arrival time. In other words, sub-process 1 is occupied when EV user 2 arrives. Thus, EV user 2 is 

assigned to sub-process 2. When EV user 3 arrives, it can be assigned to sub-process 1 because this 

process is not occupied at that time. However, when EV user 4 arrives, none of the sub-processes can be 

assigned since both sub-processes are occupied at that time. As a result, EV user 4 will not be admitted 

to EVCS s1. When EV user 5 arrives, it can be assigned to sub-process 2. 

 

Fig. 7-3. Admission control example illustration. 

The advantages of admission control are twofold. First, the admission process can ensure the stability 

of the physical queueing process by admitting enough users with a guaranteed QoS and avoiding the 

excessive delay of the admitted EVs [223]. Second, admission control can achieve a balance among the 
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waiting time, admission probability, and physical charger utilization.  

The stability of the physical queueing process can be ensured when the deterministic service time 

during the admission process is larger than the physical service time at the EVCS, which can be expressed 

as equation (7.22) [222]. 

 1 1s s
D tnT d   (7.22) 

where DT  is the minimum inter-arrival time of one sub-process; n  is the number of sub-process in 

the admission control process; 1s  is the total number of physical EV chargers at EVCS s1; 1s
t  is the 

charging rate per EV charger. 

To modify (7.22) into an equation, we have: 

 1 1s s
D tT d n   (7.23) 

where   is a coefficient that is larger than 1. 

As a result, the admission probability is [224]: 
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where adm
tPr  is the admission probability; 1,s ar

t  is the arrival rate at EVCS s1 at time t. 

7.5.2 Queueing Model  

After the admission control, the admitted EVs will be physically waiting in the queue. The expression 

of the queueing length can be shown as equation (7.25), which is based on the total charging demand at 

EVCS s1. In this chapter, the M/M2/N queuing model is applied in the queueing process, where M denotes 

the arrival rate of the EVs; M2 denotes the charging rate; N denotes the number of physical EV chargers 

at EVCS s1 [225].  
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 (7.26) 

 1, 1s ar s
t tD d   (7.27) 

where 1
0 ,
s

tP r  is the probability that all chargers are standing by at EVCS s1 at time t; k  is the number 

of chargers standing by at EVCS s1. 

7.5.3 Modified Charging Demand Considering EV Behaviors 
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7.5.3.1 Behavior modeling based on queuing model only 

Based on the queueing model, we can model EV user behaviors at EVCS s1, which can be categorized 

into two types, i.e., refuse to join and impatient leave.  

Refuse to join: When the EV users arrive at the EVCS, they find the queueing length too long and thus 

refuse to join the queue, even if the total EV number in the EVCS is less than the maximum queueing 

capacity. 

The probability that EV users will refuse to join the charging service provided by EVCS s1 is as (7.28) 

[134]. 

  1 1s s
tlRTJ

tPr e
  

  (7.28) 

where RTJ
tPr   is the probability that EV users will refuse to join the queue at EVCS s1;    is the 

parameter that defines the probability decrease rate. 

Impatient leave: When the EV users become impatient, they will leave the EVCS, even if the queueing 

length is not too long.  

The number of EVs that leave the queue at time t is relevant to the queueing length at EVCS at time t 

and assumed to be  1 1 1s s
tln l   , where   is the non-negative adjusting factor [134]. Thus, the 

probability that the EV users will be impatient and leave the EVCS is: 

  1 1 11IL s s s
t t tPr ln l l     (7.29) 

where IL
tPr  is the probability that the EV users will be impatient and leave the queue at EVCS s1. 

 

Fig. 7-4. The admission control scheme and queueing model. 

7.5.3.2 Behavior modeling based on both admission control and queueing model 

However, it is improper to apply the probability of refuse-to-join and impatient-leave straight away to 

model EV user behaviors. Because it is assumed that the behavior of EV users occurs after the admission 

control of the EVCS s1, shown in Fig. 7-4. In Fig. 7-4, both the admission control process and the 

queueing process are illustrated. It can be found that only EVs that are admitted can join the physical 

queue. Thus, the conditional probability based on Bayes' theorem is used to reflect the occurrence 
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sequence of admission and queueing [226]. The formulae relating to the conditional probability under 

the context of admission control and queueing model are shown as equations (7.30)-(7.33). Note that 

equation (7.33) utilizes the conditional probability to emphasize the occurrence sequence of admission 

control and the behavior of EV users. 

    RTJ
t t

t adm
t

Pr Pr adm RTJ
Pr RTJ adm

Pr


  (7.30) 
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
  (7.31) 

    1, 1t tPr adm RTJ Pr adm IL   (7.32) 
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Pr Pr
Pr RTJ adm Pr IL adm

Pr Pr
 ，  (7.33) 

where  tPr adm RTJ  is the conditional probability that EV users, who refuse to join the queue at EVCS 

s1, are admitted by EVCS s1;  tPr adm IL   is the conditional probability that EV users, who are 

impatient and will leave the EVCS s1, are admitted by EVCS s1;  tPr RTJ adm  is the conditional 

probability that the admitted EV users refuse to join the queue at EVCS s1;  tPr IL adm   is the 

probability that the admitted EV users are impatient and will leave EVCS s1. 

In this chapter, the total charging demand at EVCS s1 is adjusted considering the EV user behaviors 

shown in (7.34), which is formulated based on equations (7.21), (7.24), and (7.33). Noted that our 

model is also adaptive to the case where there is no need to queue, in which case the adjusted demand 

1,s adj
tD  in equation (7.34) will be equal to the total charging demand at EVCS s1 1s

tD . This is because 

when there is no need to queue, the admission probability will be 1, and the behavior of refuse-to-join 

and impatient leave will not occur. 

      1, 1 1 1s adj s adm
t t t t tD D Pr Pr RTJ adm Pr IL adm       (7.34) 

where 1,s adj
tD  is the total adjusted demand at EVCS s1. 

7.6 Proposed Pricing Strategy  

7.6.1 Objective Function and Constraints 

Based on the adjusted charging demand, we can formulate the pricing strategy for EVCS s1. The aim 

of EVCS s1 is to decide on charging prices that can maximize the net profit during the charging process, 

shown as equation (7.35). The first term shows the revenue of the charging service. The second term 
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shows the electricity purchasing cost. And the third and fourth terms are the operational cost during the 

charging service and the daily fixed cost. Equation (7.39) aims to remain the hourly average charging 

price set by EVCS s1 at an average charging price level. Normally, the average charging price level is 

determined based on the average energy consumption level of EV users and the average market charging 

price level [121]. 

  1 1, 1,
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T

s s adj BG s adj oper inv
t t t t
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D D C C 

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s.t. equations (7.18)-(7.21), (7.24), (7.33), and (7.34). 
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where BG
t  is the electricity purchasing price of the electricity grid; PL  is the average charging price 

level; operC  is the daily operational cost at EVCS s1; invC  is the daily fixed cost at EVCS s1;   is 

the unit operational cost.; 1,minsP  and 1,maxsP  are the minimum and maximum power of the charger at 

EVCS s1, and they are measured in kW. 

7.6.2 Power System Constraints 

Furthermore, PDN constraints are included. This is because when a lower price is set by EVCS s1, 

more charging demand can be attracted from EVCS 2, which can lead to PDN congestion and instability, 

such as voltage instability, in the area where EVCS s1 locates. Hence, it is necessary to incorporate the 

power flow constraints to ensure that the price set by EVCS s1 can achieve spatial load shifting by 

incentivizing EV users to alter their station-selection decisions to avoid possible power congestion in the 

electricity network. Note that the EVCS and PDN are coupled via the power of EV charging loads at 

electricity bus q 
,
E V

q tP . 
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    2 2

, , ,,q q t q pq t pq t pqV V V P Q S     (7.43) 

where 
,pq tP  (

,pq tQ ) is the active (reactive) power flow from bus p to bus q; 
,
g

q tP  (
,

g
q tQ ) is the active 

(reactive) power generated at bus q; 
p qr  (

pqx ) is the resistance (reactance) from bus p to bus q; ,q tV  is 

the nodal voltage; ,qk tP ( ,qk tQ ) is the active (reactive) power flow from bus q to bus k; 
,
E V

q tP  is the 

power of EV charging loads at bus q;    and    are the upward and downward limits. 

7.6.3 Interdependency between Sub-models 

In (7.35), the charging price 1s
t  and the adjusted total charging demand 1,s adj

tD  are two important 

variables. They are related based on the sub-models introduced in the previous sections. 

The first sub-model is the TN modeling presented in section III. It aims to derive the optimally 

assigned charging flow and use it as a known parameter in section V to derive the indifferent price. And 

based on the indifferent price, the relationship between charging price and total charging demand is 

formulated. As a result, section III and the following sections have a sequential relationship.  

The second sub-model is the two-step approach presented in section V. It aims to formulate the 

relationship between total charging demand and charging price shown as (7.21) based on the indifferent 

price. And this relationship is one of the constraints of the optimization problem stated in section VII. 

The third sub-model is the admission-based EV behavior modeling presented in section VI. It 

formulates the relationship between total charging demand and adjusted total charging demand in (7.34) 

based on equations (7.21), (7.24), and (7.33). And this relationship is also one of the constraints of the 

optimization problem stated in section VII. 

The relationships formulated in section V and section VI are two constraints that are embedded into 

the optimization problem in section VII. Hence, the whole process is coherent and correlated. 

7.6.4 Operational Framework  

In this framework, we are formulating a dynamic pricing strategy for EVCS s1 to maximize the net 

profit of EVCS s1 based on future predicted data, including the traffic demand and the electricity 

purchasing price, etc. A rolling horizon is applied as an optimization framework to solve this real-time 

pricing optimization problem. The rolling optimization is conducted every 15 minutes. The optimized 

charging price of the first time interval will be used as the real-time charging price. For the rest optimized 

charging prices, they will be used as future reference charging prices. In the real application, the real-

time charging price, along with the future reference prices, will be broadcasted to EV users to facilitate 
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EV users in making energy charging decisions. 

7.6.5 Solver to Solve the Optimization Problem 

In this chapter, the original problem is a convex optimization (However, it is not a quadratic 

optimization because there is a second-order cone constraint due to DistFlow equations). Since the 

formulated problem is convex, the interior-point method can find the optimal solution, which can be 

referred to [227]. As a result, the solver used is the Interior Point Optimizer (IPOPT) solver, which is an 

open-source solver suitable to solve large-scale non-linear optimization problem. As our problem is 

convex and the scale of the optimization problem is relatively small (because we solve the problem from 

the macroscopic level and the EV charging demand is aggregated), the solver can find the optimal 

solution accurately and efficiently. To be noted, the increasing number of EVs will not affect the 

computation time of our model. Hence, scalability will not be a problem for the proposed model.  

7.7 Case Study  

7.7.1 Experiment Setting 

 
Fig. 7-5. A coupled power distribution network and transportation network. 

The proposed dynamic pricing strategy is verified in the IEEE 33-bus power distribution system 

coupled with the 30-node transportation system, shown in Fig. 7-5. In this diagram, the traffic network 

is simplified from an actual district in Sydney, Australia, which includes 30 nodes and 53 arterial roads. 

The power distribution system has one 110 kV substation. To be noted, the PDN and TN are coupled 

based on EVCS s1 and EVCS s2 located at bus 14 (node 21) and bus 26 (node 14), respectively [228]. 

Note that our model can be applied to other transportation topologies. The distance or location of the 

EVCSs will not affect the scalability of the model. 

TABLE 7-2. CHARGING STATION AND ELECTRIC VEHICLE PARAMETERS  

Electric vehicle charging station parameters 

Number of chargers  1 40s   
Number of sub-

processes 
5n  

Maximum power of 1,max 100sP   Charging rate 1 2s
t   
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the charger (kW) (veh/hr) 

Electric vehicle parameters 

Average charging 

demand (kWh) 
20d   

Maximum capacity 

(kWh) 
,max 45evE   

Average energy 

consumption 

(kWh/km) 

0.5evE   
Average initial state-

of-charge (%) 
0 45%SOC   

The parameters relating to EVCS s1 and EVs are listed in Table 7-2. For the EVCS, the parameters 

related to the admission control (i.e., number of sub-processes) and the physical queueing processes (i.e., 

number of chargers, maximum power of the charger, and charging rate) are included. For EVs, the 

parameters related to the EV battery (i.e., maximum capacity, average energy consumption, and average 

initial SOC) and average charging demand are listed. 

The simulations were completed by a PC with an Intel Core (TM) i7-9750 CPU @ 2.60 GHz with 

16.00 GB RAM. The computation time of the pricing optimization problem is around 5 minutes and 47 

seconds. 

7.7.2 Simulation Results 

Four case studies are carried out to prove the effectiveness of the proposed dynamic pricing strategy. 

Case 1 Base case: Fixed pricing strategy for EVCS without considering transportation system 

modeling. 

Case 2 Optimal pricing strategy for EVCS considering transportation system modeling without 

modeling the relationship between charging demand and charging price [121].  

Case 3 Competitive pricing strategy for EVCS without considering transportation system modeling 

that models the relationship between charging demand and charging price. However, the impact of 

queueing length on charging demand is ignored [125]. 

Case 4 Proposed dynamic pricing strategy for EVCS with a coupled PDN and TN that incorporates 

demand responsiveness towards charging price and the recursive impact of queueing length on charging 

demand. 
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Fig. 7-6. Charging demand and charging price at EVCS s1 of four cases. 

In Fig. 7-6, the charging demand and charging price at EVCS s1 of the four cases are illustrated. It can 

be found that the standard deviation of the charging demand of case 4 is the smallest compared with the 

other three cases at 87.26. Hence, case 4 has the least fluctuating charging demand. To be specific, a 

lower price is set by EVCS s1 as the spatial incentive to attract more EVs to shift the station-selection 

decision to EVCS s1 during the off-peak charging hours. As a result, the charger utilization during the 

off-peak charging period can be enhanced. By contrast, a higher price is set by EVCS s1 as the spatial 

incentive for EV users to shift the station-selection decision to EVCS s2 during peak charging hours. As 

a result, queueing length and waiting time at EVCs s1 can be reduced. Additionally, the problem of 

congestion on the electricity network can be mitigated. Moreover, it can be found that the charging 

demand of case 4 during the peak charging period at around 6:00 to 9:00 and 16:00 to 19:00 is the lowest. 

This is not only because of the high charging price but also because the proposed model introduces the 

admission control scheme to guarantee the stability of the physical queueing process. Thus, the number 

of EVs is further controlled when there is a peak charging demand. By comparison, case 3 has the highest 

charging demand during the peak charging period. This is because the competitive pricing strategy under 

case 3 aims to attract more charging demand from the competitor, i.e., EVCS s2. However, this pricing 

strategy of case 3 neglects to ensure the QoS at the EVCS. Thus, the long queueing length might occur 

during the peak charging period, which might lead to customer dissatisfaction.  

 

Fig. 7-7. Competitive and non-competitive charging demand of case 4. 
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Fig. 7-7 further specifies the component of the total charging demand of case 4, i.e., the competitive 

demand and the non-competitive demand. It can be found that the competitive demand is influenced by 

the charging price. The higher the charging price is, the lower the competitive demand will be, and vice 

versa. This is because the demand and price follow an inversely related relationship, as mentioned in 

section V, part B. By contrast, the non-competitive demand is irresponsive to the charging price. 

TABLE 7-3. COMPARISON OF THREE TYPES OF PERFORMANCE INDICATORS  

Criteria Detailed items Case 1 Case 2 Case 3 Case 4 

Attractiveness Total daily demand (MWh) 10.02 10.57 12.16 11.81 

Profitability 

Charging revenue (AU$) 3908 4017 4108 4547 

Purchasing cost (AU$) 501 528 608 590 

Charging profit (AU$) 3407 3489 3500 3957 

Operation 

stability 

Profit variance 421 385 352 369 

Queueing length volatility 115 104 128 93 

In Table 7-3, four cases are compared from three aspects of criteria, i.e., attractiveness, profitability, 

and operation stability of EVCS s1, to verify the effectiveness of the proposed pricing strategy. For 

attractiveness, the more total charging demand is serviced by EVCS s1, the more attractive EVCS s1 

will be. It can be found that case 3 has the highest charging demand at 12.16 MWh per day compared 

with the other three cases. This is because the pricing strategy of case 3 considers the competitive 

relationship between EVCSs. Hence, a lower price is set to attract more charging demand. Although case 

4 also considers the competitive relationship between EVCSs, the total daily demand is slightly lower 

than that of case 3 at 11.81 MWh. This is because the competition relationship in case 4 is established 

based on the TN. As a result, the degree of competition is not overestimated, and the formulated charging 

price will be higher than that of case 3. For profitability, it can be found that case 4 has the highest 

charging profit at 3957 AU$. For operation stability, it is further evaluated from two sub-aspects, i.e., 

profit variance and queueing length volatility. Although the profit variance of case 4 is only the second-

lowest among the other three cases, the queueing length volatility under case 4 is the lowest at 93. Thus, 

a balance between the QoS at the EVCS and the charging profit can be obtained. 

Fig. 7-8 illustrates the hourly charging profits and hourly queueing length of EVCS s1 of the four 

cases. As for hourly profits, it can be found that case 4 has the highest hourly average charging profits, 

and case 3 has the least profit fluctuation measured by variance. By contrast, case 1 has the lowest hourly 

average charging profits with the most profit fluctuation. As for hourly queueing length, case 4 has the 

least queueing length volatility, whereas the queueing length of case 3 is the most volatile, which can 
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also be verified via Table 7-3. 

 

Fig. 7-8 Hourly charging profits and queueing length of EVCS s1 under four cases 

Moreover, the charger occupation frequency of each case is presented. In Fig. 7-9, it can be found that 

90% of the time, more than 50% of the chargers (>20 chargers) are occupied under case 4. By contrast, 

the occupation frequency for cases 1, 2, and 3 when the number of chargers being occupied is more than 

20 is 54.2%, 75%, and 63%, respectively. This indicates that the proposed model significantly enhances 

the charger utilization ratio by ensuring that most of the time, most of the chargers are working. 

Furthermore, the more evenly distributed the occupation frequency is, the more fluctuating the queueing 

length will be. It can be found that the occupation frequency of case 4 is the least evenly distributed. 

Thus, the queueing length under case 4 is the most stable one compared with the other three cases, which 

can also be verified via Table 7-3. 

 

Fig. 7-9. Charger occupation frequency of each case. 

 

Fig. 7-10. The effect of the admission control on the waiting time, admission probability, and charger utilization of the proposed 

model. 
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Fig. 7-11. The effect of the admission control on the waiting time, admission probability, and charger utilization of [222]. 

Furthermore, the proposed model is compared with the pricing strategy used in [222], where admission 

control is considered, but no EV user behaviors are modeled, holding other things constant. It can be 

found that the admission probability for the proposed model in Fig. 7-10 is lower than using the pricing 

strategy of [222] in Fig. 7-11 when there is a peak charging demand from 6:00 to 9:00 and 16:00 to 19:00. 

Thus, fewer EVs are admitted. As a result, the waiting time of the proposed model is shorter, and the 

charger utilization is lower during that peak charging period. This is because EVCS s1 aims to avoid 

excessive delay of service by considering the EV user behaviors when formulating the pricing strategy. 

Thus, the number of EVs is further controlled during the peak charging period compared with using the 

pricing strategy of [222]. 

TABLE 7-4. COMPARISON OF PDN LOSS COST AND DOWNWARD VIOLATION OF THE FOUR CASES 

 Case 1 Case 2 Case 3 Case 4 

PDN loss cost (AU$) 272 264 276 240 

Minimum voltage (p.u.) 0.9445 0.9532 0.9354 0.9654 

Additionally, the impact of the pricing strategy on the PDN is further analyzed from two aspects, i.e., 

PDN loss cost and downward voltage violation. In Table 7-4. It can be found that case 4 has the lowest 

PDN loss cost at 240 AU$ with a minimum voltage of 0.9654 p.u. This is because the proposed pricing 

strategy can reduce peak load at EVCS s1. Hence, the problem of downward voltage violation is avoided, 

and the PDN congestion is mitigated. By contrast, the PDN loss cost of case 3 is the highest, and there 

are downward violations for both cases 1 and 3. 

TABLE 7-5. EFFECT OF DIFFERENT PRICING STRATEGIES ON EACH EVCS 

  Case 1 Case 2 Case 3 Case 4 

Total charging 

demand (MWh) 

EVCS s1 10.02 10.57 12.16 11.81 

EVCS s2 12.88  12.01  10.75  11.60  

Total charging 

profit (AU$) 

EVCS s1 3407 3489 3500 3957 

EVCS s2 3887  3627  3246  3503  

In Table 7-5, the effect of different pricing strategies on both EVCS s1 and EVCS s2 are analyzed. In 

case 1 (as a base case), the EVCS s2 attracts more charging demand than EVCS s1. When further 

considering the TN model, it can be found that the total charging demand of EVCS s1 under case 2 is 

higher than that under case 1. This is because, in case 2, a more proper pricing strategy is formulated 

based on the estimated charging demand, which is derived via TN modeling. Consequently, the total 

charging profit of EVCSs1 under case 2 is higher than that under case 1. At the same time, the charging 
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demand at EVCS s2 is reduced, which results in a lower profit. In case 3, the competitive relationship 

between EVCSs s1 and s2 is incorporated. Hence, EVCS s1 can attract more charging demand from 

EVCS s2, and the total charging demand and total profit of EVCSs1 in case 3 are higher than that of 

cases 1 and 2. Nevertheless, this competitive relationship is not established based on TN, and the degree 

of competition might be overestimated. As a result, EVCS s1 may set a low price to enhance competition 

ability in attracting charging demand but sacrifice the profits. Therefore, although the charging demand 

of EVCS s1 increases to a large extent in case 3, the increase in profit is not obvious. In case 4, the 

competitive relationship is established based on TN, which better investigates the competition 

relationship between two EVCSs. Therefore, EVCS s1 in case 4 can achieve the highest profit. 

7.7.3 Sensitivity Analysis 

In Fig. 7-12, the impact of the arrival rate and the number of sub-processes on the admission 

probability is illustrated. It can be found that an increase in the arrival rate will reduce the admission 

probability. On the contrary, the increase in the number of sub-process will increase the admission 

probability. 

 

Fig. 7-12. The impact of arrival rate and the number of sub-processes on admission probability. 

In Fig. 7-13, the impact of the arrival rate and average charging demand on average waiting time is 

illustrated. It can be found that an increase in either the arrival rate or the average charging demand will 

increase the average waiting time. 

 

Fig. 7-13. The impact of arrival rate and average charging demand on average waiting time. 

7.8 Conclusion 

In this chapter, a dynamic pricing strategy for the EVCS is proposed considering a coupled PDN and 
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TN and the responsiveness of demand. First, a pricing strategy, considering the competition effect 

established based on the TN, is formulated. Second, a two-step approach is proposed to formulate the 

responsiveness of demand towards the charging price. Third, the EV user behaviors are incorporated 

based on both an admission control scheme and a queueing model to further adjust the charging demand. 

The effectiveness of the proposed pricing strategy is verified via the simulation results. The potential 

benefits of the proposed pricing strategy are threefold in terms of attractiveness, profitability, and 

stability. To be specific, the proposed pricing strategy can be applied to facilitate the EVCS to attract 

more charging demand and gain more charging profit. Additionally, the proposed pricing strategy can 

achieve spatial load shifting by incentivizing the EV users to alter their station-selection decision to avoid 

possible power congestion in the electricity network. Hence, the stability of PDN can be ensured. 

Moreover, our proposed model presents the balance between charging price and queueing length. This 

balance prevents the EVCS from setting a very low charging price which leads to a long queueing length. 

Therefore, congestion caused by the queueing length within the EVCS in TN can be avoided. 

7.9 Appendix 

a. Proof of Proposition 1: 1 2
, ,

s s
t tU U   (7.44) 

    1 2 1 2 1 2
, , , , 0s s wa s s s s
t t t t t t tU U w w D               (7.45) 

Let 1 2 *
, ,

s s
t t t      , then we have: 

 
 1 2

*
,

,

wa s s
t t

t
t

w w

D





 
   (7.46) 

b. Proof of Proposition 2: According to the monotonicity of the function shown as equation (7.16), there 

is only one global maximum point [229]. Thus, we can simply let  ,tf  =0 to obtain the unique root. 

Then we have： 

 
1*

, ,

,0.5
s

t t

t e
  

   (7.47) 

     1*
, , ,0.5 s
t t tln ln        (7.48) 

Then, we define  ,t   as: 

      1*
, , , , 0.5s
t t t tln ln           (7.49) 
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Next, taking the derivative of  ,t  , we have: 

 
 , 1*

,
, ,

1
0

t s
t

t t

d

d




 

 


 
    (7.50) 

 1*
, ,1 s
t t    (7.51) 

Finally, by plugging the root value of the coefficient into equation (7.16), the global maximum point 

can be expressed as   1* 1*
, ,1 ,1 0.5s s
t t e    . Thus, the value of the charging price that makes  ,tf 

=0 is when 1*
, 2s
t e  , and it is also the upper limit of the auxiliary charging price, shown as Fig. 7-14. 

 
Fig. 7-14. Mathematical graph explanation of Proposition 2. 

In Fig. 7-14, the global maximum point is found when 1*
, 2s
t e  . Be noted that 1*

,
s

t  is the auxiliary 

charging price which is different from the real charging price. However, when 1*
, 2s
t e  , there is no 

root for  ,tf  , i.e., no root for equation (16). Hence, the auxiliary price should be within the range 

0, 2 e . 

c. Extend the two-station problem to a multiple-station problem 

The two-station selection model can be extended to a multiple-station problem based on the two-step 

approach presented in section V. When there are multiple EVCSs (more than two EVCSs), the indifferent 

price among them can be derived by solving simultaneous equations related to the station-selection utility 

of EVs shown as (7.10) and (7.11). However, the existence of such an indifferent price (solutions of 

the simultaneous equations) cannot be ensured. Hence, we derive the indifferent price by focusing on 

every two EVCSs (i.e., EVCS s1 and another EVCS).  

First, the indifferent price for each pair of EVCSs will be derived in the same way as step 1 presented 

in section V, part A.  

Second, based on the derived indifferent price of each pair of EVCSs, the relationships between the 

competitive demand probability and the charging price of EVCS s1 can be formulated using the same 

approach of step 2 presented in section V, part B shown as (7.52). Note that if there are n EVCSs, there 

  1* 1*
, ,1 ,1 0.5s s
t t e   

 ,tf 
,t

, 1 1*
, 2aux s s

t t e  
, 1 1*

, 2aux s s
t t e  

Global maximum point

0
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will be n-1 equations describing such a relationship. 

 
1, 1
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,

1,
, 1,
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s sj
t sj sD

Pr e sj


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 

    (7.52) 

where 1,
,

s sj
t   is the coefficient that describes the relationship between the competitive demand 

probability and the charging price of EVCS s1 considering the EVCS pair of EVCS s1 and EVCS sj; 

1sj s  is the set of EVCSs excluding EVCS s1. 

Third, the ratio of the competitive demand probability of EVCS s1 and the competitive demand 

probability of another EVCS within the pair satisfies (7.53).  
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Additionally, the summation of the competitive demand probability of all the EVCSs should be 1 

shown as (7.54). 

 1
, ,1

1s sj
t tsj s

D Dsj
Pr Pr

 
   (7.54) 

Substitute equation (7.19) with both (7.53) and (7.54), the constraints are generalized from a two-

station problem to a multiple-station problem. The generalized constraints of both (7.53) and (7.54) 

will be the constraints of the pricing optimization problem in (7.35). 

Finally, to verify whether the generalized constraints are applicable to the special case where only two 

EVCSs are considered, (7.53) and (7.54) can be simplified into (7.55) and (7.56), respectively. 

 

1, 2 1
,

1
,

1, 2 1
,

1
,

1, 2
,

1, 2
,

1 1

s s s
t t

s
t

s s s
t t

s
t

s s
D t

s s
D t

Pr e

Pr e









 


 











 
 (7.55) 

 1 2
, ,

1s s
t tD D

Pr Pr
 

   (7.56) 

Combining both (7.55) and (7.56), we can derive (7.57), which is the exact derivation in section V. 
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As a result, those generalized constraints are also applicable to the two-station problem. 
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8. INDIVIDUALIZED PRICING OF ENERGY STORAGE SHARING BASED 

ON DISCOUNT SENSITIVITY  

With the increasing use of distributed renewable energy to generate electricity, energy storage sharing 

has become more promising because it is capable of smoothing renewable power generation and 

reducing energy purchasing costs. In this chapter, we present a two-stage pricing mechanism between 

the coordinator who operates the shared energy storage and the prosumers who are borrowing the 

shared capacity from the coordinator. Individualized pricing is derived via the two-stage pricing process. 

It is a pricing strategy that can facilitate the coordinator to capture the most considerable possible net 

profits through price discrimination. First, prosumers are clustered into different groups using the data-

driven approach. Then, novel concepts of bulk capacity borrowing and discount sensitivity are 

introduced to model the individualized pricing for the first time. As a result, the price structures and the 

price levels can be jointly optimized. From the simulation results, it can be found that the proposed 

individualized pricing can increase the net profits of the coordinator, enhance the utilization efficiency 

of the energy storage system, and reduce the energy consumption costs of the prosumers. 

8.1 Introduction  

With the increasing penetration of renewable resources, such as rooftop PV generation [39], 

greenhouse gas emissions can be reduced. However, renewable resources are difficult to operate reliably 

due to their intermittent and unstable features [40]. Thus, the energy storage system (ESS) is employed 

to smooth the spatial and temporal imbalance between the load demand and the renewable energy 

generation. Nevertheless, the investment costs of ESS are substantial, and the costs are entirely borne by 

the end-users. Furthermore, because of the random usage patterns of different residents, the utilization 

of the residential ESS is inefficient. To this end, the concept of energy storage sharing is introduced 

where the centrally controlled ESS can provide storage services to the end-users as if they were using 

the behind-the-meter ESS.  

In the literature, the research on energy storage sharing could be divided into two layers, the physical 

layer and the virtual layer [48]. The physical layer mainly focuses on voltage and capacity control, 

network power loss minimization, and system strengthening [230]. In this chapter, the scope falls into 

the virtual layer, mainly developing pricing mechanisms [140, 231-235]. As for developing pricing 

mechanisms, there are mainly two types of pricing strategies. The first type is based on the clearing 
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scheme. In the existing literature, there are two commonly used clearing schemes. The first type of 

clearing is based on the non-cooperative game, such as [67]. The second type of clearing is based on the 

auction, such as [68]. The advantages and disadvantages of the two types of existing clearing schemes 

are explained as follows: 

For the advantages, first, the common advantage of the two types of clearing schemes is that the end-

users have the initiatives to participate in the sharing market. To be specific, the end-users can actively 

adjust their sharing strategies according to their energy demand, excess energy, and cost functions. As a 

result, the costs and the demand-supply information are fully considered in the clearing process. Second, 

for the clearing scheme based on the non-cooperative game, the global optima can be found in a totally 

distributed fashion. With the introduced distributed transaction technology, the clearing process can be 

conducted without a third party [67]. This means the end-users can purchase (sell) energy from (to) the 

other end-users with their privately compromised prices [67]. Thus, the information privacy of the end-

users can be protected with limited information exchanges.  

For the disadvantages, first, the non-cooperative game clearing and the auction-based clearing of 

energy sharing modeled the sharing process like an energy trading process. In such a sharing scheme, the 

pure consumers could participate and benefit by purchasing electricity at a relatively low sharing price 

in the clearing process even if they made less contribution toward the energy sharing [48]. It would lead 

to that pure consumer being less incentivized to invest in DERs so that the development of the DERs 

could be hindered. Second, the end-users were directly participating in the electricity market. As a result, 

they would encounter high risks due to the fluctuating sharing price. Additionally, the end-users normally 

lacked the expertise in risk-hedging.  

Thus, it is necessary to propose a pricing strategy to realize the insulation between the end-users and 

the electricity market. Insulation means that the end-users do not directly participate in the electricity 

market. Hence, the sharing coordinator is introduced to insulate the prosumers and the sharing market so 

that the risks of the prosumers caused by the price fluctuation can be hedged. To this end, the second 

type of pricing strategy is introduced, where the coordinator is responsible for formulating the sharing 

price to realize the insulation between the prosumers and the sharing market. However, current literature 

failed to shift the energy usage profile of prosumers who had similar characteristics. This is because the 

individual sensitivity towards price change is neglected. Hence, a pricing strategy that can further 
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incentivize the prosumers needs to be investigated.  

To solve the problems, we propose an individualized pricing strategy for energy storage sharing. The 

main contributions of this chapter are as follows: 

 First, a two-stage pricing model for energy storage sharing has been presented based on the 

clustering of different load patterns. In the proposed model, the price structure and the price level 

for capacity sharing are jointly optimized.  

 Second, novel concepts of bulk capacity borrowing and discount sensitivity are introduced to model 

individualized pricing for the first time. Bulk capacity borrowing and discount sensitivity are 

utilized to incentivize more prosumers to participate in the capacity sharing process and enhance 

the sharing profits of the coordinator.  

 Third, a new business mode is formulated to determine a more reasonable payment rule for energy 

storage sharing. Traditionally, prosumers who are engaged in energy storage sharing will be 

charged according to the net discharging at a specific time. However, in our chapter, the concept of 

the capacity borrowing state is introduced, which can better reveal the essence of the sharing 

economy. That means the payment rule is closely related to the time length of borrowing.  

8.2 Overview of Proposed Two-Stage Pricing Framework  

 

Fig. 8-1.  Proposed two-stage pricing framework. 

In Fig. 8-1, the proposed two-stage pricing framework is presented. In stage I, the coordinator who 

operates the shared energy storage will determine the capacity-sharing price for each individual prosumer. 

The coordinator will first determine the TOU capacity-sharing prices for each group based on the group 

marginal costs and the risk premium. Then, after applying the concepts of discount sensitivity and bulk 

capacity borrowing, the capacity-sharing price will be further individualized. Finally, the individualized 

prices will be passed to stage II. In stage II, the prosumers will react to the individualized prices and 

decide their charging/discharging profiles. Then the optimal profiles will be passed to the coordinator in 
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stage I. This iterative process will continue until reaching an equilibrium. 

8.3 Conventional Pricing Mechanism Without Price Discrimination 

Conventionally, the energy storage coordinators use equations (8.1) and (8.2) to determine the price 

r  for energy storage sharing. Other ESS and system constraints can be referred to [69]. The energy 

storage price in the conventional pricing mechanism is the same for all the prosumers at any time of the 

day. And the prosumers will be charged according to the net discharging profile at time t. 

      , ,1 1
max , ,

J Tcap oper ch dis
co co co co j t j tj t

NP R r C X P C P P
 

      (8.1) 

s.t.    , ,1 1
=

J T dis ch
co j t j tj t

R r r P P
 

  
    (8.2) 

where coNP  is the daily net profit of the coordinator under the conventional model;  coR r  is the 

expected daily revenue over all scenarios under the conventional model;   is the expectation function; 

,
ch
j tP / ,

dis
j tP  is the charging/discharging profile of prosumer j at time t; T is the total time period within a 

day; J  is the total number of the prosumers;  ,cap
coC X P  is the total daily capital cost of the 

coordinator under the conventional model; X  and P are the capacity and power of the storage devices; 

 , ,,oper ch dis
co j t j tC P P  is the operational cost for serving prosumer j at time t.  

However, the price determined by the conventional pricing mechanism is the same for all the 

prosumers, which neglects the price elasticity of prosumers. Additionally, the prosumers are charged 

according to their net discharging at each time. By comparison, our pricing model individualizes the 

capacity sharing prices for each prosumer based on bulk capacity borrowing and discount sensitivity. 

Furthermore, prosumers will be charged according to the capacity borrowing state, which is a new 

charging method that involves the time accumulation effect. 

8.4 Proposed Discount Sensitivity Based on Price Discrimination  

8.4.1 The Mechanism and Benefits of Price Discrimination  
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Fig. 8-2.  Mechanism of three degrees of price discrimination. 

To customize the capacity-sharing price, price discrimination will be applied. Figs. 8-2(a), 8-2(b), and 

8-2(c) show the mechanism of first-degree, second-degree, and third-degree discrimination, respectively. 

In this diagram, the social welfare, coordinator surplus, and prosumer surplus are illustrated. Here, social 

welfare is defined as the total extra benefit or happiness enjoyed by the prosumers (i.e., the prosumer 

surplus) and the coordinator (i.e., the coordinator surplus) who feel they got a reasonable price for the 

'product' being exchanged [170]. In this chapter, the product is the shared capacity. A detailed explanation 

of Fig. 8-2 can be referred to as Theorem 1. In Fig. 8-2, P is the capacity sharing price; Q is the amount 

of capacity borrowed by the prosumers; D is the demand curve; MC is the marginal cost; MR is the 

marginal revenue; ATC is the average sharing cost of the coordinator.  

Theorem 1: Price discrimination can be utilized by the coordinator to increase the net profits during 

the capacity sharing process. 

Proof: First-degree price discrimination: This type of price discrimination can be used when the 

coordinator knows the maximum price the prosumers can accept [170]. When no price discrimination is 

applied, the coordinator will use the Profit Maximization Rule, i.e., MC=MR, in economics to maximize 

the profits of capacity sharing [170]. As a result, the optimal sharing amount and the corresponding 

sharing price can be found at Q0 and P0 at an average cost of ATC0, shown in Fig. 8-2 (a). Thus, the 

coordinator surplus is (P0-ATC0)×Q0, which is the yellow area. When first-degree price discrimination is 

applied, the socially optimal amount of capacity to share is Qso at an average cost of ATCso. Thus, the 

coordinator surplus is the blue area plus the yellow area, which is larger than the coordinator surplus 

when no price discrimination is applied. However, in practice, it is difficult for the coordinator to acquire 
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the maximum price the prosumers can accept. Thus, it is not suitable for this chapter. 

Second-degree price discrimination: This type of price discrimination can be used when the 

coordinator wants to enhance sales by charging the prosumers less capacity-sharing price when the 

prosumers borrow more capacity. When no price discrimination is applied, the coordinator surplus is 

(P0-ATC0)×Q0, which is the yellow area shown in Fig. 8-2 (b) that can be derived the same way as before. 

To realize second-degree discrimination, two additional capacity-sharing prices are formulated by the 

coordinator. As a result, the prosumers can either borrow Q1 amount of shared capacity at capacity 

sharing price P1 or borrow Q2 amount of shared capacity at capacity sharing price P2 (P2＜P0＜P1). Here, 

ATC2 is the average cost to share Q2 amount of capacity. Thus, the coordinator surplus is composed of 

three parts. Namely, (P1-ATC2)×Q1, (P0-ATC2)×(Q0-Q1), and (P2-ATC2)×(Q2-Q0), which is the blue area 

and the yellow area that is larger than the coordinator surplus when no price discrimination is applied. 

Thus, second-degree discrimination can be utilized to enhance the profits of the coordinator. A detailed 

formula can refer to equation (8.17). 

Third-degree price discrimination: This type of price discrimination can be applied when the 

coordinator wants to encourage more new prosumers to participate in the capacity-sharing process by 

charging prosumers different sharing prices according to their price elasticity. For illustration simplicity, 

in Fig. 8-2 (c), there are two prosumers borrowing the capacity from the coordinator, i.e., prosumer A 

and prosumer B. It is assumed that prosumer A has relatively inelastic demand while prosumer B has 

relatively elastic demand. The average cost of the coordinator to share QB amount of capacity can be 

found at ATCB. When no price discrimination is applied, the capacity sharing prices for both prosumer A 

and prosumer B are the same at PB. Thus, the optimal capacity sharing amount for prosumers A and B 

can be found at QA0 and QB, respectively. As a result, the coordinator surplus composes of two parts: (PB-

ATCB)×QA0 (the yellow, green, and pink areas) and (PB-ATCB)×QB (the yellow and green areas). To 

realize third-degree price discrimination, the capacity sharing price for prosumer B remains at PB while 

a higher price is charged for prosumer A at PA. Thus, the coordinator surplus includes (PA-ATCB)×QA (the 

yellow and blue areas) and (PB-ATCB)×QB (the yellow and green areas), which is larger than the 

coordinator surplus when no price discrimination is applied. Thus, third-degree price discrimination can 

be applied to increase the net profits of the coordinator. Detail can refer to as Theorem 2 and equation 

(8.17). 
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8.4.2 The Proposed Discount Sensitivity  

Inspired by the economic theory of third-degree discrimination mentioned above, the concept of 

discount sensitivity is introduced. 

For discount rate, it is defined as the capacity sharing price reduction given to the prosumer when the 

prosumer is borrowing capacity from the coordinator in a bulk amount. In other words, the more capacity 

is borrowed by the prosumers, the more discounts will be given to the prosumers.  

Discount sensitivity is a quantitative measure of the percentage changes in capacity borrowed by the 

prosumers when there is a one percent increase in the capacity sharing discount rate, holding everything 

else constant. 

Theorem 2: The following relationship between the discount rate and the discount sensitivity in 

equation (8.3) can ensure maximized profits for the coordinator. The discount sensitivity information 

can be collected via the questionnaire, which will not be the focus of this chapter. The relationship can 

be explained in equation (8.3): 

 
 
 

, ,, ,

, , , ,

1 1

1 1

q g q tg j t

g q t j g j t

f DD

D f D

   
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 (8.3) 

where , ,g j tD  is the discount rate for prosumer j at time t;  , ,j g j tf D  is the discount sensitivity for 

prosumer j; , ,g q tD  is the discount rate for prosumer q who is within the same group as prosumer j; 

 , ,q g q tf D  is the discount sensitivity for prosumer q who is within the same group as prosumer j. 

Proof of equation (8.3): Equation (8.4) ensures that MC=MR, and it illustrates the optimal 

relationship of the capacity-sharing prices of prosumers j and q with the price elasticities of prosumers j 

and q. Replacing the price elasticity in equation (8.4) to the proposed discount sensitivity in equation 

(8.3), the properties of the two equations will be the same.  
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 
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P f


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
 (8.4) 

where jP  and qP  are the capacity sharing price of prosumers j and q within the same cluster, and detail 

of clustering can refer to section V; jf  and qf  are the price elasticity of prosumers j and q. 

Deduction of equation (8.4): The relationship between the price elasticity and the capacity sharing 

price shown in equation (8.4) can be found when the Profit Maximization Rule is satisfied, i.e., MC=MR 

must be satisfied [170]. 
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As for the MRj (MRq) of the coordinator, it can be derived by taking the derivative of the total sharing 

revenue curve of the coordinator gained from prosumer j (q) to the amount of capacity borrowed by 

prosumer j (q). For illustration simplicity, let      j q j q j qR P Q , where  j qR  is the total sharing 

revenues of the coordinator gained from prosumer j (q),  j qP  is the capacity sharing price for prosumer 

j (q), and  j qQ represents the capacity borrowing amount of prosumer j (q). Then the general form of 

 j qMR  can be written as: 

      
 

 
 

 

1
1

j q

j q j q j q j q
j q j q

dP
MR P Q P

dQ f

 
    
 
 

 (8.5) 

where  
 

 

 
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j q
j q j q

r dQ
f

Q dr
   (8.6) 

where  j qf  is the price elasticity of prosumer j (q). 

As for the MC of the coordinator, it is derived by taking the derivative of the total sharing cost curve 

of the coordinator to the amount of capacity borrowed by the prosumers. Additionally, the MC of serving 

prosumers within different groups varies, while the MC is the same for serving prosumers within the 

same group. To be specific, the total sharing costs of the coordinator include two types of costs, i.e., the 

capital costs and the operational costs, which can be referred to equation (8.19). It can be found that the 

capital costs and operational costs are irrelevant to the charging/discharging decision of either prosumer 

j or q. However, they are related to the aggregated charging/discharging decisions of prosumers j and q 

and all the other prosumers that are clustered in the same group as prosumers j and q. Thus, the MC is 

the same for serving either prosumer j or q. Let MRj=MC, MRq=MC, then MRj=MRq, and the capacity 

prices for prosumers j and q are related to the price elasticities of prosumers j and q as follows: 
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 (8.7) 

8.5 Load Pattern Analysis Based on Clustering  

To implement price discrimination mentioned above, the prosumers will be firstly classified into 

different clusters. Currently, there are many clustering algorithms based on data-driven, such as K-Means, 

Affinity propagation, Ward hierarchical clustering, Birch, etc. In this chapter, we applied the Density-

Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm to the load profile clustering 
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problem. It has the advantage of no need to determine the number of clustering categories K in advance 

[180], and it can effectively deal with noise points [181]. Before introducing its principle, some concepts 

should be defined. 

Density at a point P: Number of points within a circle of radius Eps (  ) from point P. In this chapter, 

we use a rule-based method based on the k-distance graph to determine the Eps [236]. 

Dense Region: For each point in the cluster, the circle with radius  contains at least a minimum 

number of points (MinPts). 

The Epsilon neighborhood of a point P in the database D is defined as ：

 ( ) | ( , )N p q D dist p q   
. 

Core point: If | ( ) |N p MinPts , P is a core point. 

Border Point: the point has fewer neighbors than MinPts within its ϵ-neighborhood (N), but it lies in 

the neighborhood of another core point. 

Noise: the point is any data point, neither core nor border point. The principle of DBSCAN is 

iteratively aggregating the objects that can be reached directly from these core objects. The pseudocode 

of the DBSCAN algorithm is shown as [42]: 

DBSCAN Algorithm Pseudocode: 

main DBSCAN (D, Eps, MinPts): 

mark all objects in dataset D as unvisited 

C=0 

for (each objects P in D) do 

mark P as visited 

Neigh_Pts=Region_Query (P, Eps) 

if sizeof (Neigh_Pts) < MinPts 

then Mark P as Noise 

else create P as core point 

C=next cluster 

Expand_Cluster (P, Neigh_Pts, C, Eps, MinPts) 

end 

function Expand_Cluster (P, Neigh_Pts, C, Eps, MinPts): 

    add P to cluster C 

  for (each point P’ in Neigh_Pts): 

         if P’ is unvisited 

mark P’ as visited 

Neigh_Pts’=Region_Query (P’, Eps) 

if sizeof (Neigh_Pts’) >= MinPts 



 

177 

 

Neigh_Pts= Neigh_Pts joined with. Neigh_Pts’ 

if P’ does not belong to any cluster 

Add P’ to cluster C 

end 

function Region_Query (P, Eps): 

Return all points belonging to Eps Neighborhood of P 

(including P) 

Both the historical demand curves and the power generation of local PV panels/wind generators are 

considered for clustering. The energy consumption pattern and the renewable resource generation of end-

users can be explored from their historical information data. 

First, through DBSCAN clustering techniques, prosumers are classified into 4 types according to their 

load demand patterns. In Fig. 8-3, prosumers of type 1 prefer to use electricity during the morning and 

the afternoon periods. For types 2 and 3, there is only one peak load period. Regard type 4, it represents 

a load pattern that is less volatile during the day. Five prosumers have been randomly chosen from each 

type, which is illustrated on the right side of Fig. 8-3. Within each type, the prosumers have slightly 

different load demands.  

Second, the prosumers are further manually clustered according to the type of renewable resources the 

prosumers have, i.e., PV generation or wind generation. Therefore, the prosumers are further classified 

into 8 clusters, i.e., 4 clusters for prosumers using the PV generation and the rest 4 clusters using energy 

from the wind generator. 
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Fig. 8-3. Data-driven-based clustering on the prosumer load demand profiles. 

There are three main reasons that we cluster the prosumers based on the load profile and the type of 

renewable energy sources. First, it is more intuitive and visualized to cluster prosumers based on their 

demand and renewable resource generation compared with clustering based on demand elasticity. Second, 

it is easier to collect information related to the demand and PV panels/wind generation than the demand 

elasticity of prosumers. This is because the demand elasticity needs to be collected based on 

questionnaires to the prosumers on how they would change the capacity borrowing amount when there 

is a one percent change in capacity sharing price, which might be inaccurate. Third, our pricing strategy 

aims to incentivize and coordinate prosumers with complimentary usage patterns to participate in the 

capacity-sharing process, which is beneficial for reducing congestion and increasing the utilization 

efficiency of the shared ESS.  

8.6 Proposed Two-stage Pricing Strategy  

8.6.1 Stage I: Problem from the Perspective of the Coordinator  

Conventionally, the energy storage sharing is charged according to the net discharging of the prosumer, 

i.e., , ,
dis ch
j t j tP P . In this chapter, a new charging method is proposed, where the prosumers will be charged 

based on the capacity borrowing state , ,g j te . It is the accumulated net charging of each prosumer that 

considers both the size of the capacity borrowed and the time length of the borrowing.  

  , , 1 , , , , , ,
ch ch dis dis

g j t g j t g j t g j te e P P t        (8.8) 

where , ,g j te  is the capacity borrowing state of prosumer j at time t; , ,
ch
g j tP  is the charging profile of 

prosumer j at time t; , ,
dis
g j tP  is the discharging profile of prosumer j at time t; ch  is the charging 

efficiency; dis  is the discharging efficiency. 

Compared with the conventional charging approach, the proposed method shows the advantage of 

considering the time accumulation effect. When the prosumers have a longer borrowing time or a larger 

borrowing capacity, they will incur a higher capacity sharing cost. Therefore, the prosumers are 

compelled to return the borrowed capacity in time. As a result, the proposed method better complies with 

the essence of the sharing economy, where the right of use of idle resources needs to be transferred to 

those in need in time. 

For the individualized pricing strategy, first, the group TOU prices of the capacity sharing will be 
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derived based on the marginal costs and risk premium of the coordinator. Then, the capacity-sharing 

price will be further individualized based on the proposed bulk capacity borrowing and the discount 

sensitivity. 

8.6.1.1 Group-based Pricing on Capacity Sharing  

The group-based capacity-sharing price can be determined based on two parts, i.e., the marginal costs 

and the risk premium of the coordinator [71].  

 , ,
mc rp

g i g ir r r   (8.9) 

where ,g ir  is the group capacity-sharing price of price block i, pbi N ( pbN  is the number of price 

blocks); ,
mc
g ir  is the marginal cost; rpr  is the risk premium determined by the profit variation of serving 

all the prosumers. 

The binary variable , ,g i ty  that indicates the coverage of price block i is introduced to optimize the 

price structure. Equation (8.10) ensures that each time t exclusively belongs to a price block. For 

equation (8.11), it ensures that only consecutive periods can be segmented into the same price block [66, 

71]. Details are as follows: 
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where pbN  is the number of price blocks.  

The marginal cost ,
mc
g ir  involves the capital cost and the operational cost of energy storage sharing. 

The calculation of the capital cost involves discounting the investment cost of the shared ESS to each 

hour using the capital recovery factor (CRF) [237]. The equation of marginal cost of the coordinator is 

shown as: 

  , , , , , ,1 1

T Tmc mc
g i g t g i t g i tt t

r r y y
 

    (8.12) 
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where ,
mc
g tr  is the group capacity-sharing price of time t; m  is the number of energy storage devices 

invested by the coordinator; Cap
tC  is the capital cost of the energy storage at time t; ,

Oper
g tC  is the 

operating cost of the coordinator at time t; InvIC  is the initial investment cost of the shared ESS;   is 

the annual discount rate;   is the life cycle of the ESS;   is the operational fee. 

As for the risk premium, it can be shown as: 

  ,
, , , ,1 1

=
G Trp CVaR mc ch dis

Day g j t g j tg t
r V P P

 
   (8.16) 

where 
,CVaR mc

DayV  is the daily conditioned value-at-risk (CVaR) of the coordinator, details can be referred 

to equation (8.20); G is the number of clusters of the prosumers, i.e., 8 groups.  

8.6.1.2 Individualized Pricing on Shared Capacity 

The individualized pricing further customizes the group-based price. It has two advantages. First, it 

quantifies the individual discount given to the prosumers on the energy storage borrowed. Second, it is 

the first model to integrate both second-degree and third-degree discrimination, which can refer to 

equation (8.17). Two concepts are applied, namely bulk capacity borrowing and discount sensitivity.  

For bulk capacity borrowing: To reflect the mechanism of second-degree price discrimination, the 

concept of bulk capacity borrowing is introduced. It is a strategy of the coordinator to incentivize and 

engage the prosumers in the energy storage sharing by offering different price reductions according to 

the different capacity borrowing state , ,g j te  of each prosumer j. In other words, the more capacity is 

borrowed, the more price reductions will be given to the prosumers, which is a similar idea to bulk 

purchasing in economic theory [238]. Thus, bulk capacity borrowing is related to the capacity borrowing 

state , ,g j te . Details can be referred to equation (8.17). 

We use , ,j g j te   to express the price reduction given by the coordinator to the prosumer, where j  

is the reduction coefficient that transfers the capacity borrowing state of the prosumer to the price 

reduction.  

As for discount sensitivity: To reflect the mechanism of third-degree price discrimination, the concept 

of discount sensitivity is introduced. It is the sensitivity of the prosumers towards the price discounts on 

capacity sharing. In this chapter, the coordinator will charge prosumers different prices by considering 

the price discount sensitivity of each individual prosumer, which can be referred to equation (8.17). 

Moreover, the discount rate and the discount sensitivity have a relationship as equation (8.3). Detailed 
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proof of the derivation of equation (8.3) can refer to Theorem 2 in section IV, part B.  

The individualized price based on bulk capacity borrowing and discount sensitivity is shown as: 

   , , , , , , , , , , ,
1

= 1
pbN

adj
g j t g i t g i g j t j g j t j g j t

i

r y r D f D e


         (8.17) 

where , ,
adj
g j tr  is the individualized capacity-sharing price. 

8.6.1.3 Model for Coordinator based on Individualized Pricing 

Based on the individualized pricing in equation (8.17), the coordinator will jointly optimize the 

capacity sharing price structure , ,g i ty  and the price level , ,
adj
g j tr . The decision variables include the group 

capacity-sharing price level of price block i ,g ir  and the price structure of price block i , ,g i ty . 

The objective is to minimize the total costs of the coordinator, including the sharing costs and the 

CVaR costs. The objective function and the related constraints are shown below: 

  ,min +TC mc CVaR mc
Day DayC V   (8.18) 

where 
TC Cap Oper
Day Day DayC m C C    (8.19) 

s.t. equations (8.9)-(8.16). 

where 
TC
DayC  is the total sharing cost of the coordinator;  0,mc    is the weighting factor between 

the total revenue and the total cost of the coordinator, the higher the value is, the more risk-averse the 

coordinator is [71]. 

The Conditional value-at-risk (CVaR) model is selected as the risk measurement. Compared with other 

risk methods, CVaR is more advantageous due to its monotonicity and sub-additivity [239]. 

 
 

 

,

, , 1

1

s

s

N
VaR mc

Day Day
CVaR mc VaR mc n

Day Day s

NP V

V V
N





 
 

 


 (8.20) 

  , inf | Pr 1TC
Day

VaR mc
Day C

V t x t      
   (8.21) 

where 
,VaR mc

DayV  is the corresponding value-at-risk value; sN  is the number of samples; DayNP  is the 

net profit of the coordinator of a day; TC
DayC

x  is the test statistic relating to the total cost of the coordinator; 

t  is the t critical value at a given confidence level  . 

In our model, prosumers will pay the capacity sharing fee based on the recorded capacity borrowing 

state , ,g j te , which can be referred to equation (8.8). Hence, the profit of the coordinator is: 
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   , , , , , ,1 1
1

J T adj adj TC
Day g j t g j t g j t Dayj t

NP r e f r C
 

         (8.22) 

    , , , , 0, 0,
adj adj adj adj
g j t g j t t tf r r r r    (8.23) 

where  , ,
adj
g j tf r  is the price elasticity of prosumer j;   is the price change coefficient; 0,

adj
tr  is the 

nominal capacity-sharing price at time t. 

The ESS constraints are as follows: 

  1 , , , ,1

J ch ch dis dis
t t g j t g j tj

E E P P t  
       (8.24) 

 , , max0 ch ch
g j t tP t m p t E        (8.25) 

 min , , max
ch

g j tP P P   (8.26) 

where tE  is the energy storage state at time t; minP  and maxP are the minimum and maximum charging 

amount. 

8.6.2 Stage II: Problem from the Perspective of the Prosumers 

In stage II, based on the optimized capacity-sharing price , ,
adj
g j tr  in stage I, the prosumers will 

determine the optimal electric power to charge/discharge at each time period. The prosumers can use the 

electric power generated from rooftop PV cells or wind generators  , , , ,, ,PV Wind
g j t g j tP P t T  DRE

jP . If the 

DERs are more than the load demand, the prosumers can have two options. The energy can be stored in 

the shared ESS, which will incur a capacity sharing cost of ,
ESS
g jC . The energy can also be sold to the 

external grid and gain a profit of 
G
jR . If the DERs are inadequate to satisfy the demand, the prosumers 

can first use the previously stored energy from the shared ESS. Then, if the load demand is still not 

satisfied, the prosumers can purchase the energy externally from the grid by paying 
G
jC . The energy 

transaction between the grid and the prosumer is  , , , ,, ,BG SG
g j t g j tP P t T  G

jP . Equation (8.27) illustrates 

the power demand and supply relationship. 

 , , , , , , , ,
D ch dis SG BG

g j t g j t g j t j t j tP P P P P    DRE
jP  (8.27) 

where , ,
D

g j tP  is the load demand of prosumer j at time t.  

The objective is to minimize the energy procurement cost and the capacity sharing cost. The objective 

function is as follows:  
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 (8.28) 

 

s.t. equations (8.8), (8.25)-(8.27) 

where bu y
tr  is the purchasing price from the grid at time t; se ll

tr  is the selling price to the grid at time 

t. 

8.7 Case Study  

8.7.1 Experiment Setting 

In the case study, all data are collected by the Smart Grid, Smart City project in Australia [240]. The 

original data is collected every 15 minutes. However, to simplify the calculation, the time resolution is 

changed to 1 hour.  

Three case studies are examined: 

Case 1: Base case: energy capacity sharing based on the same capacity price for all the prosumers 

[69]. 

Case 2: TOU pricing: energy capacity sharing based on TOU pricing [71]. 

Case 3: Individualized pricing: energy capacity sharing based on the proposed individualized pricing 

strategy. 

Fig. 8-4 shows the historical daily load demand of the simulated prosumers. Five prosumers are 

selected from each cluster. From left to right, every five prosumers form a cluster. It also indicates the 

variance and means of the daily load demand. It can be found that #16-#20, i.e., cluster 4, and #36-#40, 

i.e., cluster 8, have the lowest variance among the other clusters. This indicates the load pattern of these 

prosumers is relatively stable. 

 
Fig. 8-4.  Daily electricity usage of each prosumer. 
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Fig. 8-5.  Objective convergence for stages I and II. 

Fig. 8-5 illustrates the objective convergence for stages I and II. It can be found that the initial net 

profit of the prosumers is low because the initial capacity sharing price is set too high. By adjusting the 

capacity sharing price to a lower level, prosumers are more incentivized to participate in the capacity 

sharing process. Thus, the net profit of the prosumers is increasing. As a result, the costs of the 

coordinator will increase. Generally, the cost of the coordinator in stage I and the net profit of the 

prosumers in stage II are positively correlated. To incentivize prosumers to participate in capacity sharing, 

the capacity sharing price is adjusted by the coordinator. As a result, the prosumers will respond to the 

capacity sharing price by adjusting their charging/discharging profiles. Consequently, the net profit of 

the prosumers will increase, which will lead to an increase in the operational cost of the coordinator. The 

iteration continues until the equilibrium is reached, i.e., the optimal capacity sharing price and the optimal 

charging/discharging profiles are obtained. 

Fig. 8-6 (a), (b), and (c) illustrate the charging/discharging profiles of prosumers of the three cases. 

The positive and negative values correspond to charging and discharging, respectively. It can be found 

that under case 1, massive charging/discharging behaviors occur simultaneously, which is verified via 

the superposition of the lines across the time scale. For example, the solid green lines and the dotted pink 

lines at the time of 17:00 are intense. This phenomenon can be explained by the behavior of the prosumers 

that coincides with each other to conduct either charging or discharging. Consequently, this may result 

in congestion or inefficient storage usage. As for case 2, prosumers are classified into different clusters 

based on the historical demand curves and power generation of local PV panels/wind generators, which 

is the same clustering method used in case 3. Although the charging/discharging behavior of prosumers 

is more dispersed compared with case 1, superposition still exists within each group. To further disperse 

the charging/discharging behavior, the individualized pricing method is proposed and studied in case 3. 

The results show that the charging/discharging behavior can be further dispersed compared with case 2. 
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Fig. 8-6 (d) presents the hourly average net profit of the three cases, and the shaded areas represent the 

fluctuation of each case. Among them, the proposed method has both higher net profit and lower variation 

of profit.  

 

 

Fig. 8-6.  Charging/discharging decision and the net profits comparison. 

 
Fig. 8-7.  Capacity borrowing state of the proposed model. 

 

Fig. 8-8.  Capacity borrowing state of the conventional model. 

For the proposed model in Fig. 8-7, the prosumers will be charged according to the capacity borrowing 

state. Fig. 8-7 (a) shows the capacity borrowing state of all the prosumers, and Fig. 8-7 (b) shows the 

average capacity borrowing state of each cluster. In Fig. 8-7, the increase in the capacity borrowing state 

means that the prosumers are borrowing more capacity from the shared ESS. The decrease in the capacity 

borrowing state means that the prosumers are returning the borrowed capacity. Thus, the capacity 

borrowing state is always non-negative in our proposed model since prosumers do not need to return the 
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borrowed capacity if the capacity borrowing state is reduced to zero. It can be found that although the 

prosumers have different capacity borrowing state profiles, the borrowing states of all the prosumers will 

eventually reduce to zero. It indicates that the prosumers are compelled to return the borrowed capacity 

in time, which is in alignment with the essence of sharing economy. Hence, the long-term occupation of 

the shared capacity can be avoided because the prosumers are incentivized by the proposed pricing 

strategy to return the borrowed capacity eventually. As a result, congestion in the usage of the shared 

ESS can be mitigated. 

By contrast, for the conventional model, the prosumers will be charged according to the net 

discharging profile at time t, which can be referred to section III [69]. When the prosumers charge 

electricity to the shared ESS, the coordinator will pay the prosumers. On the other hand, when the 

prosumers are discharging electricity from the shared ESS, the coordinator will get paid by the prosumers. 

Thus, the whole process is modeled as a trading process rather than sharing. In order to compare the 

conventional model with our proposed method, the capacity borrowing state is also calculated according 

to equation (29). Fig. 8-8 (a) shows the capacity borrowing state of all the prosumers under the 

conventional model, and Fig. 8-8 (b) shows the average capacity borrowing state of each cluster. In Fig. 

8, it can be found that some prosumers continuously charge electricity to the shared ESS while others 

continuously discharge electricity from the shared ESS. Therefore, the capacity borrowing state profiles 

appear to be a dispersed shape. In such a mechanism, the pure consumers can participate and benefit by 

purchasing electricity at a relatively low sharing price even though they contribute less to the sharing 

process [48]. As a result, the conventional sharing mechanism achieves higher savings for the pure 

consumers at the cost of the prosumers with DERs, which is unfair for the prosumers. In comparison, the 

introduction of the capacity borrowing state in our proposed model incentives the consumers to invest in 

DERs so that they can better be engaged in the proposed sharing mechanism. 

 
Fig. 8-9.  Individualized pricing on PV-based prosumers. 

0

2

4

6

1:00 5:00 9:00 13:00 17:00 21:00
0

2

4

6

1:00 5:00 9:00 13:00 17:00 21:00

0

2

4

6

1:00 5:00 9:00 13:00 17:00 21:00
0

2

4

6

1:00 5:00 9:00 13:00 17:00 21:00

user1       user2       user3       user4       user5       

cluster1
user6       user7       user8       user9       user10            

cluster2

cluster3 cluster4

In
di

vi
du

al
iz

ed
 s

ha
re

d 
ca

p
ac

it
y 

p
ri

ce
 (

A
U

$/
M

W
h)

Time every hour Time every hour

user11     user12     user13     user14     user15       user16     user17     user18     user19     user20       



 

187 

 

Fig. 8-9 shows the individualized price structure and price level of PV-based prosumers. The 

prosumers within clusters 1-4 use PV cells to generate electricity, and the load patterns are illustrated in 

Fig. 8-3 involving double-peak (one in the morning, another in the afternoon), a single peak in the 

evening, a single peak in the morning, and a flatter one. By applying customized pricing, clusters 1-4 

have different capacity-sharing price levels and price structures. Although each prosumer numbered from 

1 to 20 is priced differently, the prosumers within the same cluster have the same price structures. 

Fig. 8-10 shows the individualized price structure and price level of the wind-based prosumers. The 

prosumers within clusters 5-8 utilize energy from wind generators, and the load patterns are the same 

four types mentioned above. By applying customized pricing, clusters 5-8 have different capacity-sharing 

price levels and price structures. Although each prosumer numbered from 21 to 40 is priced differently, 

the prosumers within the same cluster have the same price structures. Furthermore, compared with PV-

based prosumers, the price level within each cluster is more volatile. 

 

Fig. 8-10.  Individualized pricing on wind-based prosumers. 

8.7.3 Effectiveness Evaluation 

Fig. 8-11 compares the energy storage usage efficiency of the self-sufficient model where prosumers 

purchase their own ESS and the model where the ESS is managed by the coordinator. For the self-
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the coordinator (i.e., cases 1-3). It can be found that the state of charge of the self-sufficient model has 

lower capacity usage efficiency compared with the coordinator-facilitated sharing model. For example, 

the usage efficiency of user 31 in the self-sufficient model from 12:00 to 16:00 is lower than 20%. By 

contrast, the lowest efficiency of the three cases mentioned above is more than 30%. Additionally, the 

proposed sharing model ensures a higher storage usage efficiency compared with cases 1 and 2. 
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Fig. 8-11.  SOC efficiency of the self-sufficient model and the sharing model. 

Except for the normal evaluation approaches, such as expected net profits and variance, the coefficient 

of variation (CV) is introduced in Table 8-1 to compare one data series to another when the means of the 

data series are varied [241]. Since the scale of each case is varied, the CV is a suitable criterion to compare 

the risks of the three cases. It is calculated as the ratio of the standard deviation of the net profits of the 

coordinator divided by the expected net profits of the coordinator, which can be shown as

   Day DayCV NP NP  . 

Table 8-1 shows the simulation results from the perspectives of the whole community, including the 

coordinator side and prosumers side. For the coordinator, the results indicate that both the daily sharing 

revenue (693 AU$) and net sharing profit (551 AU$) of case 3 is higher than in the other two cases. As 

for the risk analysis, case 3 incurs the lowest variance and CV, which indicates that the profit variation 

risks of the coordinator are the lowest. Furthermore, case 1 results in the largest discounted daily capital 

cost. This is because when the charging/discharging profiles of the prosumers are similar, the coordinator 

needs to invest more to have a larger energy storage capacity to satisfy the peak charging/discharging 

demand. On the contrary, for case 3, the charging/discharging behavior of the prosumers is more 

dispersed than in either case 1 or case 2. As a result, fewer storage devices are invested, and the 

discounted daily capital cost is smaller compared with the other two cases. However, as more prosumers 

are involved, the operational cost under case 3 is larger than that under the other two cases.  

For the simulation results of Table 8-1 from the perspective of the prosumers, the energy cost is the 

lowest for case 3 at 27 AU$ per day compared to the other two cases. Another indicator is the self-

sufficiency ratio. It is a ratio to indicate the degree of utilization of the DERs to satisfy load demand 

within the community of the coordinator and the prosumers. To be noted, the excess energy stored in the 

shared ESS for future use is also accounted for self-sufficiency. And it can be expressed as 

 /PV wind Dis LSSR E E E  , where /PV windE  is the aggregated renewable energy; DisE  is the 

aggregated electric power from the energy storage devices that are discharged to satisfy load demand; 
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LE  is the aggregated load demand [138]. It can be found that the SSR of case 3 is improved to 65%, 

which is 20% and 8% higher than case 1 and case 2, respectively. This is because more prosumers are 

incentivized to store their excess renewable energy in the shared ESS rather than directly sell it to the 

utility grid. 

In Table 8-1, it can be found that the net profit of the coordinator is the highest at 551 AU$, and the 

energy cost of the prosumers is the lowest at 27 AU$. Thus, social welfare is increasing. This is because 

the individualized capacity sharing price can incentivize more new prosumers to participate in the sharing 

process and reduce energy procurement from the utility grid. As a result, the increase of profits of the 

coordinator is not at the cost of reducing the prosumer surplus. Instead, it is at the cost of reducing the 

electricity selling revenues of the utility grid. Thus, a win-win situation between the coordinator and the 

prosumers can occur. 

 

TABLE 8-1. COMPARISON OF DIFFERENT CASES BASED ON GAINS AND RISKS FROM THE PERSPECTIVES OF THE COORDINATOR 

AND THE PROSUMERS 

  Case 1 Case 2 Case 3 

Coordinator 

Revenues Expected revenues 557  Expected revenues 606  Expected revenues 693  

Costs 
Capital costs 93 Capital costs 84 Capital costs 72 

Operation costs 57 Operation costs 64 Operational costs 70 

Net profits 
Expected net 

profits 
407  

Expected net 

profits 
458  

Expected net 

profits 
551 

Variance 299.85  242.17  196.37  

Coefficient of 

variation 
0.0426  0.0340  0.0254  

Prosumer 

Energy costs 52 38 27 

Self-sufficiency 45% 57% 65% 

Fig. 8-12 evaluates the relationship of the price change coefficient   in equation (8.23), 

individualized capacity-sharing price , ,
adj
g j tr , and capacity borrowing state , ,g j te  of the prosumer. The 

shaded areas of the green and red lines are the variation range of all the prosumers simulated. It can be 

found that an increase in price reduces the capacity borrowing state , ,g j te  that means prosumers will 

respond to an increase in price by reducing the usage of the shared capacity, and vice versa. This 

relationship is presented by the green line. For the red line, 1.1   is the critical point in this chapter. 

When   is larger than 1.1, the capacity-sharing price decreases and , ,g j te  increases to a point (e1, P1). 

On the contrary, when   is smaller than 1.1, the capacity-sharing price increases and , ,g j te  decreases 
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to a point (e2, P2). 

8.7.4 Sensitivity Analysis 

 
Fig. 8-12.  Relationship between coefficient of price change, capacity borrowing state, and capacity sharing price. 

 
Fig. 8-13.  CVaR and net profits of coordinator with varied weighting factors. 

Fig. 8-13 illustrates the change of CVaR and net profits of the coordinator when m c  varies in each 

scenario. From scenarios 1 to 5, m c  increases from 0 to 1000. When m c  increases, it indicates that 

the coordinator is more risk-averse [71]. Thus, CVaR moves in the opposite direction with m c . 

8.8 Discussion 

 
Fig. 8-14.  Comparison of different references with the proposed model. 

To further discuss the effectiveness of the proposed pricing strategy, two types of pricing strategies 

are compared in Fig. 8-14. The first type is based on the clearing scheme, which includes the pricing 

strategy based on the non-cooperative game as [67] and the auction-based pricing strategy as [68]. The 
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second type of pricing strategy is formulated by the sharing coordinator that can realize the insulation 

between the prosumers and the sharing market. It includes the fixed pricing strategy that is the same for 

all the prosumers as [69], the TOU pricing strategy sets different prices for different groups of prosumers, 

as [71], and the proposed individualized pricing strategy.  

From the perspective of the coordinator, it can be found that the proposed model has the highest 

amount of net profit, reaching 550.85 AU$ per day. This is because the individualized price fully 

considers the discount sensitivity, price elasticity, and demand of the prosumers. Thus, it can incentivize 

more new prosumers to participate in the sharing process. As a result, the sharing profit of the coordinator 

will increase. By contrast, using the fixed pricing strategy in [69] results in the lowest net profit for the 

coordinator. This is because the electricity usage behavior of the prosumers is ignored. As a result, the 

prosumers are less incentivized to participate in the sharing process under the same sharing price. Thus, 

the sharing profit of the coordinator is reduced. For the CV value of the coordinator (detailed definition 

can be referred to section VII, part C), the proposed model has the lowest CV value of 0.025. This means 

the individualized pricing strategy can ensure the coordinator has the smallest profit fluctuation. However, 

using the fixed pricing strategy of [69] results in the highest CV value at 0.043.  

From the perspective of the prosumers, it can be found that the energy cost of using the clearing-based 

pricing strategies, i.e., the non-cooperative game and auction-based pricing [67, 68], is the lowest. This 

is because the prosumers can have the initiatives to participate in the sharing market by actively adjusting 

their sharing strategies according to their energy demand, excess energy, and cost functions. As a result, 

the cost and the demand-supply information are fully considered in the clearing process. Thus, the 

prosumers are incentivized to participate in the sharing process to store the excess energy for later usage, 

which is cost-saving for the prosumers. Although the energy cost of our model is higher than using the 

clearing-based pricing strategy, our model can insulate the prosumers from the risky sharing market (i.e., 

price volatility in the market). This is because the prosumers normally lack risk-hedging and bidding 

knowledge. Additionally, the energy cost of our model is lower than using the method of [69] and [71]. 

As for the self-sufficiency ratio, it can be found that the self-sufficiency ratio using the clearing-based 

pricing is the highest. This is because the prosumers will reduce the energy procurement from the grid. 

For our model, the self-sufficiency ratio is lower than using the clearing-based pricing strategy but higher 

than using the pricing strategies of [69, 71]. 
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Although the energy costs of the clearing-based pricing strategy are lower and the self-sufficiency 

ratio is higher compared with the proposed pricing strategy, the proposed pricing strategy is more 

advantageous in hedging the risks caused by price fluctuation, as shown in Fig. 8-15. In Fig. 8-15, it can 

be found that the variance in energy cost of the clearing-based pricing strategies of [67, 68] is 0.125 and 

0.09243, respectively. By contrast, the variance in energy cost of the coordinator-based pricing strategies 

of [69, 71] and the proposed pricing strategy is lower, at 0.07639, 0.04222, and 0.02021, respectively. It 

indicates that the prosumers will encounter higher risks in the energy market under the clearing-based 

pricing strategy. To be noted, the presented results assume that the prosumers have risk-hedging 

knowledge, so risk control is considered in the analytical model. However, in practical practice, the 

prosumers normally lack the expertise/knowledge of risk-hedging. As a result, the variance of energy 

costs might be even higher than the presented results in Fig. 8-15. On the other hand, the coordinator as 

a corporation has better knowledge of risk-hedging than the prosumer as an individual. Therefore, the 

coordinator-based pricing strategy can better hedge the market risk for the prosumers via insulating the 

prosumers from the risky sharing market. Moreover, compared the proposed method with the other 

coordinator-based pricing strategies [69, 71], the proposed pricing strategy results in the lowest energy 

costs. Hence, the proposed pricing strategy not only can save energy costs but also can hedge risks for 

the prosumers compared with cases 1 and 2. 

 

Fig. 8-15.  Energy cost volatility comparisons from the view of the prosumers. 

8.9 Future Works and Conclusions 

The proposed work can be further extended in two aspects. First, the work can be extended by 

integrating both capacity sharing and energy sharing, in which the prosumers can either borrow capacity 

or energy from the coordinator. Second, an integrated energy sharing system, including both electricity 

sharing and hydrogen sharing, can be developed. Future works can be focused on two aspects. First, 

besides the cost-based pricing strategy, i.e., marginal costs plus premium, a pricing strategy that 
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incorporates more dynamic demand information can be developed. Second, we can consider using an 

advanced DBSCAN algorithm, such as adaptive DBSCAN, to choose the Eps automatically [242]. In 

this way, artificial intervention in the clustering process can be avoided, and the complete automation of 

the clustering process can be realized. Besides, data mining on the characteristic identification of the 

prosumers, including the demand elasticity, electricity usage habits, and sociodemographic 

characteristics, can be further realized. Based on these features, a refined clustering of the prosumers can 

be realized to help the coordinator formulate a more reasonable pricing strategy. 

To conclude, a two-stage pricing model for energy capacity sharing has been presented based on the 

clustering of different net load patterns of prosumers. Both the price structure and the price level of the 

capacity-sharing price for individual prosumers are optimized. Novel concepts of bulk capacity 

borrowing and discount sensitivity are proposed to individualize the capacity-sharing price. Simulation 

results indicate that compared with the conventional pricing and time-of-use pricing, the proposed 

individualized pricing not only increases the net profits of the coordinator but also increases the 

efficiency of storage usage. Additionally, the risks measured by the coefficient of variation are reduced, 

which means proposed pricing can ensure more stable sharing profits for the coordinator. Furthermore, 

the individualized pricing strategy can result in lower energy costs for the prosumers. 
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9. CREDIT-BASED PRICING AND PLANNING STRATEGIES FOR 

HYDROGEN AND ELECTRICITY ENERGY STORAGE SHARING 

With the increasing penetration of intermittent renewable resources, the energy demand is more 

fluctuating. Thus, the concept of energy sharing is brought up to smooth the energy demand of the 

prosumers and to ensure system stability. In this chapter, a two-stage credit-based sharing model 

between the coordinator who manages the shared energy storage system (ESS) and the prosumers who 

borrow the capacity and energy from the coordinator is presented. Both capacity and energy sharing 

are integrated via the proposed credit-based sharing model. As for energy sharing, two forms of energy 

are considered: electricity and hydrogen. In addition, both cost-based and demand-based pricing 

strategies are introduced to customize the sharing prices so that the coordinator can obtain larger net 

profits and the prosumers can reduce their energy purchase costs. According to the simulation results, 

the proposed model is beneficial for both the coordinator and the prosumers. For the coordinator, the 

net profits can be enhanced, and the storage usage efficiency has been increased from an average of 39% 

to 62% compared with the conventional model. From the perspective of the prosumers, the self-

sufficiency ratio and the willingness-to-participate ratio are increased by 14.5% and 20%, respectively, 

compared with that under the conventional model. Moreover, it is cost-saving for the prosumers to 

participate in the credit-based sharing process. 

9.1 Introduction  

The installation of distributed energy resources (DERs), such as rooftop PVs, is promising in reducing 

greenhouse gas emissions [39]. However, the power generated by the DERs is intermittent, which will 

cause system stability and security issues [40]. Thus, the energy storage system (ESS) is implemented to 

smooth the power generation. The benefits of the battery energy storage system (BESS) have been well 

recognized in terms of generation backup, transmission alleviation, voltage control, frequency regulation, 

etc. Apart from BESS, the power-to-gas (P2G) is also a promising ESS technology since the process of 

electricity-hydrogen conversion is carbon-free if electricity is from renewable energy [55, 56]. P2G 

devices can convert excess electricity into hydrogen through water electrolysis, and the energy is stored 

in the form of gas. Then, the gas can be converted back to electricity by the installed gas generators and 

fuel cells when needed [34]. Therefore, applying the P2G as an additional ESS can increase the flexibility 

of the integrated multi-carrier energy system and provide the customer with reliable services.  
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As one form of energy, hydrogen offers an opportunity for sector coupling between the electricity, gas, 

and transport sectors. According to [82], hydrogen is a versatile energy carrier that can be served as an 

input into a range of industrial processes. The application of hydrogen can enable deep decarbonization 

across the energy and industrial sectors. Hydrogen can also facilitate the transition to high penetration of 

intermittent renewable generation in the electricity network. Moreover, governments are putting more 

emphasis on the application of hydrogen. The Australian government formulates a series of development 

strategies for the hydrogen industry [82]. The National Hydrogen Roadmap report of the Commonwealth 

Scientific and Industrial Research Organization (CSIRO), Australia, states that the most significant near-

term opportunity is blending hydrogen into the existing natural gas network for heating systems in 

buildings [82]. With the advancement of the P2G technology in the future, excess renewable energy 

could be economically stored on a large scale in the form of gas (natural gas or hydrogen). 

However, the capital costs of the ESS are still expensive at this stage. To reduce the investment costs, 

the concept of energy storage sharing has been put forward. As a result, it is more economical for a group 

of prosumers to share the ESS invested and managed by the coordinator rather than investing in the self-

built ESS [73, 74]. Thus, to adapt to the increasing trend of sharing economy, proper sharing mechanisms 

and relevant pricing strategies in an integrated energy system need to be developed to enhance the 

comprehensiveness of the sharing model.  

In the literature, some references focused on the operation strategy in an energy-sharing market. For 

example, [46, 135-137]. Apart from the operation strategy, some references investigated the pricing 

strategy in the energy-sharing market. For example, [72, 138, 139] There is also literature focused on the 

operation strategy of capacity sharing, such as [47, 69, 140]. Except for operational strategy, some 

literature studied the pricing strategy for capacity sharing. For example, [68-70]  

There are still three issues that remain unaddressed in the existing literature. As for the first issue, most 

of the references did not reveal the essence of the sharing economy. For example, refs [46, 47] modeled 

energy sharing as an energy trading process. In such a trading process, pure consumers could participate 

and benefit from the sharing economy by purchasing electricity at a relatively low price [48]. However, 

they made less contribution toward energy sharing. It would result in the end-users being less 

incentivized to invest in DERs. As for the prosumers, they were also less incentivized to participate in 

energy sharing. Furthermore, the current literature lacked the link between capacity and energy sharing. 
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It is expected to formulate a method that can integrate both sharing services. For the second factor, the 

existing literature on energy sharing utilized the same sharing price for all end-users. It neglected that 

different end-users had different energy consumption profiles. Consequently, using the same sharing 

price could not incentivize individual end-user, for example, in [28, 69, 78], the same sharing price was 

formulated for all the prosumers, which was derived via the optimization process. Without applying a 

customized pricing strategy, the prosumers would not be willing to participate in the sharing process. 

Furthermore, the pricing strategy of these references did not make use of the dynamic demand-supply 

information, such as [69, 72]. Such a pricing strategy would reduce the profit of the coordinator [141]. 

For the third factor, most of the references only considered the virtual layer of the sharing process, i.e., 

the pricing strategy, the operation management, the incentivizing mechanism, etc., whereas the physical 

layer of the sharing process was ignored. For example, [69, 138, 139] neglected the voltage and capacity 

constraints and network power loss. Thus, these references cannot ensure the security of the power 

system in the sharing process. 

Therefore, in this chapter, we propose credit-based pricing and planning strategies for capacity and 

energy sharing. The coordinator will invest and manage the ESS, while the prosumers will borrow the 

capacity and energy from the coordinator. The main contributions are as follows: 

 First, a novel business model of credit-based sharing has been proposed to integrate both capacity 

sharing and energy sharing. The time accumulation effect has been considered via the proposed 

credit points, which can better reveal the essence of the sharing economy. Additionally, the payment 

rule is closely related to the time length and amount of the shared capacity and the shared energy 

that the prosumers borrow. When the credit is positive, the prosumers borrow the capacity of the 

ESS managed by the coordinator; when the credit is negative, the prosumers are borrowing the 

energy from the ESS either in the form of electricity or hydrogen.  

 Second, two pricing strategies have been proposed to increase the total net profits of the coordinator 

and the willingness of the prosumers to participate in the sharing process. Customized pricing 

strategies are applied to capacity and energy sharing, respectively. When the credit is positive, the 

proposed cost-based pricing is applied to determine the price of the shared capacity; when the credit 

is negative, the proposed demand-based pricing is applied to determine the price of the shared 

energy, which has fully utilized the dynamic demand-supply information.  
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 Third, the energy storage system planning model is proposed. Physical constraints on ESS planning 

are considered to enhance the security of the power system. Additionally, integrated energy systems, 

including both the electricity network and the gas network, are examined. A 55-bus electricity 

network coupled with an 18-bus gas network has been employed to test the effectiveness of the 

credit-based sharing model. 

9.2 The Framework of the Two-stage Credit-Based Sharing Model 

9.2.1 Explanation of the Two-stage Sharing Process 

In this chapter, the coordinator and the prosumers are the main participants in the capacity-sharing and 

energy-sharing process. In the proposed sharing framework, both electricity and hydrogen are involved. 

As mentioned in the introduction section, the utilization of hydrogen is increasing due to its feature of 

reducing greenhouse gas emissions. Additionally, hydrogen has a promising future to enhance energy 

flexibility. With the advancement of the P2G devices, excess renewable energy could be economically 

stored on a large scale in the form of gas. Thus, according to [78], a multi-carrier energy system can 

increase the flexibility of the energy system, provide the prosumers with reliable services, and reduce the 

transmission burden of the utility grid.  

It is assumed that one coordinator manages the shared ESS and provides sharing services to a cluster 

of prosumers denoted by  1, 2, ... , ...J j J . The coordinator intends to maximize the profits within a 

day. A two-stage optimization problem between the coordinator and the prosumers is formulated. A 

detailed explanation is presented in Fig. 9-1: 

 
Fig. 9-1.  The framework of the two-stage sharing process. 

Stage I: The objective function of the coordinator in stage I is to maximize the daily net profits of the 

coordinator incurred during the energy sharing and capacity sharing process, which can be referred to 
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(9.15). Three decisions need to be made by the coordinator in this stage. First, the coordinator will 

determine the optimal planning of the shared ESS, i.e., the location and capacity of the ESS. Second, the 

coordinator will determine the capacity sharing price 
,

CA
j t  and energy sharing price 

,
EN
j t  based on the 

credit point ,j t  of each prosumer. The credit is calculated according to the capacity and energy 

borrowing profile of each prosumer sent from stage II. Third, the coordinator will decide the amount of 

energy to trade with both the electricity grid and the gas grid. Finally, the capacity and energy sharing 

prices are transferred to stage II. 

Stage II: The objective function of the prosumers in stage II is to minimize the capacity sharing and 

energy sharing costs, electricity purchasing costs, and hydrogen purchasing costs, which can be referred 

to (9.40). Two decisions need to be made by the prosumers. First, the prosumers will determine the 

capacity and energy borrowing profiles based on the sharing prices 
,

CA
j t  and 

,
EN
j t  provided by the 

coordinator in stage I [185]. The borrowing profiles include the electric power charged to the battery 

devices from prosumer j ,
,
Bat chp
j tP , the electric power discharged from the battery devices to prosumer j 

,
,
Bat disp
j tP , the electric power delivered to the electrolyzer from prosumer j 2 ,

,
P G ch p
j tP , and the hydrogen 

outflow from the P2G devices to prosumer j 2 ,
,

P G disp
j tg . Second, the prosumers will determine the electric 

power to purchase from the electricity grid ,
,
E L E B G

j tP , the electric power to sell to the electricity grid 

,
,
ELE SG
j tP , and the amount of hydrogen to purchase from the gas grid 2 ,

,
H B G
j tg . Finally, the capacity and 

energy borrowing profiles are transferred to stage I. 

9.2.2 The Proposed Credit-Based Sharing Model 

To standardize the amount of capacity occupied and the amount of energy shared, a credit-based 

sharing mechanism has been proposed. In this mechanism, the credit is a score that the coordinator 

records for each prosumer regarding their accumulated borrowing decision on either capacity or energy. 

The time accumulation effect has been considered via the proposed credit point ,j t , which means it is 

closely related to the time length that the prosumers borrow the shared capacity and the shared energy. 

The equation relating to the credit is:  

 
 

 

, , , ,
, 1 , , ,

2 , 2 , 2 , 2 ,
, ,

Bat chp Bat ch Bat disp Bat dis
j t j t j t j t

P G chp P G ch P G disp P G dis
j t j t

P P t

P g t

 

  

      

    
 (9.1) 

where ,j t  is the credit points of prosumer j at time t;   is the unit conversion factor that converts GJ 

to MWh; ,Bat ch ( ,Bat dis ) is the charging (discharging) efficiency of the battery devices; 2 ,P G ch  
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( 2 ,P G dis ) is the efficiency of the P2G devices. 

Axiom 1: When , 0j t  , it means the prosumers are using the capacity of the ESS. This is similar to 

borrowing a storage locker. The costs of borrowing the shared capacity CA
jC  are influenced by the 

amount of capacity borrowed and the amount of time occupied where  1 , ,1

J TCA CA
j tj t j tC 



 
    .  

Axiom 2: When , 0j t  , the prosumers are borrowing energy from the coordinator in the form of either 

electricity or hydrogen with 2

, , 1HELE
j t j tW W   (where 

,
E L E

j tW  and 2

,
H
j tW are the proportion of the energy 

demanded by the prosumer in the form of electricity and hydrogen) [243]. This can be compared to 

borrowing money from the bank. Prosumers pay the borrowing fee to the coordinator for borrowing a 

certain amount of energy. The payment is no longer needed when the prosumers have returned the same 

amount of energy to the coordinator ( ,j t =0). The energy borrowing costs E N
jC  are also influenced by 

the energy borrowed and the borrowing time length where  ,1 1 ,t j t

J TEN EN
j tj

C 


 
    .  

9.2.3 Brief Comparison of the Proposed Model with the Conventional Sharing Model 

The detailed mechanism of the conventional sharing model can be found in the following section, i.e., 

section IV, part A [69]. The proposed model differs from the conventional sharing model in the following 

three aspects: 

First, in the conventional sharing model [69], only the capacity sharing process is considered. Whereas 

in the proposed model, both energy sharing and capacity sharing are integrated via the proposed credit-

based sharing model. 

Second, conventional sharing modeled the sharing process like a trading process. In the proposed 

model, the process of sharing is emphasized with a return of the shared capacity and shared energy, which 

reveals the sharing economy. 

Third, the price of shared energy is derived directly via the optimization process under the 

conventional model. By comparison, in the proposed model, two pricing strategies are used to customize 

the prices of the shared energy and the shared capacity. As a result, both the net profits of the coordinator 

and the willingness of the prosumers can be enhanced. 

9.3 The Proposed Credit-based Pricing Strategy  

9.3.1 Conventional Pricing Model 

Conventionally, the coordinators will use equations (9.2) and (9.3) determine the price of the capacity 

sharing with the aim of maximizing the net profits [69]. It is the detailed model of case 2 mentioned in 
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section VIII, part A. Equation (9.3) is the capacity-sharing revenue of the coordinator under the 

conventional model. The revenue of the coordinator equals the capacity sharing price multiplies the net 

charging profile of the prosumers. It can be found that all the prosumers are charged with the same 

capacity sharing price [69]. The formulae are shown as follows:  

      , ,max , ,CA cap oper ch dis
co co t co co j t j tNP R C X P C P P    (9.2) 

s.t.    , ,
1 1

=
J T

CA ch dis
co t t j t j t

j t

R P P 
 

 
  

  
   (9.3) 

where  CA
co tR   is the total revenues of the capacity sharing under the conventional pricing model; 

C A
t  is the capacity sharing price; 

,
ch
j tP  is the charging profile of prosumer j at time t; 

,
dis
j tP  is the 

discharging profile of prosumer j at time t; T  is the total time periods within a day; J  is the total 

numbers of the prosumers;  ,cap
coC X P  is the daily capital costs of the coordinator under the 

conventional pricing model; X  and P  are the capacity and power scheduling of the prosumers; 

 , ,,o p er ch d is
co j t j tC P P  is the daily operational costs of the coordinator under the conventional pricing model; 

coNP  is the daily net profits of the coordinator under the conventional pricing model. 

9.3.2 Proposed Cost-Based Pricing on Shared Capacity 

In this section, the cost-based pricing strategy is proposed to derive the capacity sharing price due to 

the following two advantages of this pricing strategy. First, the capacity sharing market is a relatively 

new research area. As a result, the demand-supply information of the market is unrepresentative. Thus, 

it is inappropriate to price the shared capacity from the perspective of the prosumers by using the demand-

based pricing strategy. Second, the cost-based pricing strategy can guarantee a positive profit for the 

coordinator [244]. This is because the mechanism of cost-based pricing is to determine a price that not 

only covers the capacity sharing costs of the coordinator but also facilitates the coordinator to earn extra 

profits, i.e., the premium, during capacity sharing.  

A binary variable , ,j i ty  is used to optimize the time-of-use (TOU) price structure, and it indicates the 

coverage of the price block i. In this chapter, the TOU price is utilized. There are several price blocks in 

the TOU pricing, and each price block has a different price level and time duration. The TOU pricing 

strategy should be subject to equations (9.4)-(9.5). Equation (9.4) aims to ensure that each time period 

belongs to only one price block. Equation (9.5) indicates that only consecutive time periods can form a 

price block [71].  
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 , ,1 , , , , , , 1
2

2
T

j i j i T j i t j i t
t

y y y y 


     (9.5) 

where , ,j i ty  is the binary variable utilized to optimize the TOU price structure; pbN  is the number of 

price blocks 

The capacity price is assumed to compose of two parts: the marginal costs mc
t  incurred during the 

capacity sharing process and the price premium of capacity sharing t . In some practice, the price 

premium is normally empirically determined by the decision-maker according to the required rate of 

return. However, in our proposed method, the optimal price premium t  is obtained by solving an 

optimization problem rather than the empirical setting. The expression of the capacity sharing price is 

explained below: 

   , , , 1       
CA mc
j t j i t t ty  (9.6) 

where 
,

CA
j t  is the capacity sharing price for prosumer j at time t. 

The marginal costs can be derived as follows: 

 
 

 

+ 2 , + 2 ,

, 2 ,
, ,

1

Bat P G cap Bat P G oper
t tmc

t J
Bat chp P G chp
j t j t

j

C C

P P t








 
 (9.7) 

where  + 2 , 2 2B at P G ca p B a t B a t P G P G
tC IC IC       (9.8) 

    2 , , , 2 , 2
, , ,

1

,

1

2
,

J J
Bat P G op Per Bat chp Bat disp Bat P G chp P G

j
G dis

t j t j t
p

t
j

j
j

tC gP P P 

 

          (9.9) 

where + 2 ,Bat P G cap
tC  is the discounted hourly capital costs of the battery and P2G devices; 2 ,Bat P G oper

tC   

is the operational costs during the capacity sharing process; Bat  and 2P G are the total number of the 

battery and P2G devices that are installed; BatIC  and 2P GIC  are the investment costs per battery and 

P2G devices;   is the discount factor that discounts the capital costs of the ESS into every t period; 

Bat  and 2P G  are the operating costs per battery and P2G devices.  

9.3.3 Proposed Demand-Based Pricing on Shared Energy 

Different from the pricing strategy on shared capacity, a demand-based pricing strategy is proposed to 

determine the price of the shared energy [245]. The advantages of this pricing method are also two-fold. 

First, demand-based pricing is suitable for pricing shared energy. Energy sharing is widely studied in the 

existing literature, such as [46, 136, 246]. Thus, the energy sharing market is relatively more mature than 
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the capacity sharing market. Therefore, information on the energy demand and energy supply is 

representative and can reflect the genuine value of the shared energy. Second, demand-based pricing can 

dynamically respond to the demand-supply variation. It is a pricing strategy that is based on demand-

supply information, which can reflect the market information on a timely basis. Compared with cost-

based pricing, demand-based pricing can prevent the coordinator from selling at too high a price that is 

unattractive to the prosumers or selling at too low a price, which results in losing profits of the coordinator 

that prosumers would otherwise have been willing to pay.  

Here, the concept of supply-demand ratio tSDR  is applied to reflect the dynamic demand-supply 

information. It is a ratio calculated by dividing the amount of energy supply at time t by the total amount 

of energy demand at time t [138, 247]. By adapting to the proposed sharing model, it can be found in 

equation (9.10) that the energy supply means the energy available from the energy storage devices (both 

the P2G and the battery devices) managed by the coordinator. Additionally, energy demand is the energy 

borrowing amount of the prosumers. The expression tSDR  can be shown as: 

  
 

2 1

, 2 ,
, ,

1

Bat P G H
t t

t J
Bat disp P G disp
j t j t

j

E S LHV
SDR

P g t









    


   
 (9.10) 
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Bat Bat
t k t

k K

E E


   (9.11) 

 2 2 2 2
, ,0 ,,P G P G P G P G

t q t q q T
q Q

S S S S


   (9.12) 

where Bat
tE  is the energy storage state of the battery devices at time t; 

,
B at
k tE  is the energy storage state 

of the battery devices at bus k at time t; 2P G
tS  is the energy storage state of the P2G device at time t; 

  is the molar volume of gas (L/mol); HLHV  is the lower heat value of the hydrogen (GJ/Mol); 

2
,

P G
q tS  is the energy storage state of the P2G device at bus q at time t. 

Although our proposed pricing model for energy sharing is empirically adopted, it is based on a 

reasonable theoretical basis. The rationale for using tSDR  is that the relationship between price and 

tSDR  is inversely related, which is based on empirical experience and relevant economic theory [248]. 

To be specific, the increase of tSDR  will reduce the energy sharing price 
,

EN
j t . However, when tSDR  

approaches infinity, the energy sharing price is not lower than the selling price to the utility grid ,ELE SG
t . 

Otherwise, the coordinator will lose incentives to provide energy-sharing services. On the contrary, the 

decrease of tSDR  will increase the energy sharing price 
,

EN
j t . However, the energy sharing price will 
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not be higher than the purchasing price from the utility grid buy
t . Otherwise, the prosumers will lose 

incentives to participate in energy sharing. Additionally, when tSDR =0, the energy sharing price equals 

the energy purchasing price buy
t . Moreover, when tSDR =1, the energy sharing price equals the energy 

selling price to the utility grid ,ELE SG
t  plus a compensating price  . Here   is the compensating 

price that is used to ensure that the coordinator is incentivized to share energy. Thus, the energy sharing 

price is bounded by a range [ ,ELE SG
t , buy

t ]. 

Thus, the relationship between the energy sharing price and tSDR  can be shown as (9.13)-(9.14) 

and illustrated in Fig. 9-2, which can refer to [138, 247]. A detailed deduction can be referred to [248]. 

To be noted, since the prosumers can purchase both electricity and hydrogen from the utility grid, the 

weighted purchase price from the utility grid is formulated as (9.14). 
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 (9.13) 

  2 2 ,,
, ,

H H BGbuy ELE ELE BG
t j t t j t tW W       (9.14) 

where 
,

EN
j t  is the energy sharing price for prosumer j at time t; buy

t  is the weighted energy purchasing 

price; ,ELE BG
t  ( ,ELE SG

t ) is the energy purchasing (selling) price in the electricity grid; 2 ,H BG
t  is the 

hydrogen purchasing price in the gas grid;   is the compensating price that is used to ensure that the 

coordinator is incentivized to share energy; 
,
E L E

j tW  and 2

,
H
j tW  are the proportion of the energy demand 

of prosumer j in the form of electricity and hydrogen. 

 

Fig. 9-2.  Relationship between SDRt and the energy sharing price 

In brief, our tSDR  model is different from the existing tSDR  models in the following three aspects. 

First, our model is designed specifically for energy sharing rather than energy trading in the existing 

tSDR  models. Second, multi-forms of energy sharing have been considered in the formulation. Both 

,
EN
j t

buy
t

,ELE SG
t

tSDR1

,
EN
j t S<D S>D
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electricity and hydrogen have been incorporated in the model shown as equation (9.14). Third, the 

compensating price   is used to ensure that the coordinator is incentivized to share energy. 

9.4 Stage I: Problem from the Perspective of Energy Storage Coordinator  

9.4.1 Revenues and Costs of the Energy Storage Sharing  

In stage I, apart from trading with the electricity grid and the gas grid, the coordinator will also 

determine the capacity sharing price and the energy sharing price. For equation (9.15), the objective is 

to maximize the daily total net profits of the coordinator incurred during the capacity sharing and energy 

sharing process. The decision variables of (9.15) include the number of batteries Bat
k  to install at bus 

k, the number of the P2G devices 2P G
q  to install at bus q, the capacity sharing price for prosumer j at 

time t 
,

CA
j t , the energy sharing price for prosumer j at time t 

,
E N
j t , the binary variable , ,j i ty  that is 

introduced to optimize the TOU price structure, the electric power discharged from the battery devices 

that is sold to the electricity grid ,
,
Bat SG

k tP , the electric power purchased from the electricity grid that is 

charged to the battery devices ,
,
Bat BG

k tP , the electric power purchased from the electricity grid that is 

delivered to the electrolyzer 2 ,
,
P G BG

q tP , the hydrogen outflow from the P2G devices that is sold to the gas 

grid 2 ,
,

P G S G
q tg , the hydrogen inflow to the P2G devices that is purchased from the gas grid 2 ,

,
P G B G
q tg , 

k  and q   which are used to indicate whether the battery and the P2G will be installed at the 

electricity bus and the gas bus. 

The objective function is shown as: 

 
2

2/ ,2

max. Hco CA EN ELE

ELE H NWBat P G

NP R R NP NP

C C

   

 
 (9.15) 

9.4.1.1 Revenues from capacity sharing CAR  and energy sharing ENR : 

  , ,
1 1

J T
CA CA

j t j t
j t

R 

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    (9.16) 
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J T
EN EN

j t j t
j t

R 


 

    (9.17) 

When , 0j t  , the coordinator will calculate the revenues on capacity sharing based on the optimized 

capacity price 
,

CA
j t . When , 0j t  , the coordinator will calculate the revenues on energy sharing based 

on the optimized energy price 
,

E N
j t . 

9.4.1.2 Daily net profits from energy trading with both electricity and gas grids: 

      , , 2 ,
, , ,

, , ,

1 1 1

T T T
ELE ELE SG ELE BG EBat SG Bat BG P GLE BG

t t t
k K t k K t

BG
k t k t q

q Q t
tN P PP P  

     

            (9.18) 
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where ELENP  and 2HNP  are the net profits from trading with the electricity grid and the gas grid. 

9.4.1.3 The total daily capital and operational costs of energy storage devices: 

  2 + 2 , 2 ,

1

T
Bat P G Bat P G cap Bat P G oper

t t
t

C C C 



   (9.20) 

9.4.1.4 The network loss: 
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T
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pq t pq t
t

C S S 

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where ,ELE NWC  and 2 ,H NWC  are the network loss of both the electricity grid and the gas grid [78]; mkr  

is the resistance of line mk; ,mk tl  is the line current magnitude on distribution line mk;   is the gas 

pipeline cost coefficient; 
,

p ip e
p q tS  is the gas flow from pipelines p to q at time t. 

9.4.2 Constraints of the Electricity Network 

9.4.2.1 Electricity storage system constraints 

Different from the traditional centralized ESS, the proposed sharing model not only satisfies the load 

via energy purchase from the grid but also offers sharing services among the prosumers. In other words, 

, , ,
, , ,
Bat ch Bat BG Bat chp

k t k t k tP P P   and , , ,
, , ,
Bat dis Bat SG Bat disp

k t k t k tP P P  , where ,
,
Bat ch

k tP  is the total electric power 

charged to the battery devices at bus k at time t; ,
,
B a t d is

k tP  is the total electric power discharged from the 

battery devices at bus k at time t; ,
,
Bat chp

k tP  is the electric power charged to the battery devices from the 

prosumers at bus k at time t; ,
,
Bat disp

k tP  is the electric power discharged from the battery to the prosumers 

at bus k at time t.  

Moreover, a binary variable is introduced. For instance, k  is used in equation (9.24) to indicate 

whether the battery will be installed at bus k, and it satisfies 
kk K

Z


 . Detailed constraints are: 

 , , , ,
, 1 , , ,

Bat Bat Bat ch Bat ch Bat d is Bat dis
k t k t k t k tE E P t P t           (9.23) 

 , , , ,
, max , max0 , 0Bat ch Bat ch Bat dis Bat dis

k t k k t kP P P P        (9.24) 

 , max0 ,0Bat Bat Bat Bat Bat
k t k k kE E Cap         (9.25) 

where ,
max
Bat chP  and ,

max
Bat disP  are the maximum charging and discharging power of the battery; Z  is the 

total number of sharing stations; Bat
k  is the number of the battery devices to install at bus k, 
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tBat

k K

Ba
k 


  ; max

BatE  is the maximum capacity of the battery; B atC ap  is the upper limit of the 

installed battery.  

The electric power charged to the battery devices from the prosumers at bus k at time t, i.e., ,
,
Bat chp

k tP , 

is derived by aggregating the charging decision of the prosumers who belong to bus k, shown as (9.26): 

 , ,
, ,
Bat chp Bat chp

k t j t
j k

P P


   (9.26) 

where ,
,
Bat chp
j tP  is the electric power charged to the battery devices from prosumer j at time t; ,

,
Bat chp

k tP  

is the electric power charged to the battery devices from the prosumers at bus k at time t.  

In addition, the electric power discharged from the battery to the prosumers at bus k at time t, i.e., 

,
,
Bat disp

k tP , is derived by aggregating the discharging decision of the prosumers who belong to bus k, which 

is shown as (9.27): 

 , ,
, ,
Bat disp Bat disp

k t j t
j k

P P


   (9.27) 

 

where ,
,
Bat disp
j tP  is the electric power discharged from the battery devices to prosumer j at time t; ,

,
Bat disp

k tP  

is the electric power discharged from the battery to the prosumers at bus k at time t.  

9.4.2.2 Power flow equation 

Constraints relating to the electricity network are explained: 
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    2 2

, , ,, B B B
k k t k mk t mk t mkV V V P Q S     (9.31) 

where 
,

B
m k tP  and 

,
B
m k tQ  are the active and reactive branch power flow from bus m to bus k; 

,
PV

k tP  is the 

output of the PVs; 
,
ST

k tP  and 
,

ST
k tQ  are the active and the reactive power from the substation; 

,
L

k tP  and 
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,
L
k tQ  are the active and reactive load at bus k; ,k tV  is the nodal voltage; m kr  and mkx  are the resistance 

and the reactance of feeder;    and    are the upward and downward limits. 

9.4.3 Constraints of the Gas Network 

9.4.3.1 Gas storage system constraints 

The energy storage sharing in an electricity and hydrogen integrated system has the advantage of 

energy flexibility. Hence, the trading among the coordinator, prosumers, and the gas grid should be 

considered. Furthermore, to ensure the operation of the gas grid, the gas grid constraints (9.32)-(9.39) 

should be considered. 

Similar to the electricity grid, a binary variable is introduced in the gas storage system. For instance, 

q  is used to indicate whether the P2G will be installed at bus q, qq Q
Z


 . Detailed constraints 

are explained as follows: 

 
 

   

2 2 2 , 2 ,
, 1 , , ,
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  2 , 2 , 1
, , , ,elz elz P G ch p P G B G

q t q t q tg P P t t          (9.33) 

 2 , 2 ,
, , ,

elz P G BG P G chp
q t q t q tP P P   (9.34) 

 , ,max ,max0 ,elz elz elz elz
q t q q qP P P P      (9.35) 

 2 2 2 2 2
, max0 ,0P G P G P G P G P G

q t q q qS S Cap         (9.36) 

where 
,

elz
q tg  is the hydrogen from the electrolyzer that is stored in the gas tank at bus q at time t; 2 ,

,
P G chp

q tP  

is the electric power delivered to the P2G electrolyzer from the prosumers at bus q; 2 ,
,
P G BG

q tP  is the 

electric power purchased from the electricity grid that is delivered to the electrolyzer; 2 ,
,

P G B G
q tg  is the 

hydrogen inflow to the P2G devices that is purchased from the gas grid; 2 ,
,

P G disp
q tg  is the hydrogen 

outflow from the P2G devices to the prosumers at bus q; 2 ,
,

P G SG
q tg is the hydrogen outflow from the P2G 

devices that is sold to the gas grid; elzP  is the upper power limit of the electrolyzer; 
,max

elz
qP  is the 

maximum power limit of the electrolyzer; 2P G
q  is the number of the P2G devices to install at bus q, 
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2 2GP G

q

P
qQ

 


  ; 2P GCap  is the upper limit of the installed P2G. Similar to equations (9.26) and 

(9.27), 2 ,
,
P G chp

q tP  and 2 ,
,

P G disp
q tg  can be derived by aggregating all the energy usage profiles of the 

prosumers at corresponding buses.  

9.4.3.2 Gas pipeline gas flow 

The gas flow of the pipeline can be expressed by the Weymouth flow equation [249, 250].  

   2 2
, , , , .sgn ,pipe

pq t p t q t pq p t q tS         (9.37) 

where 
,

p ip e
p q tS  is the gas flow from pipelines p to q at time t;  , ,sgn ,p t q t   denotes the gas flow 

direction; ,p t  and ,q t  are the gas pressure at bus p and bus q; pq  is the pipeline constant. 

9.4.3.3 Gas compressor 

The gas consumption of the compressor  , ,
co m p
p q t p q tG H  can be shown as follows [243]: 

    2

, , 3, 2, , 1, ,
comp comp comp comp
pq t pq t pq pq pq t pq pq tG H H H        (9.38) 

where ,pq tH  is the horsepower consumption of the compressor station; 
1,
com p

pq , 
2 ,
com p

pq , and 
3 ,
com p

pq  

are the conversion factors between the horsepower consumption and the gas consumption of the 

compressor.  

9.4.3.4 Nodal gas balance model 

The flow balance equation indicates that the gas flowing into bus q equals the overall gas flowing out 

of bus q. 
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  
 (9.39) 

where 
,

well
q tG  is the gas generation from the gas well; 

,
GL
q tG  is the gas load. 

9.5 Stage II: Problem from the Perspective of Prosumers 

After knowing the prices of the shared capacity and the shared energy, the prosumers will determine 

the optimal capacity and energy borrowing amount. The prosumers will use the energy generated by PVs. 

If there is surplus energy, the energy can be stored in the ESS operated by the coordinator and incur 
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capacity borrowing costs  
1

, ,
1

J T
CA C

t jj
A
t

j t

C 


 

   , or the energy can be sold to the external electricity 

grid and gain profits  , , ,
,

1 1

J T
ELE SG ELE SG ELE SG

j t t
j t

R P 
 

  ; If the self-generated energy is inadequate to 

satisfy the demand of the prosumers, the prosumers could purchase the electricity and hydrogen 

externally from the electricity grid and the gas grid by paying  , , ,
,

1 1

J T
ELE BG ELE BG ELE BG

j t t
j t

C P 
 

   for 

the purchased electricity and  2 2 2, , ,
,

1 1

J T
H BG H BG H BG

j t t
j t

C g 
 

   for the purchased hydrogen. 

Alternatively, prosumers could borrow the energy from the coordinator and incur energy borrowing costs 

 ,1 1 ,t j t

J TEN EN
j tj

C 


 
    .  

For equation (9.40), the objective of the prosumers in stage II is to minimize the capacity sharing and 

energy sharing costs, electricity purchasing costs, and gas purchasing costs. The decision variables 

include the credit point of prosumer j at time t ,j t , the electric power charged to the battery devices 

from the prosumer j at time t ,
,
Bat chp
j tP , the electric power discharged from the battery devices to prosumer 

j at time t ,
,
B a t d isp

j tP , the electric power delivered to the electrolyzer from prosumer j at time t 2 ,
,
P G chp
j tP , 

the hydrogen outflow from the P2G devices to prosumer j (GJ) 2 ,
,

P G disp
j tg , the electric power sold to the 

electricity grid from prosumer j ,
,
ELE SG
j tP , the electric power purchased from the electricity grid by 

prosumer j ,
,
E L E B G
j tP , and the amount of hydrogen purchased by prosumer j from the gas grid 2 ,

,
H B G
j tg . 

The objective function is shown as: 

   2 ,, ,min. H BGCA EN ELE BG ELE SGC C C R C     (9.40) 

s.t. , , , , 2 , ,
, , , , , ,
ELE BG ELE SG Bat disp Bat chp P G chp l ELE
j t j t j t j t j t j tP P P P P P      (9.41) 

 2 2, ,2 ,
, , ,

H BG l HP G disp
j t j t j tg g g   (9.42) 

where ,
,

l ELE
j tP  and 2,

,
l H
j tg  are the electricity and the hydrogen net load of prosumer j. 

9.6 Solver to Solve the Optimization Problem 

The gas network loss (9.22) is non-linear. To improve the computational efficiency, piecewise linear 

approximation has been utilized to linearize (9.22). Details can be referred to [243]. The pipeline gas 

flow constraint is non-linear. We used the first-order Taylor series approximation to linearize (9.37). 
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Details can be referred to [243]. Equations (9.16) and (9.17) are non-linear because they contain the 

maximum functions. They can be linearized by introducing auxiliary variables [71]. Equation (9.5) is 

the structural constraint of the TOU price, which contains the absolute value. To linearize constraint 

(9.5), binary variables are introduced [71]. For equation (9.28), it is non-convex and non-linear due to 

term 
   2 2

, ,

2
,

B B
mk t mk t

k t

P Q

V


, which equals the squared line current magnitude 2

mkl . To convexify equation 

(9.28),     2 22 2
, , ,

B B
mk mk t mk t k tl P Q V   is relaxed as     2 22 2

, , ,
B B

mk mk t mk t k tl P Q V  , and the second-

order cone constraint is  2 2 2 2
, , , ,

2
2 ,2 ,B B

mk t mk t k t mk k t mkP Q V l V l   . After linearizing the other non-linear 

constraints mentioned above, the mixed-integer second-order cone programming (MISOCP) can be 

utilized to solve the problem [136]. CPLEX is utilized as the optimization solver. 

The optimization problem is solved in the following procedures. First, the stage II problem is solved 

based on the initial capacity and energy sharing prices. Then, the stage I problem is solved based on the 

charging/discharging profiles optimized in stage II. Next, the optimized sharing prices in stage I will be 

passed to stage II. This iterative process will end until reaching an equilibrium, i.e., the optimal 

capacity/energy sharing price and the optimal charging/discharging profiles are achieved. A detailed 

explanation of the iterative process regarding the information exchange can be referred to in Fig. 9-1 

[136]. 

9.7 Case Study  

9.7.1 Experiment Setting 

The proposed credit-based capacity and energy sharing model is verified on a 55-bus electricity 

network coupled with an 18-bus gas network. The electricity network is the modified IEEE European 

Low Voltage Test Feeder. The detailed parameters, such as resistance kmr  and reactance of the feeders 

kmx  can be referred to [228]. The nominal voltage is set as 415V. For the gas network, the pipeline 

constant pq  can be referred to [243]. The electricity and hydrogen demand profiles are shown in Fig. 

9-3. 

The uncertainties in this chapter contain the output of the DERs, the electricity and hydrogen price of 

the utility grid, and the electricity and hydrogen demand of the prosumers. These uncertainties are 

modeled by probability density functions, and then Monte Carlo Simulation is utilized to address 
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uncertainty problems by modeling their probability density functions. 

 

Fig. 9-3. The electricity and hydrogen demand profiles 

Three case studies were carried out to prove the effectiveness of the proposed credit-based sharing 

model. 

In case 1, the base case without capacity or energy sharing is presented.  

In case 2, the conventional model with the capacity sharing process is examined [69]. This model is 

explained in section IV, part A. 

In case 3, the proposed credit-based sharing model is evaluated. 

The following case study is divided into three parts. In the first part, the ESS planning results are 

provided. In the second part, the result of the operation of the shared ESS in different cases is analyzed. 

To be specific, the results of cases 1-3 are compared from the aspects of load components, SOC state, 

the financial indicators, the willingness-to-participate ratio, the self-sufficiency ratio, etc. Moreover, the 

proposed pricing model using both the battery and P2G devices has been compared with only using the 

battery. In the third part, the proposed pricing strategy is analyzed. In addition, the proposed pricing 

strategy is further compared with only using the cost-based pricing strategy for both energy and capacity 

sharing. 

9.7.2 The ESS Planning Results 

 
Fig. 9-4.  Physical planning of the sharing stations. 

In Fig. 9-4, the physical planning of the ESS is illustrated [136]. Both the candidate coupling bus and 

the optimized ESS planning are presented. The location of the battery devices is derived via equations 

(9.24)-(9.25) in section V, part B (1). The location of the P2G devices is derived via equations (9.35)-
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(9.36) in section V, part C (1). As for the capacity of the battery devices and the P2G devices, it is 

embedded in equation (9.8). All the measurements are transferred into energy units. Thus, after the 

optimization process, the total capacity of the battery and the P2G devices are 920 kWh and 240 kWh, 

respectively. There are two optimal sharing stations. For the first sharing station, it is planned at 

electricity bus 4 (gas bus 3) with 378 kWh battery and 87 kWh P2G. For the second sharing station, it is 

planned at electricity bus 41 (gas bus 14) with 542 kWh battery and 153 kWh P2G. 

9.7.3 Operation of Shared ESS in Different Cases 

 

Fig. 9-5.  The load components comparison of the three cases. 

Fig. 9-5 illustrates the case comparison of the load components of all the prosumers in the three cases. 

For case 1, no energy or capacity sharing is involved. Thus, it can be found that the load includes three 

parts, i.e., the load from PV, energy purchased from the electricity grid, and energy purchased from the 

gas grid. By comparison, prosumers in case 2 can borrow capacity from the coordinator to store excess 

energy for later use when the energy price in the utility grid is high. For case 3, the load components in 

the early morning and late evening are similar to case 2. During the daytime, there is more energy 

discharged from the battery and the P2G in case 3 compared with case 2, which indicates that prosumers 

in case 3 are engaged in borrowing energy from the coordinator at a price that is lower than the energy 

purchasing price in the utility grid. As a result, the proposed model can further reduce the energy purchase 

cost of prosumers from the utility grid. 

Fig. 9-6 and Fig. 9-7 show the SOC and the total net profits of the coordinator under both case 2 and 

case 3. It can be found that the SOC of both the battery and the P2G devices in case 3 is higher than that 
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in case 2 in general. This is because the credit-based sharing model has incentivized more prosumers to 

participate in the capacity and energy-sharing process. Thus, the overall energy storage usage efficiency 

is enhanced, which can be presented as the ascending of the SOC. Additionally, the enhancement of the 

overall energy storage usage efficiency can be verified via Table 9-1 quantitatively. It can be found that 

the storage usage efficiency can be increased from 39% to 62%. 

Table 9-1 shows the result comparison from the perspective of both the prosumers and the coordinator. 

The financial indicators on energy costs of the prosumers and the total net profits of the coordinator are 

analyzed. In addition, other indicators like the willingness-to-participate (WTP) ratio and the self-

sufficiency ratio (SSR) are analyzed. For case 1, only the energy costs and the self-sufficiency ratio can 

be analyzed [138]. Two concepts will be introduced. The first is the willingness-to-participate ratio 

lc totalWTP N N , where lcN  is the number of prosumers that have reduced energy costs after 

participating in the sharing process, and totalN  is the total number of prosumers participating in the 

sharing process [138]. It is a ratio used to indicate the degree of willingness of the prosumers to 

participate in the sharing process. The higher the ratio, the more incentivized the prosumers are. The 

second is the self-sufficiency ratio  PV Dis LSSR E E E  , where DisE  is the aggregated energy from 

the energy storage devices are discharged to satisfy load need [138]. It is a ratio used to indicate the 

degree of self-sufficiency within the community of the prosumers and the coordinator. From the 

perspective of the prosumers, the SSR has increased by 14.5%, and the WTP ratio has increased by 20% 

under case 3 compared with that under case 2. And it is cost-saving for the prosumers to participate in 

the sharing process under the proposed model. For the coordinator, the average daily total net profits of 

the coordinator in case 3 have increased to 264.11 AU$ compared with case 2. Here, the total net profits 

calculation can be referred to equation (9.15). Moreover, the payback period of the energy storage 

devices is reduced to 5.6 years. Additionally, storage usage efficiency is increased from an average of 

39% to 62%. 

 

Fig. 9-6.  The SOC and total net profits under case 2. 
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Fig. 9-7.  The SOC and total net profits under case 3. 

TABLE 9-1. RESULT COMPARISON OF DIFFERENT CASES FROM THE PERSPECTIVE OF THE PROSUMERS AND THE COORDINATOR 

 Case 1 Case 2 Case 3 

Prosumers 

Energy costs 154 AU$ 110.92 AU$ 80.54 AU$ 

SSR 54% 55% 63% 

WTP ratio N/A 65% 78% 

Coordinator 

Total net 

profits 
N/A 197.38 AU$ 264.11 AU$ 

Payback 

period 
N/A 7.2 years 5.6 years 

Storage 

usage 
N/A 39% 62% 

In Table 9-2, the advantages of using battery plus P2G are illustrated from both the perspective of the 

prosumers and the coordinator. For the prosumers, it can be found that the energy cost of using the battery 

plus P2G is 80.54 AU$, which is lower than that of using the battery alone. Additionally, the WTP ratio 

of using the battery plus P2G is 6% higher than only using the battery. From the perspective of the 

coordinator, it can be found that the total net profits of using the battery plus P2G are higher than only 

using the battery. Moreover, the ESS efficiency can be enhanced using the battery plus P2G. 

TABLE 9-2. RESULT COMPARISON OF USING ONLY THE BATTERY AND USING BOTH THE BATTERY AND THE P2G  

 

Battery 

(only electricity 

is considered) 

Battery+P2G 

(both electricity 

and hydrogen 

are considered) 

Prosumers 
Energy costs 108.75 AU$ 80.54 AU$ 

WTP 72% 78% 

Coordinator 

Total net 

profits  
207.82 AU$ 264.11 AU$ 

ESS 

efficiency 
58% 62% 

9.7.4 Analysis of the Proposed Pricing Strategy 

In Fig. 9-8, the credit points of the prosumers are illustrated. Three clusters of prosumers are classified 

according to the load pattern of the prosumers via the Density-Based Spatial Clustering of Applications 
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with Noise (DBSCAN) algorithm [251]. They are double-peak in the morning and afternoon (cluster 1), 

single-peak in the afternoon (cluster 2), and single-peak in the morning (cluster 3), respectively. For 

cluster 1, the prosumers are borrowing energy from 4:00 to 10:00 and 16:00 to 20:00, and borrowing 

capacity from 11:00 to 16:00 on average. For cluster 2, the prosumers are borrowing capacity from 11:00 

to 14:00 and borrowing energy from 6:00 to 8:00 and 15:00 to 20:00 on average. Combining the 

simulation results of the capacity and energy sharing prices in Fig. 9-10, it can be found that although 

the capacity and energy sharing prices of cluster 2 converge to a relatively low level, the prosumers in 

cluster 2 are still less engaged in participating in capacity and energy sharing compared with the other 

two clusters. As for cluster 3, the prosumers borrow energy from 7:00 to 13:00 and borrow capacity from 

14:00 to 19:00 on average. 

 
Fig. 9-8.  The credit points change of three types of clusters. 

Fig. 9-9 shows the load components of prosumers 1, 2, and 3 from clusters 1, 2, and 3, respectively. 

All three prosumers are willing to use the shared energy to cover their peak load. For prosumers 1 and 2 

they prefer hydrogen from P2G from around 6:00 to 13:00 to satisfy the hydrogen need. And they store 

the excess energy generated from the PV panels into the battery for later use. As for prosumer 3, less 

hydrogen is borrowed from the P2G compared with the other two prosumers. 

In Fig. 9-10, three prosumers are selected from the three clusters to show the customized pricing on 

capacity and energy sharing. The price above the horizontal axis represents the capacity sharing price, 

while the price below is the energy sharing price. Prosumer 1 has six price blocks in total, within which 

there are two peak price blocks: 5:00 to 8:00 for energy sharing and 14:00 to 17:00 for capacity sharing. 

For prosumer 2, three price blocks are illustrated, and the price variation is not immense. For prosumer 

3, four price blocks are shown, with one peak price block for energy sharing from 10:00 to 12:00 and 

one peak price block for capacity sharing from 14:00 to 16:00. 
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Fig. 9-9.  The load components of the three prosumers. 

In Table 9-3, the comparisons between using one pricing strategy and using two pricing strategies are 

illustrated. It can be found that, compared with merely using cost-based pricing for both capacity sharing 

and energy sharing, using two pricing strategies, i.e., the proposed pricing strategy, can save the energy 

costs for the prosumers by 17.85 AU$ per day. Additionally, both the SSR and WTP ratios can be 

increased. For the coordinator, using the proposed pricing strategy can ensure higher total net profits and 

ESS usage efficiency. Moreover, compared with using the cost-based pricing strategy, the payback 

period of the proposed strategy can be shortened by 1.2 years. 

 
Fig. 9-10.  The prices of shared capacity and shared energy. 

TABLE 9-3. COMPARISONS BETWEEN USING ONE PRICING STRATEGY AND USING TWO PRICING STRATEGIES 

 
Cost-

based 

Cost-based+demand-

based 

Prosumers 

Energy costs 98.39 AU$ 80.54 AU$ 

SSR 58% 63% 

WTP ratio 69% 78% 

Coordinator 

Total net 

profits 
240.4 AU$ 264.11 AU$ 

Payback 

period 
6.8 years 5.6 years 

ESS 

efficiency 
57% 62% 
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9.8 Conclusion 

This chapter proposed a two-stage credit-based capacity and energy sharing model to combine both 

capacity and energy sharing. Two pricing strategies have been proposed to customize the capacity and 

energy sharing prices to benefit both the coordinator and the prosumers. Simulation results indicate that 

the proposed credit-based sharing model not only can increase the total net profits and storage usage 

efficiency of the coordinator but can also enhance the self-sufficiency ratio and the willingness-to-

participate ratio of the prosumers. Moreover, both the payback period of the coordinator and the energy 

costs of the prosumers can be reduced compared with the base case and the conventional model. 
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10. PICING STRATEGY FOR ENERGY SUPPLEMENT SERVICES OF 

HYBRID ELECTRIC VEHICLES CONSIDERING BOUNDED-

RATIONALITY AND ENERGY SUBSTITUTION EFFECT  

Electric vehicles (EVs) have experienced rapid growth in recent years due to the concern about climate 

change. Meanwhile, hydrogen has become a versatile energy carrier that can be used in the EV industry. 

Thus, apart from pure EVs, hydrogen fuel cell EVs (FCEVs) and plug-in hybrid hydrogen and electric 

vehicles (PH2EVs) are also promising solutions for replacing gasoline vehicles. With the penetration of 

these alternative fuel vehicles, it is necessary to formulate proper strategies to guide EV charging and 

refueling. Hence, in this chapter, a dynamic pricing strategy for integrated electricity charging and 

hydrogen refueling stations (IEHSs) is proposed to guide the charging/refueling decisions of EVs and 

ensure the operation of IEHSs, power distribution network (PDN), and gas network (GN). First, a tri-

level dynamic pricing strategy is proposed considering the interactions among EVs, IEHSs, and both 

PDN and GN. Second, the bounded rationality of EVs in station selection is modeled based on cognitive 

theory. Third, energy substitution for PH2EVs between electricity charging and hydrogen refueling is 

analyzed. Simulation results show that the proposed pricing strategy can increase the utility of EVs, 

enhance the profit of IEHSs, and mitigate the congestion of both PDN and GN. 

10.1 Introduction  

EVs outweigh gasoline vehicles in terms of energy-saving and environmental protection [128]. In 

practice, the plug-in electric vehicle (PEV) is a common type of EV powered by electricity that is 

undergoing dramatic development. However, the proliferation of PEVs might increase queueing length 

and waiting time even at the fast-charging stations, which can bring about reduced comfort for PEV users. 

In recent years, hydrogen has become a versatile energy carrier that can be served as an input into a range 

of industrial processes, including the EV industry [78]. As a result, fuel cell electric vehicle (FCEV) has 

emerged as another type of EV that is powered by hydrogen. Compared the FCEV with PEV, energy 

supplement duration is significantly reduced via hydrogen refueling. Thus, the problem of long waiting 

times can be mitigated. However, FCEV can result in higher energy costs than PEV. Hence, plug-in 

hybrid hydrogen and electric vehicle (PH2EV), which consumes either electricity or hydrogen, can be 

served as a new promising type of EV to balance energy supplement duration and energy cost. 
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Additionally, the penetration of PH2EVs can increase the flexibility and alternatives of energy. However, 

the random charging pattern of various types of EVs can lead to difficulties in charging/refueling 

management of IEHSs as well as congestions to the power distribution network (PDN) and gas network 

(GN) [44]. Thus, it is necessary to develop proper strategies to guide the charging/refueling of EVs.  

In the existing literature, the pricing strategy formulated by energy supplement stations is a commonly 

used approach to manage EV charging/refueling. Research articles mainly formulated the pricing 

strategy by considering the interests of stations, EVs, and a combination of both. There is literature that 

focuses on increasing the profit of the station, such as [121-123, 125]. There is also literature paying 

attention to EV user satisfaction, such as [128-130]. In terms of literature that investigated pricing 

strategy from the perspective of both stations and EVs, how to balance the competing objectives of 

profitability enhancement, customer satisfaction assurance, and PDN security is investigated, such as 

[126, 127]. 

Therefore, in this chapter, we propose a dynamic pricing strategy for integrated electricity charging 

and hydrogen refueling stations (IEHSs). Here, IEHSs can provide both electricity charging and 

hydrogen refueling services. The main contributions of this chapter are threefold. 

 First, a tri-level pricing strategy for IEHSs is formulated considering the integration among EVs, 

IEHSs, and both the PDN and GN. In this pricing strategy, the temporal shift of EVs within one 

IEHS and the spatial shift of EVs among multiple IEHSs are modeled. With the proposed tri-level 

pricing mechanism, IEHSs can ensure the charging/refueling services based on the dynamic 

charging/refueling response of EVs while mitigating the congestion of both the PDN and GN. 

 Second, to ensure the effectiveness of the pricing strategy in guiding EV behaviors, the bounded 

rationality of EVs in station selection is rigorously modeled based on the cognitive hierarchy (CH) 

theory. To be specific, EVs are categorized into heterogeneous cognitive levels, and the strategic 

thinking process of EVs that they will make decisions by considering the decisions of other EVs 

with lower cognitive levels is analyzed.  

 Third, the energy substitution effect of PH2EVs when making energy purchasing decisions is 

mathematically modeled. On the one hand, the optimal energy purchasing mixture of electricity and 

hydrogen is derived based on the consumer choice theory. On the other hand, the relationship 

between energy demand and energy price is established based on both the self-price elasticity and 
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cross-price elasticity. 

10.2 the Framework of the Proposed Trilevel Model 

The proposed tri-level framework considers the optimization and interaction of three types of 

participants at three levels, as shown in Fig. 10-1. At the upper level, both the PDN and GN will 

determine the electricity generation ,
g

q tP , gas generation 
,

well
h tG , and the DLMP ,

PDN
q t  and ,

GN
h t  at each 

electricity and gas bus based on information related to the baseload and the energy demand of EVs from 

the lower level. At the middle level, after receiving the DLMP information from the upper level and the 

energy purchasing demand of all the EVs from the lower level, IEHSs will make energy pricing decisions 

,
ELE
j t  and 2

,
H
j t  for both electricity charging and hydrogen refueling. Apart from optimizing energy 

price, the queueing information, i.e., the waiting time information ,
wait
j tt , will be estimated by the IEHSs. 

Moreover, the coupon ,j tC  will be offered to attract more EVs during off-peak periods. At the lower 

level, EV users will make station selection , ,i j tx , routing , ,j
rs i t

f , and energy purchasing decisions 

, ,
ELE
i j tD  and 2

, ,
H
i j tD  based on information relating to energy purchasing price, the estimated waiting time, 

and the offered coupon at IEHSs received from the middle level.  

 

Fig. 10-1. Proposed tri-level framework and information flow. 

10.3 Lower Level: EV Decision-making with Bounded Rationality and Energy Substitution 

At the lower level, the decision-making of EVs is optimized based on information from the middle 

level. In addition, the bounded rationality of EVs and the energy substitution between electricity charging 

and hydrogen refueling are investigated. 

10.3.1 Preliminaries 

EVs will make station selection decisions considering other EVs' decisions to avoid long queues at 
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stations. However, in practice, EVs usually have bounded rationality (cognitive limits) in making such 

decisions [252, 253]. Thus, in this chapter, the CH theory is utilized to model the bounded rationality of 

EVs. 

Under the CH theory, EVs can be categorized according to their cognitive levels into an infinite 

number of levels indexed 0,1,...,k   . The number of EV users at each level follows a Poisson 

distribution shown as (10.1) [254, 255].  

   !kf k e k  (10.1) 

where   is the average cognitive level of all the EVs. 

To be specific, level 0 EVs will make decisions randomly without considering other EVs' decisions. 

For a level 1 EV user, she or he will only consider the decision-making of EVs who have lower cognitive 

levels, i.e., level 0 EVs. In general, for level k EV, she or he will make decisions by considering other 

EVs' decisions that have lower cognitive levels, i.e., level 0 to level k-1. Additionally, level k EV assumes 

that he or she is the only person at level k [254, 255]. 

10.3.2 Objective Function 

In this chapter, the coupon provided by IEHS j is utilized to incentivize EV users with different 

cognitive levels in station selection decision-making. The total coupon offered by IEHS j is fixed at each 

time and will be evenly shared among EVs. As a result, the more EVs select IEHS j, the less coupon will 

be received by each EV who selects IEHS j. Hence, level k>0 EV users will make station selection 

decisions by considering the station selection decisions of lower-level EVs based on the CH theory to 

maximize their utility [254, 255].  

As a result, the objective function of EV user i at level k>0 can be written as (10.2). In (10.2), the 

first term is the coupon received by EV user i after considering the station selection decision of other 

EVs who have lower cognitive levels. The second term iy  is the net profit apart from coupons.  

  2
, , , , , , , ,, ,

,
, , ,1, , , ,

arg max.
HELE

i j t j i j t i j t i j ti trs

T j t
i i j t j t itx f D D D

n
U x y




  
      
 C

F  (10.2) 

where , ,i j tx is the binary variable indicating whether EV user i will select IEHS j; , ,j
rs i t

f  is the binary 

variable indicating whether EV user i will choose path ,
j

rs i  at time t; ,
j

rs i  is the path EV user i travels 

on that starts from the origin of EV user i to IEHS j; , ,i j tD  is the total energy demand of EV user i at 
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time t; , ,
ELE
i j tD  and 2

, ,
H
i j tD  are electricity and hydrogen demand of EV user i at IEHS j at time t; iU  is 

the utility of EV user i; T is the total time slots with a day; ,j tC  is the total coupon offered by IEHS j at 

time t; ,j tn  is the number of EVs selecting IEHS j perceived by EV user i; F  is the total fraction of 

lower-level EVs perceived by EV user i. 

Note that the decision-making process based on the CH theory is an iterative and strategic thinking 

process, whereas (10.2) merely expresses the decision-making process of one EV user at one cognitive 

level. As a result, Algorithm 10-1 is elaborated to explain the progressive decision-making process of 

all EVs.  

Algorithm 1: EVs' Decision-making based on the CH 

Theory 

Input: Coupon ,j tC  ; electricity charging price ,
ELE
j t  ; 

hydrogen refueling price 2

,
H
j t  ; estimated waiting 

time ,
wait
j tt ; average cognitive level of all the EVs 

 ; the total number of EVs I; tolerant error  ; set 

of IEHSs j . 

Compute 2

, , , , , , , ,, ,
, , , ,j

rs

HELE
i j t i j t i j t i j ti t

x f D D D . 

Set k=F= ,
i
j tn =0; 0, , 1i

j t j   . 

repeat 

     !kf k e k ;  f kF = F ; 1k k  . 

   for each jj    do 

       , , , ,
i i i
j t j t k j tn n f k I    . 

        , , ,
i

j t j t j tnC C F . 

   end for 

   , , ,1j

T

i i i j t j tj t
U y x

 
   C . 

   2

, , , , , , , ,, ,
 , , , , arg maxj

rs

HELE
i j t i j t i j t i j t ii t

x f D D D U  . 
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   for each jj    do 

      if 0iU   then , , 1i
k j t j   . 

      else , , 0i
k j t  . 

end for 

until 1  F  

Output: CH equilibrium Solution: 
*

, ,
i i
j t j tn n . 

Definition: , ,k j tPr  is defined as the probability of level k EV to select IEHS j perceived by level k+1 

EV. After optimizing the utility function iU  of EV user i, the value of , ,k j t , i.e., the probability that 

level k EV users to select IEHS j, can be derived. To be specific, when the utility of EV user i (level k+1 

EV user) in choosing IEHS j is larger than zero, i.e., 0iU  , jj   , level k+1 EV users will assume 

that level k EV users would simply randomize among all the IEHSs when making the station-selection 

decision. As a result, , , 1k j t j   . On the contrary, when the utility of EV user i is smaller than zero, 

i.e., 0iU  , level k+1 EV users will assume that level k EV users would not choose IEHS j. Hence, 

, , 0k j t  . To be noted, , ,k j t  is the station-selection probability of level k EV users perceived by level 

k+1 EV users based on the assumption that level k EV users would simplify the station-selection problem 

due to lower cognitive level, which is not the same as the station-selection binary variable , ,i j tx  of EV 

user i that is optimized based on utility maximization. iU  is the utility of level k+1 EV when IEHS j is 

selected, after considering the station selection strategies of level 0 to level k EVs. 

Initialization: The cognitive level of EVs is initialized as k=0, and the total fraction of EVs that is 

considered by level k EV is initialized as F =0. Additionally, we initialize the number of EVs selecting 

IEHS j as ,j tn =0. 

Iteration process: At iteration k, the number of level k EVs who select IEHS j can be computed. Based 

on the station selection decisions of level 0 to level k EVs, level k+1 EV can optimize the utility.  

a). Utility: The fraction of level k EV  f k  and the number of EVs selecting IEHS j ,j tn  are 

computed. Then, the coupon received by each EV who selects IEHS j can be calculated as  , ,j t j tC n F . 
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Next, the decision variables can be optimized to maximize the utility of EV i at level k+1. 

b). Station selection: For level k+1 EV, the IEHS that can provide the maximum utility will be selected.  

Output: The iterative process continues until 1  F , which indicates that the reasoning of almost 

all the EVs is considered. Then, the total number of EVs selecting IEHS j can be calculated as 

*
, , ,j t j t jn n j   . Moreover, the electricity demand ,

ELE
j tD  and hydrogen demand 2

,
H
j tD  of all the EVs 

that select IEHS j can be derived. 

The net profit of EV user i, apart from the coupon, is further explained in (10.3). Equation (10.3) 

shows the purchasing utility, time cost, and energy purchasing cost of EV. Moreover, the relationship 

between the total amount of energy purchased , ,i j tD  and purchasing utility can be expressed as (10.4) 

[256]. 

 
 

2

, , ,,

1
, ,

j
rs

pur u tra wait staT
i t t i i t i ti

i
HELEt

i t i t

U Pr t t t
y

C C





     
 
   

  (10.3) 

  , , ,log 1pur
i t i i j tU D   (10.4) 

where u
tP r  is the probability of the utility gained from energy purchasing;   is the parameter that 

can transfer time into monetary value; 
,j

rs

tra

i
t  is the traveling time on path ,

j
rs i ; ,

wait
i tt  is the waiting 

time of EV user i; ,
sta
i tt  is the charging/refueling time of EV user i; ,

ELE
i tC  and 2

,
H
i tC  are the electricity 

and hydrogen energy cost of EV user i at time t; i  is the coefficient of the purchasing utility function 

of EV i. 

The traveling time, waiting time, charging time, and energy purchasing cost are further explained via 

equations (10.5)-(10.8), respectively. Equation (10.5) shows the traveling time of EV i on path ,
j

rs i . 

Equation (10.6) shows that the waiting time of EV user i is the same as the waiting time estimated by 

IEHS j ,
wait
j tt  only if IEHS j is selected by EV user i, i.e., when , ,i j tx  is 1.  

 
, , , ,j j j

rs rs rs

tra
ii i i t

t l f v     (10.5) 

 , , , ,
wait wait
i t j t i j tt t x   (10.6) 

 2 2 2

, , , , ,
H H Hsta ELE ELE ELE

i t i j t j j i j t j jt D P D g      (10.7) 
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 2 2 2

, , , , , , , ,, H H HELE ELE ELE
i t j t i j t i t j t i j tC D C D      (10.8) 

where ,j
rs i

l  is the length of path ,
j

rs i ; iv  is the average driving velocity of EV i; 
ELE
jP  and 2H

jg  

are the electricity charging rate and hydrogen refueling rate; 
ELE
j  and 2H

j  are the charging and 

refueling efficiency. 

10.3.3 Decision-making Constraints 

To further model the decision-making process of the EV users, three types of decisions are explained 

in detail, namely, the station selection, the routing, and the purchasing decision.  

10.3.3.1 Station selection decision constraints  

At first, EVs will make a station selection decision. Besides the offered coupon, EV use i will take the 

waiting time into consideration as well when making the station selection decision shown as (10.9). 

Equation (10.9) indicates that if the estimated waiting time at IEHS j is longer than the maximum waiting 

time EV user i can accept, EV user i will not choose IEHS j. As a result, , ,i j tx  will be 0. Otherwise, EV 

user i will choose IEHS j and , ,i j tx  will be 1. Equation (10.10) ensures that EV user makes at most one 

selection decision daily.  

  max
, , , 0wait

i j t j t ix t t   (10.9) 

  , ,1
1

j

T

i j tj t
x

 
   (10.10) 

where m ax
it  is the maximum waiting time EV user i can accept. 

10.3.3.2 Routing decision constraints 

Once EV user i selects IEHS j, he or she will encounter another decision on routing selection. When 

making the navigation decision, the SOC of EV i must be able to cover the trip from the origin of EV 

user i to IEHS j shown as (10.11). Equation (10.11) shows that if the mileage can support the EV to 

travel from the origin of EV user i to IEHS j, EV user i will choose path ,
j

rs i . As a result, , ,j
rs i t

f  will 

be 1. Otherwise, , ,j
rs i t

f  will be 0. As a result, EV user i will choose another path. (10.12) indicates that 

path ,
j

rs i  can only be selected when IEHS j is selected by EV user i, i.e., when , ,i j tx  equals 1. As a 

result, , ,j
rs i t

f  may be 1. On the contrary, if IEHS j is not selected by EV user i, , ,i j tx  will be 0 and 
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, ,j
rs i t

f  will be 0. 

  max ,
, ,, , ,

0,j j
rs rs

ev j ev c
i t i i rs ii t i

f SOC E l E      
 

b  (10.11) 

 , ,, ,j
rs

i j ti t
f x   (10.12) 

where ,i tSOC  is the initial SOC of EV i at time t when making the navigation decision; ev
iE  is the 

average energy consumption per km of EV i; max
iE  is the maximum capacity. 

10.3.3.3 Purchasing decision constraints  

a). Energy substitution for PH2EVs 

When arriving at IEHS j, EV users will make energy purchasing decisions. For PH2EVs, there exists 

an energy substitution effect between electricity charging and hydrogen refueling. To model such an 

energy substitution effect, we first derive the optimal purchasing mixture of electricity demand and 

hydrogen demand. Then, the impact of energy price on energy purchasing amount is modeled using self-

price and cross-price elasticities.  

First, there exists a substitution relationship between the demand for electricity and hydrogen to 

satisfy the total energy demand, shown as (10.13). The first term represents energy from electricity 

purchasing, and the second term is energy from hydrogen purchasing. According to consumer choice 

theory, (10.13) is defined as the indifference curve that describes a combination of two goods (i.e., 

electricity and hydrogen) that give the EV user equal utility, thereby making the EV user indifferent, 

shown as in Fig. 2 [170, 257].  

     2

, , , , , ,
HEAC ELE GAC GCC

i i j t i i i j t i j tf D f f D D   (10.13) 

where E A C
if , G A C

if , and GCC
if  are the input-output function of electricity AC, hydrogen AC, and 

hydrogen CC, respectively. 

 

Fig. 10-2. Cost budget line and indifference curve of the PH2EV user. 

Moreover, the concept of cost budget line is introduced to balance energy purchasing cost and the 

charging/refueling time cost of EV users when making the energy purchasing decisions shown as (10.14) 

and Fig. 10-2. 

, ,
ELE
i j tD

2
, ,
H
i j tD
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 2 2

, , , , , , , ,
H HELE ELE sta

j t i j t j t i j t i t i tD D t       B  (10.14) 

where ,i tB  is the cost budget of EV user i, including both energy purchasing cost and 

charging/refueling time cost. 

We further model the energy substitution of the PH2EVs to determine the optimal purchasing mixture 

of input energy that balances the purchasing cost and charging/refueling time cost.  

According to the consumer choice theory, the optimal combination of two goods can be found at the 

tangent point of the indifference curve and the cost budget line, shown in Fig. 2 [170]. Hence, we need 

to find the slope of both curves. For the slope of the cost budget line of the PH2EVs, it is 

   2 2 2

, ,
H H HELE ELE ELE

j t j j j t j jP g             . And the slope of the indifference curve is: 

 
 

    
2

2 2

'
, ,, ,

' '
, , , , , ,

EAC ELEH
i i j ti j t

ELE H HGAC GCC GCC
i j t i i i j t i i j t

f DdD

dD f f D f D
 


 (10.15) 

Then, let the slope of the cost budget line equal to the slope of the indifference curve, we have (10.16): 

  
 

 
    2 2 2 2 2

'
, , ,

' '
, , , , ,

ELE ELE ELE EAC ELE
j t j j i i j t

H H H H HGAC GCC GCC
j t j j i i i j t i i j t

P f D

g f f D f D

  

  




 
 (10.16) 

In this chapter, it is assumed that the conversion function of hydrogen follows  2
2

, , 1 , ,
H out
i j t i j tD a D  , 

where 1a  is the conversion coefficients. Additionally, EAC
i  and GAC

i  are the electricity AC and 

hydrogen AC conversion efficiency of EV user i. Thus, by plugging in the conversion efficiency and 

conversion function to (10.13), we have: 

 2
, , , , 1 , ,

HEAC ELE GAC
i i j t i i j t i j tD D a D      (10.17) 

Then, combining both equations (10.16) and (10.17), the optimal purchasing mixture of electricity 

and hydrogen for the PH2EV can be obtained, shown as (10.18). It can be found that an increase in 

electricity price and refueling rate (or a reduction in hydrogen price and charging rate) will increase the 

hydrogen demand.  

 
 
 
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2 2 2

, 1 , ,

,

2ELE ELE ELE HEAC
j t j j i i j t

GACH H H
ij t j j

P a D

g

   
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 



 (10.18) 

Second, the relationship between energy price and energy demand is modeled using both self-price 

elasticity and cross-price elasticity, shown as (10.19)-(10.20). Here, self-price elasticity measures the 
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responsiveness of demand for one type of energy towards the energy price of the same type of energy. 

For cross-price elasticity, it analyzes the responsiveness between one type of energy price and the 

demand for another type of energy[71, 258].  

 2

, , , , , , , ,, 0HELE ELE E ELE H E H E
j t i t i j t i t i j t i tD D            (10.19) 

 2 2 2

, , , , , , , ,, 0H H HH E H ELE E H
j t i t i j t i t i j t i tD D            (10.20) 

where ELE  and 2H  are the highest historical energy price for electricity charging and hydrogen 

refueling, respectively; ,
E
i t  and ,

H
i t  are the self-price elasticity on electricity charging and hydrogen 

refueling, respectively; ,
H E
i t 

 is the cross-price elasticity of EV i which measures the impact of 

electricity price on hydrogen refueling; ,
E H
i t 

 is the cross-price elasticity of EV i which measures the 

impact of hydrogen price on electricity charging. 

b). General constraints for all types of EVs 

Equations (10.21)-(10.23) further constraint the total energy demand of any type of EVs. Equation 

(10.21) shows that the total energy demand of EV user i should be no larger than the sum of the remaining 

EV capacity and the traveling consumption. Equation (10.22) indicates that only when IEHS j is selected 

by EV user i, i.e., , ,i j tx  equals 1, can EV user i decide the amount of electricity and hydrogen to 

purchase from IEHS j. Equation (10.23) shows the total daily energy demand plus the initial energy 

storage state should be larger than the traveling consumption plus the required energy storage remaining 

amount. 

 max
, , ,0 , , ,j j

rs rs

ev
i j t i i i i i t

D E E E l f       (10.21) 

 
max

, , , ,i j t i j tD x D   (10.22) 

  , , , ,0, , ,1
j j

rs rsj

T ev
i j t i i T ii i tj t

D E l f E E  
       (10.23) 

where maxD  is the maximum energy demand; ,0iE  is the initial energy storage state of EV user i; 

,i TE  is the required end-of-day energy storage state. 

10.4 Middle Level: IEHS Pricing Strategy  

At the middle level, IEHS j will decide the energy price for electricity charging and hydrogen refueling 

based on information received from EV users at the lower level and the PDN and GN at the upper level. 
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Besides determining the pricing strategy, information relating to the waiting time at IEHS j will be 

estimated and passed down to EV users at the lower level to facilitate EV users in station selection and 

energy purchasing. Furthermore, the coupon is utilized to incentivize EV users in station selection and 

enhance the profit of the IEHS.  

10.4.1 Objective Function and Constraints 

The objective function of IEHS j can be referred to (10.24), which includes five parts: the charging 

revenue chaR , energy purchasing cost pcC , operational costs operC , fixed costs fixC , and the coupon 

,j tC .  

  2
, ,

,,
arg maxHELE

j t j t

cha pc oper fix
j j j j j j tU R C C C

 
    C  (10.24) 

s.t.    2 2

, , , ,
1 1

T T
H Hcha ELE ELE

j j t j t j t j t
t t

R D D 
 

      (10.25) 

    2

, , , ,
1 1

T T
Hpc PDN ELE GN

j jq q t j t jh h t j t
t t

C x D x D 
 

        (10.26) 

 , ,
j

oper oper
j j i j ti

C D


    (10.27) 

 , , ,
j

j t i j ti
x


 C  (10.28) 

where jU  is the utility of IEHS j; jqx  and jhx  are the binary parameter indicating whether IEHS j 

is coupled with electricity bus q or gas bus h;   is the coupon transfer factor. 

10.4.2 Queueing Information Estimation 

The waiting time at the IEHS can be calculated based on the queuing model, shown as (10.29) [225]. 

Additionally, the average arrival rate ,j t  and average charging/refueling rate ,j t  can be calculated, 

shown as (10.32) [225]. For (10.32), the number of EVs arriving at time t 
,

arri
j tn  can be obtained via 

the infrared sensor installed at the entry of the IEHS. And the number of EVs being charged/refueled at 

time t 
,

serv
j tn  can be obtained via the charging/refueling plugs [225]. 
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    , , 1 , , , 1 ,2 , 2arri arri serv serv
j t j t j t j t j t j tn n t n n t         (10.32) 

where ,j tl  is the queueing length at IEHS j at time t; js  is the total number of physical 

charging/refueling plugs at IEHS j; 0, ,j tPr  is the probability that all charging/refueling plugs are 

standing by at IEHS j; jk  is the number of charging/refueling plugs that is standing by. 

10.5 Upper Level: PDN and GN Modeling 

At the upper level, the PDN and GN will determine the market-clearing price DLMP based on both 

the baseload and the aggregated EV energy demand from the lower level. Additionally, the electricity 

and hydrogen generation will be determined as well.  

10.5.1 Objective Function  

The objective function of PDN and GN is to optimize the power and hydrogen generation and DLMP 

to minimize the total operation cost, shown as (10.33). Note that the dual variables ,
PDN
q t  and ,

GN
h t  of 

power balance constraint (10.34) and gas flow balance constraint (10.40) are the electricity and 

hydrogen DLMP at bus q and bus h, respectively, which can be obtained by solvers like Gurobi [121]. 
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 (10.33) 

where gridU  is the utility of both PDN and GN; ,
g

q tP  is the active power generated at bus q; ,
ELE

d tP  is 

the electricity purchasing amount at upper grid d at time t; d  is the set of upper grids; q  and h  

are the PDN and GN bus sets; ,
well
h tG  is the gas generation from the gas well at time t; 2

,
H
d tG  is the 

hydrogen purchasing amount at upper grid d at time t; ,ELE BG
t  and 2 ,H BG

t  are the upper grid market-

clearing price of electricity and hydrogen; qa , qb , qc , and ha , hb , hc are the generation cost 

coefficients of the PDN and the GN. 

10.5.2 Power Network Constraints 

Equations (10.34) and (10.35) shows the active and reactive power balances at each bus. Equation 
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(10.36) shows the voltage drop/rise on each line. Equation (10.37) shows the relationship between the 

power flow, squared bus voltage magnitude, and the squared line current magnitude, which is non-convex. 

 , , , , , , ,:
k

g ev L PDN
pq t q t pq pq t qk t q t q t q tk

P P r i P P P 


       (10.34) 
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  2 2 2
, , , ,pq t pq t pq t q ti P Q V   (10.37) 

 ,q q t qV V V   (10.38) 

 2 2
, ,pq t pq t pqP Q S   (10.39) 

where ,pq tP  ( ,pq tQ ) is the active (reactive) power flow from bus p to bus q; ,
g
q tQ  is the reactive power 

generated at bus q; pqr  ( pqx ) is the resistance (reactance) from bus p to bus q; ,pq ti  is the squared 

current magnitude on the distribution line pq; ,q tV  is the nodal voltage; ,qk tP ( ,qk tQ ) is the active 

(reactive) power flow from bus q to bus k; ,
ev

q tP  is the electricity demand of EVs at bus q; ,
L

q tP  is the 

electricity baseload demand;    and    are the upward and downward limits. 

10.5.3 Gas Network Constraints 

Equation (10.40) shows the flow balance equation that the gas flowing into bus h equals the overall 

gas flowing out of bus h. Equation (10.41) shows the gas flow of the pipeline, which can be expressed 

by the Weymouth flow equation[54, 249]. Equation (10.43) is the gas consumption of the compressor 

[243].  

 
, , ,

, , , ,:

g g

n

well pipe comp comp
h t gh t gh t ghg g

pipe ev L GN
hn t h t h t h tn

G F G

F G G





 



   

 

 


 (10.40) 

   2 2
, , , , .sgn ,pipe

gh t g t h t gh g t h tF          (10.41) 

   , ,
, ,

, ,

1;
sgn ,

1;
g t h t

g t h t
g t h t

if

if

 
 

 
  

 (10.42) 

  23 2 1
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where ,
pipe

gh tF  is the gas flow from pipelines g to h; ,
pipe

hn tF  is the gas flow from pipelines h to n; 
,

com p
gh tG  
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is the gas consumption of the compressor; ,
ev
h tG  is the gas demand of EVs at bus h; ,

L
h tG  is the gas 

baseload;  , ,sgn ,g t h t   denotes the gas flow direction; ,g t  and ,h t  are the gas pressure at bus g 

and bus h; gh  is the pipeline constant; ,gh tH  is the horsepower consumption of the compressor 

station; 
1
gh , 

2
gh , and 

3
gh  are the conversion factors between the horsepower consumption and the 

gas consumption. 

10.6 Case Study  

10.6.1 Experiment Setting 

 
Fig. 10-3. A coupled power distribution, gas, and transportation networks. 

The proposed dynamic pricing strategy is verified in the IEEE 33-bus power distribution system 

coupled with the 16-bus gas network and the 30-node transportation system, shown in Fig. 10-3. In this 

diagram, the traffic network is simplified from an actual district in Sydney, Australia, which includes 30 

nodes and 53 arterial roads. The power distribution system has one 110kV substation. The coupling 

points are three IEHSs, namely IEHS 1 at electricity bus 26 (node 14 or gas bus 5), IEHS 2 at electricity 

bus 14 (node 21 or gas bus 14), and IEHS 3 at electricity bus 31 (node 23 or gas bus 9) [228].  

10.6.2 Simulation Results 

Three case studies are carried out to prove the effectiveness of the proposed pricing strategy. 

Case 1 Fixed pricing strategy for IEHS without considering energy substitution, under the assumption 

of 100% EV rationality. 

Case 2 Dynamic pricing strategy for IEHS without considering energy substitution, under the 

assumption of 100% EV rationality [121]. 

Case 3 Dynamic pricing strategy for IEHS considering energy substitution, under the assumption of 

100% EV rationality [258]. 
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Case 4 Proposed tri-level pricing strategy for IEHSs considering energy substitution and EV user 

bounded rationality in decision making. 

10.6.2.1 Middle level: simulation results for IEHSs 

Figs. 10-4 to 10-7 show the energy price at the three IEHSs under cases 1-4, respectively. For case 1 

in Fig. 10-4, the electricity charging price of the three IEHSs is fixed, and it is the highest compared with 

the other three cases. For case 2 in Fig. 10-5, the dynamic electricity charging price is low during off-

peak periods, i.e., in both morning and evening. For cases 3 and 4, both electricity charging and hydrogen 

refueling price are illustrated in Figs. 10-6 and 10-7 because energy substitution is considered. Moreover, 

comparing case 4 with case 3, the energy price during the off-peak periods is lower. This is because 

IEHSs under case 4 offer a coupon to incentivize EV users to make station selection decisions during 

those periods. 

 

Fig. 10-4. Electricity charging price of three IEHSs under case 1. 

 

Fig. 10-5. Electricity charging price of three IEHSs under case 2. 

 

Fig. 10-6. Electricity and hydrogen price of three IEHSs under case 3. 
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Fig. 10-7. Electricity and hydrogen price of three IEHSs under case 4. 

TABLE 10-1. CASE COMPARISONS FROM THE PERSPECTIVE OF IEHSS  

Criteria Detailed items 
Case 

1 

Case 

2 

Case 

3 

Case 

4 

Attractiveness 
Average demand 

(kWh) 
430 759 988 1,187 

Profitability 

Average revenue 

(AU$) 
142 235 264 305 

Average cost (AU$) 89 127 139 151 

Average profit (AU$) 53 108 125 154 

In Table 10-1, four cases are compared from two aspects of criteria, i.e., attractiveness and profitability, 

to verify the effectiveness of the proposed pricing strategy. For attractiveness, the more demand is 

serviced by the IEHS, the more attractive the station will be. It can be found that IEHSs under case 4 are 

the most attractive for EV users because it has the highest average demand at 1,187 kWh per day 

compared with the other three cases. For profitability, it can be found that although the average cost of 

case 4 is the highest at 151 AU$, the average revenue for providing services to EV users is the highest at 

305 AU$. Hence, case 4 has the highest average profit at 154 AU$.  

10.6.2.2 Lower level: simulation results for EVs 

 

Fig. 10-8. Aggregated station selection choice at three IEHSs. 

Fig. 10-8 shows the aggregated daily station selection choice at three IEHSs. It can be found that case 

1 results in the lowest daily penetration of EVs. For cases 2 and 3, more EVs select the three IEHSs 

compared with case 1 because the dynamic pricing strategy takes the responsiveness of EV demand into 

consideration. As a result, when the demand is low, a lower price will be charged to attract more EV 

demand, and vice versa. However, case 3 can attract more EVs because less service time at IEHSs will 
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occur due to the availability of energy substitution between electricity charging and hydrogen refueling. 

For case 4, the number of EVs that select the three IEHSs is the highest.  This is because a coupon is 

utilized to further incentivize more EVs to select IEHSs during off-peak periods.  

 

Fig. 10-9. Aggregated energy purchasing amount at three IEHSs. 

Fig. 10-9 shows the aggregated energy purchasing amount of EV users at the three IEHSs, consisting 

of energy from electricity charging and hydrogen refueling. In cases 1 and 2, no energy substitution is 

considered. Hence, only electricity is purchased by EV users. Compared case 2 with case 1, the electricity 

demand for the three IEHSs is higher. As for cases 3 and 4, energy substitution between electricity 

charging and hydrogen refueling is incorporated. Compared case 4 with case 3, total demand is higher 

for the three IEHSs. Moreover, the proportion of energy from hydrogen refueling is larger. This is 

because EV users will make an energy purchasing decision considering the balance between energy cost 

and charging/refueling time cost under case 4. Hence, the proportion of energy from hydrogen refueling 

is increased to reduce the charging duration.  

 

Fig. 10-10. Aggregated service time at three IEHSs. 

Fig. 10-10 shows the aggregated service time of EVs at the three IEHSs under the four cases. The 

aggregated service time for the three IEHSs mainly covers the early morning and evening period as well 

as at around 12:00 pm. It can be found that the three IEHSs under case 1 have a shorter service time than 

case 2 because more energy demand is serviced under case 2. For case 3, the aggregated service time is 

reduced compared with case 2. This is because energy substitution is considered. Hence, EV users can 

substitute hydrogen with electricity to reduce service time. As an improvement, the aggregated service 

time is further reduced under case 4.  
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Fig. 10-11. Optimal purchasing decisions of 6 EV users under the four cases. 

In Fig. 10-11, the optimal energy purchasing decisions of 6 chosen EV users that select the three IEHSs 

under the four cases are illustrated. Note that   is used to transform the unit of hydrogen, i.e., GJ, into 

the kWh. In cases 1 and 2, no energy substitution is considered. Hence, EVs only purchase electricity. 

Note that the electricity demand of EVs in case 1 is more dispersed than that of case 2. This is because 

the dynamic pricing strategy utilized in case 2 can better smooth the energy demand than the fixed pricing 

strategy used in case 1. For cases 3 and 4, energy substitution is considered. Hence, a mixture of energy 

is purchased. It can be found that the proportion of energy from hydrogen purchasing of EVs 5, 10, and 

15 in case 4 is higher than that of case 3, which is verified by the optimal purchasing mixtures of the 

three EVs. This is because EV users balance the energy cost and the time cost when making the energy 

purchasing decision under case 4. Hence, a larger proportion of energy from hydrogen is evidenced. 

TABLE 10-2. CASE COMPARISONS FROM THE PERSPECTIVE OF EVS  

 Case 1 Case 2 Case 3 Case 4 

Average energy cost (AU$) 12.8 11.4 12.2 11.7 

Average traveling time (hr/veh) 0.50  0.50  0.45  0.45  

Average waiting time (hr/veh) 0.32  0.25  0.18  0.19  

Average service time (hr/veh) 0.33  0.26  0.20  0.15  

Average utility (AU$) 12.5  20.7  24.5  33.8  

Table 10-2 shows the average energy costs, average time (traveling, waiting, and service), and average 

utility of all the EV users under four cases. It can be found that case 4 has the second-lowest average 

energy cost at 11.7 AU$. Comparing cases 3 and 4 with cases 1 and 2, the waiting time and service time 

are reduced due to energy substitution. Among them, case 4 has the least average service time because 

EV users under case 4 have considered not only energy cost but also charging/refueling time cost when 

making the energy purchasing decision. Hence, the proportion of hydrogen purchasing is increased to 

reduce the service duration. Furthermore, the average utility of EV users under case 4 is the highest at 

33.8 AU$. 
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10.6.2.3 Upper level: simulation results for the grid 

TABLE 10-3. CASE COMPARISONS FROM THE PERSPECTIVE OF PDN AND GN 

  Case 1 Case 2 Case 3 Case 4 

PDN 
PDN loss cost (AU$) 281 274 256 239 

Minimum voltage (p.u.) 0.9445 0.9532 0.9554 0.9593 

In table 10-3, the impact of the pricing on the PDN is analyzed from two aspects, i.e., PDN loss cost 

and downward voltage violation. It can be found that case 4 has the lowest PDN loss cost at 239 AU$ with 

a minimum voltage of 0.9593 p.u. This is because the proposed pricing strategy can smooth the load at 

IEHSs. Hence, the problem of downward voltage violation is avoided, and the PDN congestion is 

mitigated.  

10.7 Conclusions 

The stochastic charging/refueling behaviors of EVs can result in operational challenges to IEHSs and 

both PDN And GN. Hence, in this chapter, we propose a tri-level dynamic pricing strategy for IEHSs to 

guide EV behaviors. First, a tri-level pricing strategy is formulated by incorporating the interaction 

among EVs at the lower level, IEHSs at the middle level, and both PDN and GN at the upper level. 

Second, the cognitive theory is applied to model the bounded rationality of EVs in station selection, in 

which EVs will make station selection decisions considering other EVs' decisions. Third, energy 

substitution of the PH2EVs is investigated. Simulation results indicate that the proposed pricing strategy 

can increase the utility of EVs, enhance the profit of IEHSs, and mitigate congestion of both PDN and 

GN. In the next chapter, the overall work will be summarized, and future research topics/opportunities 

will be described as well. 
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11. CONCLUSION AND FUTURE WORK 

In recent years, the energy market has developed with uttermost rapidity in terms of two aspects. First, 

the penetration of renewable generations has gradually replaced parts of the traditional ways to generate 

energy, such as fossil fuel generation. However, the intermittent and unstable nature of renewable 

generation can lead to energy supply uncertainty, which might exacerbate the imbalance between energy 

supply and demand. Second, with the introduction of DERs, new categories of markets besides traditional 

wholesale and retail markets are emerging, including the energy sharing market, renewable energy 

trading market, P2P trading, etc. However, market participants might encounter various types of 

uncertainties, including DER supply uncertainty, end-user behavior uncertainty, wholesale market price 

uncertainty, etc. Hence, we propose risk hedging strategies that can be used to guide various market 

participants in new categories of markets to hedge risks and enhance utilities. The major contributions 

can be summarized as follows: 

 First, the rigorous mathematical models of profits in three types of markets are presented for the 

gas generator, namely, the spot market, the ancillary market, and the financial market. In this model, 

the revenues and costs have been calculated to derive the relative investment weights among the 

three markets. Within the financial market, two types of options are utilized and accommodated to 

the operation mechanism of the gas generator. Both the financial and physical tools have to be 

considered to hedge the risks of the gas generator. As for the physical tools, P2G has been chosen 

due to its promising future application. Within both the ancillary market and the spot market, a 

comprehensive bidding process is also examined. Within the bidding process, the probability of 

succeeding in a bid is figured out via a data-driven method that enables deep learning of the previous 

bidding strategies. Moreover, a novel investment decision strategy among the three markets based 

on the portfolio model has been proposed. By considering the budget limitations of the gas generator, 

portfolio theory has to be applied to determine the optimal weight of the three markets and the 

optimal weight of short put and short call options within the financial market. By plotting the 

minimum variance frontier, the efficient frontier can be found [151]. Then the utility curve will be 

used to tangent the efficient frontier. It can serve as a reliable method for asset management for the 

gas generator that participates in the spot, the ancillary, and the financial market. 

 Second, a rigorous risk-hedging model based on insurance is proposed for the retailer to hedge the 
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risks at the transmission level. The conventional risk hedging insurance lacked the consideration of 

the risk preference of the retailer on the total loss value caused by EEs [117]. As a result, the 

insurance purchased will be ineffective and undesirable for the retailer. By contrast, in this chapter, 

an economic adjusting index is introduced to represent the different risk aversion levels of the 

retailer toward the low probability but high loss events, i.e., the EEs. The larger the adjusting index 

is, the more risk-averse the retailer is. As a result, the larger the loss value caused by the EEs is. 

Therefore, the retailer is more willing to pay for the insurance premium to get a higher chance of 

receiving monetary compensation from the insurance, and vice versa. Furthermore, a risk 

management strategy based on the strangle weather derivatives and ESS is designed for the retailer 

to hedge the risks at the distribution level. The traditional risk hedging tools like options and 

forward contracts relied heavily on the forecast of the electricity prices, such as [36, 37, 118]. 

However, the increasing penetration of DERs will further amplify the fluctuation of demands and 

prices, which will increase the forecast difficulty. By using the proposed strangle weather derivative 

and the ESS, the reliance on the prediction of the prices is avoided.  

 Third, a rigorous option-based DR mechanism based on both call and put options are implemented 

to shift the consumption patterns of the EV users managed by the EVA to mitigate demand-supply 

imbalance. For the call option, it is designed for the retailer to reduce peak demand when the energy 

supply is smaller than demand by compelling the EVA to discharge a certain amount of electricity. 

For the put option, it is designed for the retailer to increase demand when the energy supply is 

higher than the demand by compelling the EVA to charge a certain amount of electricity.  

 Fourth, DNO and the DR aggregator belonging to different agents can cooperate to realize the real-

time price-based DR with operating envelope via limited exchanges of representative information. 

Therefore, the DR aggregator can choose a preferable usage profile within the operating envelope, 

which provides more initiatives to the DR aggregator. The improvement of the DR scheduling 

structure to coordinate the DR aggregator and DNO is of great practical significance. With the 

proposed framework, the DR aggregator is not required to obtain unauthorized data at a higher level, 

and less communication burden will be brought to the cyber-physical network. Since less 

information exchange is required, data security problems will be unlikely to occur. 

 Fifth, a dynamic pricing strategy, considering the competition relationship between EVCSs, is 
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proposed based on a coupled PDN and TN to maximize the net charging profit of the EVCS. Under 

this pricing strategy, more charging demand can be attracted. Additionally, the proposed pricing 

strategy can achieve spatial load shifting by incentivizing EV users to alter their station-selection 

decision to avoid congestion of the electricity network. Moreover, a two-step approach is proposed 

to quantitatively formulate the total charging demand responsiveness towards the charging price 

based on the optimally assigned traffic flow. With this approach, the balance between the charging 

price, total charging demand, and the queueing length can be obtained.  

 Sixth, a two-stage pricing model for energy storage sharing coordinator has been presented based 

on the clustering of different load patterns. In the proposed model, the price structure and the price 

level for capacity sharing are jointly optimized. Novel concepts of bulk capacity borrowing and 

discount sensitivity are introduced to model individualized pricing for the first time. Bulk capacity 

borrowing and discount sensitivity are utilized to incentivize more prosumers to participate in the 

capacity sharing process and enhance the sharing profits of the coordinator. In addition, a new 

business mode is formulated to determine a more reasonable payment rule for energy storage 

sharing. Traditionally, prosumers who are engaged in energy storage sharing will be charged 

according to the net discharging at a specific time. However, in our chapter, the concept of the 

capacity borrowing state is introduced, which can better reveal the essence of the sharing economy. 

That means the payment rule is closely related to the time length of borrowing. 

 Seventh, a novel business model of credit-based sharing has been proposed to integrate both 

capacity sharing and energy sharing. The time accumulation effect has been considered via the 

proposed credit points, which can better reveal the essence of the sharing economy. Additionally, 

the payment rule is closely related to the time length and amount of the shared capacity and the 

shared energy that the prosumers borrow. When the credit is positive, the prosumers are borrowing 

the capacity of the ESS managed by the coordinator; when the credit is negative, the prosumers are 

borrowing the energy from the ESS either in the form of electricity or hydrogen. Moreover, two 

pricing strategies have been proposed to increase the total net profits of the coordinator and the 

willingness of the prosumers to participate in the sharing process. Customized pricing strategies are 

applied to capacity and energy sharing, respectively. When the credit is positive, the proposed cost-

based pricing is applied to determine the price of the shared capacity; when the credit is negative, 
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the proposed demand-based pricing is applied to determine the price of the shared energy, which 

has fully utilized the dynamic demand-supply information.  

 Eighth, a tri-level pricing strategy for IEHSs is formulated considering the integration among EVs, 

IEHSs, and both the PDN and GN. In this pricing strategy, the temporal shift of EVs within one 

IEHS and the spatial shift of EVs among multiple IEHSs are modeled. With the proposed tri-level 

pricing mechanism, IEHSs can ensure the charging/refueling services based on the dynamic 

charging/refueling response of EVs while mitigating the congestion of both the PDN and GN. To 

ensure the effectiveness of the pricing strategy in guiding EV behaviors, the bounded rationality of 

EVs in station selection is rigorously modeled based on the cognitive hierarchy (CH) theory. To be 

specific, EVs are categorized into heterogeneous cognitive levels, and the strategic thinking process 

of EVs that they will make decisions by considering the decisions of other EVs with lower cognitive 

levels is analyzed. Furthermore, the energy substitution effect of PH2EVs when making energy 

purchasing decisions is mathematically modeled. On the one hand, the optimal energy purchasing 

mixture of electricity and hydrogen is derived based on the consumer choice theory. On the other 

hand, the relationship between energy demand and energy price is established based on both the 

self-price elasticity and cross-price elasticity. 

In the future, one of the challenges of this work is the generalization capability of the proposed data-

driven models, including SC-GAIN for missing data imputation and the learning of the sensitivity 

functions. The demand level and the capacity of the renewable energy generator will continuously 

increase annually. Whether the currently trained model can adapt to future power system environments 

is challenging. One method to enhance the generalization capability is to add both the historical and 

generated data to the dataset according to the method in [214]. First, the future load is first predicted 

based on the long-term forecasting technologies presented in the literature [215]. Then, Gaussian noise 

is added to the predicted load level. Different scenarios are created for the possible allocation of 

renewable energy generators in the future, and Monte Carlo simulations will run to decide the output of 

the renewable energy generation at each bus. The uncertain demand and renewable energy generation 

compose the generated data set. Both historical data and the generated data are fed for training. In this 

way, the trained model can perform well under different demand levels and generation mixes. In future 

work, an online learning process can be further developed to revise the trained model timely so that the 
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trained model can adapt to the time-varying electricity network. The second critical challenge is that the 

typology of the distribution network may change due to network expansion. When the typology of the 

network changes, the data-driven model needs to be re-trained since the dimension of the problem may 

change. However, owing to the development of heterogeneous transfer learning, a new model can be 

trained rapidly, and the methodology to extend the current model to the different network topology is 

considered for our future work. 

Second, we can consider using an advanced DBSCAN algorithm, such as adaptive DBSCAN, to 

choose the Eps automatically [242]. In this way, artificial intervention in the clustering process can be 

avoided, and the complete automation of the clustering process can be realized. Besides, data mining on 

the characteristic identification of the prosumers, including the demand elasticity, electricity usage habits, 

and sociodemographic characteristics, can be further realized. Based on these features, a refined 

clustering of the prosumers can be realized to help the coordinator formulate a more reasonable pricing 

strategy. 
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