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Abstract – The area of information retrieval (IR) has taken on increasing importance in recent years. This field is now of interest to 
large communities in several application domains (security, medicine, aeronautics, etc.). IR studies find relevant information from the 
semi-unstructured type of data. As the information resources generated after the search can be extensive in quantity and different in 
quality, it is essential to rank these results according to the degree of relevance. This paper focuses on text information retrieval (TIR) and 
emphasizes the importance of each IR approach. This study presents insightful aspects of TIR and provides a comparative study between 
some proposed approaches and models. Each model offers IR advantages and suffers from several limitations.
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1. INTRODUCTION

The increasing growth of technologies, storage ca-
pacity and computational power, and modification of 
telecommunication technologies provided to deal with 
different types of information maintained by different 
types of media. The amount of online data has grown 
at least as quickly as the speed of computers, and we 
would now like to be able to search collections that to-
tal in the order of billions to trillions of words. Conse-
quently, several procedures and methods are needed 
to find the relevant information at the right time.

Information has always been the raw material of all 
processing for the benefit of organizations and individu-
als. It is created, processed, shared, stored, and transmit-
ted by these units loudly. The continuity and develop-
ment of any legal or physical person or unit are linked 
to its ability to access relevant information at the right 
time. While the digital revolution has undoubtedly re-
duced the importance of time and distance, in some 
ways, it has grown it in others: IR and managing large 
corpora and collections have become significant chal-
lenges. Many applications that deal with information 

would be inadequate without the support of IR technol-
ogy. IR had occupied information scientists before the 
term "information science" was coined [1]. Similarly, in-
formation science, such as text mining, human-machine 
interaction, NLP, machine learning, Big Data, etc., is in 
the service of IR. Moreover, if the information is an inte-
gral part of today's world, IR is a decisive activity for the 
people who inhabit it. The tasks related to this domain 
seek to automatically respond to the information needs 
of a user who hopes to solve a problem or achieve a goal 
for which the current state of his knowledge is inad-
equate [2]. If the idea is simple, the methods are much 
more delicate, especially when dealing with complex 
data, for example, by their modality, as is the case of the 
textual contents which constitute the object of study of 
this work. One way to clarify the problems treated in this 
work is to ask these questions:

•	 How to capture and model the need initially ex-
pressed by the user to fully satisfy it?

•	 How can content be optimally represented to fa-
cilitate the IR process?

•	 How to access the relevant documents requested 
by the user through a query in an IR system?
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•	 How to compare and class documents in a dynam-
ic, rich, unstructured, and voluminous collection?

There is no single convincing answer to these questions. 
There are many approaches, called here models, and each 
is useful for developing some IR tools. In sections 4,5,6, 
and 7, we will explain in a pedagogical style, respectively, 
the models based on bag-of-words representation, those 
based on graphs, those based on classification tech-
niques, and those based on deep learning techniques. 
We will devote section 8 to discussing and comparing 
these models. We explain in section 3 the methodology 
followed for the elaboration of this work. But first, we will 
describe what exactly these models denote (section 2).  

2. INfORMATION RETRIEvAl(IR)

IR refers to the process, methods, and procedures for 
locating and extracting data and information stored in 
a semi-structured or unstructured database.

Gerard Salton defined IR as follows: "Information re-
trieval is a field concerned with the structure, analysis, 
organization, storage, searching, and retrieval of infor-
mation." [3]

IR is the science of searching for information in a 
document or documents themselves and searching for 
the metadata that describes the data and databases of 
text, images, or sounds.IR is the science of obtaining in-
formation system resources relevant to an information 
need from a collection of such resources. In this paper, 
we deal with textual data only.

2.1. IR pROCESS

Information Retrieval Systems (IRS) are concerned 
with search strategies in which the retrieved docu-
ments may be more or less relevant to the query. There 
are four basic processes that an IRS must support: in-
dexing, interrogation, similarity evaluation, and rank-
ing. These processes are visualized in Fig. 1, where the 
square boxes represent objects, and the rounded box-
es represent processes.

The process of IR begins with the representation of 
information. The elementary object of information stor-
age is the document. The representation of documents 
is generally referred to as the indexing process. This pro-
cess takes place offline, i.e., the end-user of the IRS is not 
directly involved. The indexing process results in a repre-
sentation of the document in the first step (1) the repre-
sented documents are then stored (2) the query, in turn, 
must be represented in the same way as the documents 
(5)(6) The IRS then proceeds to a comparison process 
through a similarity measure which changes depending 
on the IR model used (7)(8). The ranking process aims at 
sorting the documents deemed relevant by the system 
(9). The user can then judge the relevance of the returned 
documents based on either his initial information need 
or a new information need. An interrogation process as-
sists the user in making his vague and ambiguous need 
explicit in the form of a query (3).

In order to optimize the results of an IRS, a query ex-
pansion process is always recommended, either by ex-
plicit or implicit feedback. 

3. METhODOlOgy

This work was conducted following the guidelines sug-
gested by [4][2][5]. The process followed is illustrated in 
Fig. 2. It should be noted that it is sometimes difficult to 
compare the results published in different papers due to 
incomplete or insufficient information about the algo-
rithm used by the authors, e.g., the pre-processing meth-
ods adopted may lead to significant differences. There-
fore, whenever possible, we collect results from papers 
that contain comparisons between some of these models 
performed on a single site for reliability reasons. We com-
pare the empirical evaluation results of the most promi-
nent IR models previously discussed on several popular 
reference datasets. Nevertheless, some previous studies 
are not based on popular corpora, and in this case, our 
analysis is based on other additional criteria, namely:

•	 The nature, number, and category of the docu-
ments in the collection.

•	 We have also specified criteria for selecting papers 
to facilitate comparing these models (comparison of 
the proposed contribution with previous models, ...)

fig. 1. IR process

fig. 2. Study process
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4. MODElS BASED ON ThE BAg-Of-WORDS 
REpRESENTATION

What is important to users is the content of a docu-
ment. Given that the content is semi-structured or 
unstructured, the challenge for an IRS is to produce a 
set of words or terms that are sufficiently descriptive 
to represent the content of a document, in addition, to 
measuring the importance of each word in a particular 
document and the collection in general.

4.1 BAg Of WORDS REpRESENTATION

The initial idea is to use keywords to identify the con-
tent of a document[6] as well as the content of the que-
ry. The process starts by listing all the significant words 
in each document to identify the keywords in the col-
lection. The goal is to find the words that best describe 
the content of a document.

Bag-of-words representation provides a way to orga-
nize the textual content of a collection of documents 
into a matrix (Table 1) in the hope of mapping key 
terms (words) to documents to measure the impor-
tance of each term in each document in the collection 
using weighting techniques.

d1 d2 .... dn-1 dn

t1 W 1,1 W 1, 2 ..... W 1, n-1 W 1, n

t2 W 2, 1 W 2, 2 ... W 2, n-1 W 2, n

...
.. 

...
..

...
.. 

...
.. 

...
.. ...
.  

...
.. 

...
..

...
..

...
..  

...
.. 

...
.. .  ...
.. 

...
.. 

...
..

tn-1 W n-1, 1 W n-1, 2 .... W n-1, n-1 W n-1, n

tn W n, 1 W n, 2 .... W n, n-1 W n, n

Table 1. bag of words representation

In order to assign a weight to each term, many 
weighting solutions have been proposed in the litera-
ture [7].The most impressive is the TF-IDF. Furthermore, 
since a demonstration is better than a long explana-
tion, we present the following example:

D {d1,d2,.......,dn} a collection of documents.

T {t1,t2,.......,tn } of terms belonging to this collec-
tion without redundancy.

Wt,d The statistical measure that reflects the impor-
tance of a term t in document d.

4.2 Why ThE Tf-IDf METhOD?

TF-IDF is a weighting method that measures the 
importance of a word in a document relative to a col-
lection of documents. It is a statistical measure that is 
based on the calculation of the weight of each term in 
a document relative to a collection of documents ac-
cording to the following general formula:

(1)

TF (Term frequency) is the frequency of appearance 
of a term t in document d. The number of times that 

t appears in d. many variants have been proposed in 
the literature. The simplest is the Boolean model; 0 if 
the term is present in document 1 otherwise, this ap-
proach is very limited. Others propose a raw frequency 
or a logarithmic normalization to dampen the differ-
ences or a normalization that considers the length of 
the document.

The IDF has a discriminating power. IDF (inverse 
document frequency) measures how common or rare 
a term is in a collection of document D. It allows assign-
ing a high weight to less frequent terms and a lower 
weight to more frequent terms. Fig. 3 and 4 show the 
results of an experiment that proved the usefulness of 
using both TF and IDF [8]. The collection studied was 
1400 documents encoded in SGML text format, keep-
ing the formatting tags to account for noisy data and 
to test the robustness of TF-IDF. The authors of [8] apply 
case sensitivity to simulate more noise. The proposed 
SRI returns the first 100 documents as follows:

It is quite clear that TF-IDF is more powerful than TF 
alone. It provides high values for rare words and low 
values for common words. TF returns imprecise results; 
relevant documents are scattered sporadically. This 
can be explained by IDF eliminating the more frequent 
stop-words.

The results in [9] show that the TF-IDF system man-
aged to have an accuracy that exceeds that achieved 
by the TF-ATO system in the first case without a dis-
criminative approach or stop-word removal. This is ex-
plained by the fact that the TF-IDF system can remove 
insignificant terms (IDF).

fig. 3. Result using TF alone 
to calculate the weights [8]

fig. 4. Result using TF-IDF 
to calculate weights [8]
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4.3 pREpROCESSINg DATA 
 TO IMpROvE pERfORMANCE

In written language, some terms carry more seman-
tics than others. Several authors claim that there is still 
interest in improving the simple TF-IDF. Looking at the 
data, the simplest way to improve TF-IDF would be 
to ignore case sensitivity [8] and to use techniques to 
clean and normalize the data, such as Stemming: which 
is used to group the different forms of a particular word 
as well as to assimilate the words with their lexical de-
rivatives and synonyms. 

To limit the amount of useful information and the 
term space, several authors propose a preprocessing 
process to eliminate all non-significant words or reduce 
any other noise (upper case, lower case, suffix, prefix). 
As an example, the authors of [10] propose to remove 
stop-words such as "and", "a", and "an" because they 
are non-significant words, not having a discriminating 
character. They do not make it possible to distinguish 
one text from another.

Indexing is a crucial step in the IR process. In a key-
word-based approach, this technique allows represent-
ing a document and/or a query by a set of keywords, 
also called descriptors. These descriptors constitute an 
exploitation facility of the documents by the IRS. Given 
the large amount of data to be processed by this sys-
tem, preprocessing techniques can reduce the limits of 
this approach by cleaning the data, such as eliminat-
ing stop words, the stemming of Porter, Tokenization, 
etc. Nevertheless, preprocessing is not sufficient to in-
crease the performance of an IRS.

5. gRAph-BASED MODElS

A standard approach to IR is to model the text as a 
bag of words. Alternatively, the text can be modeled 
as a graph, whose vertices represent words and edges 
represent relationships between words, defined based 
on any meaningful criterion. 

With such a graph, graph-theoretic calculations can 
be applied to measure various properties of the text.

The proposed idea is to transform IR into a graph 
problem. The graph data structure allows organizing 
and especially linking a set of objects (documents, 
terms, queries...) simply and practically.

A variety of models and techniques have been pro-
posed for this purpose:

In [11] the authors present the graph-based Text-
Rank model for extracting keywords and phrases from 
raw data.

The algorithm considers the weight of edges when 
computing the score associated with a graph vertex.

In [12] the authors introduce the use of a random walk 
algorithm to weight the terms in the TF-IDF weighting 
scheme by adapting the Text Rank algorithm. In this 
model, the edge weights are not considered.

In [13] the authors exploit the relationship between 
the local information of a vertex (term position) and 
the global information (information gain) and term de-
pendence to produce term weights.

fig. 5. IR graph-based model
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For example, we will look at the model proposed in 
[14]. This model adopts a graph structure that captures 
the occurrences of terms in documents and the correla-
tions between terms. The similarity between a document 
and the query is computed by a specific type of random 
walk graph algorithm called Random Walk with Restart 
(RWR). The model can be extended to incorporate rel-
evant feedback naturally. Its effectiveness is evaluated 
using TREC collections; its performance is measured and 
compared to systems participating in the TREC program. 
The diagram in Fig.5 summarizes the proposed process.

The model builds a collection graph that represents 
the content of documents and the relationships be-
tween terms created before a query exists. When a 
user provides a query to the system, a query node is 
constructed and connected to the query terms in the 
graph. A graph random walk algorithm is then ap-
plied to calculate the relevance of each document to 
the query. The present model was tested on the TREC 
2003 High Accuracy Retrieval from Documents (HARD) 
corpus (National Institute of Standards and Technol-
ogy, 2009), which provides 20 training topics with 100 
documents judged for each topic and uses a set of 48 
topics for evaluation. The soft evaluation judgment is 
adopted in this experiment since the author does not 
use any additional information provided.

Four GIR configurations are studied:

The gIR-NoRelNoSig (Baseline) configuration uses 
binary link weights and does not include a relationship 
between terms. 

The gIR-RelNoSig (corrBinary) configuration in-
cludes relationships between terms with binary link 
weights. 

The gIR-RelSig (full) configuration includes a term 
relationship with real-valued connection weights be-
tween 0.0 and 1.0. 

The gIR-Rf configuration is gIR-RelSig (Rf) with the 
automatic relevance return process. The initial run's first 
ten documents are automatically fed into the model.

Comparing the four configurations of the GIR model, 
the performance was better from the weakest to the 
strongest GIR-NoRelNoSig, GIR-RelNoSig, and GIR-Rel-
Sig, respectively.

6. ClASSIfICATION TEChNIQUES BASED 
MODElS

The idea here is to transform the IR problem into a 
classification problem. As shown below in Fig. 6, the 
query is considered a document; we have a set of de-
termined classes. Once a new document arrives, we 
must put this document in the suitable class or classes.

Dynamic document classification reduces effort and 
time as it processes the new document and assigns it 
directly to the appropriate classes without re-running 
the entire algorithm. [15]

fig. 6. A general process of dynamic document 
classification

Classification as a learning method automatically as-
signs one or more classes to a free text document. Doc-
ument classification can be performed in supervised 
or unsupervised learning mode: "Supervised classifica-
tion aims to associate each of the n observations {x1, ..., 
xn} with one of the k classes known a priori while unsu-
pervised classification aims to group these data into k 
homogeneous groups" [16]

6.1 MODEl-BASED ON SUpERvISED 
 ClASSIfICATION

Supervised classification is based on input and output 
examples to classify new documents. Predefined classes 
are assigned to text documents based on their content. 
The typical text classification process consists of prepro-
cessing, indexing, dimension reduction, and classification 
[17]. The goal of classification is to train a classifier based 
on known examples, and then unknown examples are as-
signed automatically. Statistical classification techniques 
such as Naïve Bayesian classifier, nearest neighbor clas-
sifier, decision tree, and support vector machines can be 
used to classify the text. In [18] authors proposed a com-
bination of TF-IDF and the KNN algorithm for classifica-
tion. The optimized method performed six times better 
than the conventional method. Nevertheless, the quality 
of classification decreases slightly with the increase in the 
number of documents. The studied collection is 500 doc-
uments of different lengths and different categories. The 
following table (Table 2) summarizes the implementation 
of this algorithm and the result of this classification:

Table 2 . KNN and TF-IDF

Representation Bag of words

preprocessing
 adjust documents to classic text format

 automatically remove control characters

Tf-IDf formula
 

Measure of similarity Euclidean distance

Documents categories Sport Politics Finance Daily news

Classification quality 0,92% 0,90% 0,78% 0,65%
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This algorithm presents accurate results for the cat-
egory "sport" the main reason for the excellent classifica-
tion results in this category is that the documents were 
not textually demanding. The documents did not con-
tain many different words, which reduced the impact of 
unusable words and characters. On the other hand, the 
worst classification was for the "Daily News" category. 
The content analysis of the documents in this category 
showed that these documents contained a lot of unus-
able words, those words that are often repeated and do 
not have a significant weight but harm the classification.

6.2 MODEl-BASED ON UNSUpERvISED 
 ClASSIfICATION

Unsupervised classification or clustering is used to 
group similar documents. This method is based on the 
concept of dividing a similar text into the same clus-
ter. Each cluster contains many similar documents [19] 
. The objects are grouped or clustered based on maxi-
mizing intra-class similarity and minimizing inter-class 
similarity.[20]

The authors of [15] proposed a comparative experi-
ment between the two clustering techniques, HAC (hi-
erarchical agglomerative clustering) and fuzzy K-means, 
for the same collection of 45 documents of different 
categories. The following table (Table 3) summarizes the 
algorithm followed along and the results obtained.

Representation Bag of words

preprocessing
 Eliminate StopWords

 Stemming

Tf-IDf formula Nothing to report

Measure of similarity Cosine distance

Documents 
categories News 20 Reuters Research 

papers E-mail

hAC
Entropy 0.256213 0.112368 0.678951 0.225641

f 
Measure 0.8612 31 0.8890 23 0.5234 10 0.7456 12

fuzzy 
K-means

Entropy 0.389763 0.421189 0.245612 0.214561

f 
Measure 0.785621 0.614523 0.884532 0.754312

Number of Clusters 4 6 4 4

Table 3. HAC Vs fuzzy K-means

It appears that HAC New 20 and Reuters data perform 
better. On the other hand, Fuzzy K-means is more accu-
rate for the Research Paper data. Either algorithm can 
be applied to the E-mail dataset, as the entropy and 
accuracy values do not show a significant difference. 
However, the graph (Fig. 7) indicates that e-mails can 
be well classified with Fuzzy k-means, which produces 
non-overlapping clusters.

Thus, the impact of document categories on the per-
formance of either supervised or unsupervised classifi-
cation is infallibly proven.

fig. 7. Fuzzy K-means plots for email dataset[15]

6. 3 ChOOSINg ThE RIghT 
 SIMIlARITy MEASURE 

An experiment in [21] aims to find the best distance 
measure of hierarchical clustering techniques (HAC), K-
means, and K-medoids. Many distance measures were 
tested: 'Euclidean distance', 'Cosine distance', 'Distance 
between neighborhoods', 'Hamming distance', 'Jaccard 
distance', 'Correlation distance', 'Chebyshev distance' 
and 'Sqeuclidean distance'. 

The collection comprises five categories: Business, 
Education, Elections, Entertainment, and Games. Each 
category has 50 articles selected for implementation, 
which are taken from the websites of different news 
channels. In hierarchical clustering, Euclidean distance 
measure by means was the best. In K-means clustering, 
correlation distance measure, and K-medoids cluster-
ing, city block distance measure shows better results 
than other distance measures. 

The HAC evaluation results show that the classification 
quality using Euclidean distance exceeds that of Cosine 
distance by 0.2597. Hence, the usefulness of questioning 
the results of using Euclidean similarity measure in the 
HAC technique of the algorithm proposed by [15].

7. DEEp lEARNINg BASED MODElS

For text classification, after classification learning 
came deep learning. In the context of IR, deep learn-
ing approaches were attractive for two reasons: First, 
continuous vector representations freed text retrieval 
from the limitations of exact term matching. Second, 
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Table 4. Overview of previously published results 
on ad-hoc IR datasets.

Robuste04 ClueWeb-09-Cat-B

CARD P@20 CARD P@20

BM25 [24] 0.255 0.370 0.101 0.326

QL [25] 0.253 0.369 0.100 0.328

DSSM [26] 0.095 0.171 0.039 0.131

CDSSM [27] 0.067 0.125 0.054 0.177

ARC-I [28] 0.041 0.065 0.024 0.089

ARC-II [28] 0.067 0.128 0.033 0.123

MP [29] 0.189 0.290 0.066 0.158

DRMM [25] 0.279 0.382 0.113 0.365

PACRR [30] 0.254 0.363 / /

NPRF-KNRM [31] 0.285 0.393 / /

NPRF-DRMM [31] 0.290 0.406 / /

BERTBase MaxP[22] 0.365 0.465 / /

BERTLarge MaxP[22] 0.374 0.477 / /

BERT-QE-Large[22] 0.386 0.489 / /

BERT-QE-Medium[22] 0.383 0.489 / /

PARADE[22] 0.380 / / /

•	 Although the probabilistic models (QL and BM25) 
are simple. They can already achieve reasonably 
good performance.

•	 The asymmetric, interaction-oriented, multi-gran-
ularity architecture can perform better than the 
symmetric, representation-oriented, single-gran-
ularity architecture on ad-hoc search tasks, except 
for SNRM.

•	 As a specific instance of transformer architectures, 
BERT provides superior results to what has gone 
before. It is a robust empirical result that is widely 
replicated. BERT stands out for bringing together 
many crucial ingredients to produce tremendous 
advances in inefficiency. As a more sophisticated 
model, it draws many vital insights: the goal of con-
textual integrations is to capture complex features 
of language (e.g., syntax and semantics), as well as 
the way meanings vary across linguistic contexts 
(e.g., polysemy).

8. DISCUSSION

The IR models analyzed in this work have several con-
tributions and suffer from several limitations:

A model based on the bag-of-words representa-
tion is simple, efficient, and easy to implement, which 
makes it ideal for forming the basis of more complex 
algorithms and IRS [32]. However, the bag-of-words 
representation and TF-IDF are constrained by several 
challenges:

•	 The TF-IDF treats words according to their morphol-
ogy. For example, “year” and “years” will be consid-
ered as two separate words, which leads to a de-
crease in the weight of the word in the collection. 

•	 An ample term space slows down the search and 
consumes memory space.

•	 The effectiveness of TF-IDF decreases with increas-
ing collection scale[8][33]

Based on a bag-of-words representation, this ap-
proach does not consider the relationship between 
words. A word can have several synonyms [34]. More-
over, TF-IDF is limited to a lexical function and does not 
allow checking text semantics. So, it is not practical to 
search for co-occurrences of a word [6][8]. 

A graph-based model has the advantage of linking 
multiple and various objects with various fast and scal-
able techniques. Its structure is flexible to incorporate 
many performance improvement techniques. The re-
sults show that including term relationships and term 
importance weighting is helpful for search. However, 
incorporating automatic query expansion into the 
model is not very useful. Nevertheless, with the crazy 
evolution of the documents to be indexed before pro-
cessing and the dynamic nature of the collection, the 
indexing space becomes larger and larger. In addition, 
the high frequency of use requires asking questions 
about the response time, the adaptability of a model, 
and the availability of relevant information at the right 
time. We mean by the adaptability of a model its ability 
to progressively update the indexing of the database 
with the constant operation when the database is peri-
odically updated with new information[35].

A model based on classification techniques can rem-
edy its limitations and has several advantages:

•	 Accelerated search process:  
number of classes < number of documents

•	 Adaptability and extensibility for dynamic collec-
tions to find relevant information in response to 
an information need, during a mass of constantly 
changing data.

On the other hand, the techniques treated in the 
present synthesis are based on statistical approaches 
using TF-IDF. It is then limited to a lexical function of 
words without considering the problems related to 
ambiguities. Hence the importance of observing the 
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neural networks promised to avoid the need for labori-
ously hand-crafted features (which addressed a major 
difficulty in building systems using rank-based learn-
ing)[22] . Deep learning models do not take raw text as 
input; they only work with numerical tensors by vector-
izing text into numerical tensors. [23]

In the literature, several models of neural networks 
applied to IR are used in combination to achieve overall 
efficiency. Table 4 presents an overview of the results 
obtained. The citation in each row indicates the original 
paper where the method is proposed. The backslash 
symbols indicate no published results for the specific 
model on the specific dataset in the related literature. 
Based on the reported results, we observe that:
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problem of the semantic gap and the possibilities of 
enriching these models with solutions that allow for 
the semantic aspect.

When faced with such a problem to study the mean-
ing of a word ideally, it should be observed in its context. 
Thus, in a text (and by extension in language), there is 
more or less significant dependence between words.

A recent family of techniques (circa 2013) has re-
thought models with a representation of words in a 
space with some similarity between them (i.e., proba-
bilistic), in which the meanings of words bring them 
closer together in that space in terms of statistical dis-
tances. It is folded in a dimension space. Its pet name: is 
word2vec or a language model in a more general way. 

Language models, introduced in 1998 by Ponte and 
Croft [36] are a probabilistic concept. What is the prob-
ability that a query (sequence of terms (or grams)) will 
appear in a given document? The difficulty is establish-
ing this model for small documents. In order to solve the 
lack of information during the construction of the model, 
different smoothing methods (Hiemstra, 98) (Song et al., 
99) and different models (Berger et al., 1999) have been 
proposed. The results obtained by these models have 
shown equivalent or even better performances than the 
classical models. However, the term mismatch problem 
occurs frequently in IR. It can occur when the query is 
short and/or ambiguous but also in specialized domains 
where non-specialists make queries and documents are 
written by experts. Recently, the term mismatch prob-
lem has been addressed using neural learning to rank 
models and word plunging to avoid using only exact 
term matches for search. Another approach to the term 
mismatch problem is to use Knowledge Bases that can 
associate different terms with the same concept. In addi-
tion, the recent success of transformers in automatic nat-
ural language processing (NLP) [37][38][39][40], which 
have managed to achieve significant performance gains 
through sequence representations useful for this field of 
application. However, applying these encoders, for IR, in 
an architecture adopting deep learning does not lead 
to the same performance gain. The consulted literature 
presents the following explanations:

•	 The semantic matching used for NLP differs from 
the relevance matching adopted for IR. These dif-
ferences affect the design of deep model architec-
tures, and it can be difficult to find a "one-size-fits-
all" solution to such different matching problems.
[25][28] 

•	 The query is usually short and based on keywords. 
The document can vary considerably in length, 
from tens of words to thousands or even tens of 
thousands of words.

•	 Deep learning techniques have been widely criti-
cized as a "black box" that produces good results 
but no insights and explanations of problems.

We are nearing the end of this study, but we are still 

far from the end of the road in this line of research; 
there are still many open questions, unexplored direc-
tions, and much more work to do.

9. CONClUSION

In this paper, we have presented some approaches 
to TIR. Five textual IR approaches have been discussed, 
those based on keywords, those based on graphs, those 
based on classification techniques, and those based on 
deep learning techniques. The traditional approaches 
suffer from polysemy and synonymy, while the lan-
guage model-based approaches are more efficient 
because they allow for term linking (word-word). In 
addition, approaches based on ML techniques, in gen-
eral, can encompass different approaches (statistical, 
graph, language...) on the one hand and benefit from 
several advantages, namely: feature extraction, system 
abstraction, response time, scalability, adaptability, etc. 
Hence the importance of investing in the advantages 
of the proposed approaches to have a more optimal 
model. The combination of several approaches is excel-
lent potential to improve the performance of the IRS.

In our future work, we will propose a hybrid approach 
to IR based on the combination of several approaches 
of IR and deep learning techniques.
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