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Abstract 

This thesis contributes to the field of voice studies by analyzing the design and 

production of synthetic voices in performance. The work explores six case 

studies, consisting of different performative experiences of the last decade (2010- 

2020) that featured synthetic voice design. It focusses on the political and social 

impact of synthetic voices, starting from yet challenging the concepts of voice in 

the machine and voice of the machine. The synthetic voices explored are often 

playing the role of simulated artificial intelligences, therefore this thesis expands 

its questions towards technology at large. The analysis of the case studies follows 

new materialist and posthumanist premises, yet it tries to confute the patriarchal 

and neoliberal approach towards technological development through feminist and 

de-colonial approaches, developing a taxonomy for synthetic voices in 

performance. Chapter 1 introduces terms and explains the taxonomy. Chapter 2 

looks at familiar representations of fictional AI. Chapter 3 introduces headphone 

theatre exploring immersive practices. Chapters 4 and 5 engage with chatbots. 

Chapter 6 goes in depth exploring Human and Artificial Intelligence interaction, 

whereas chapter 7 moves slightly towards music production and live art. The 

body of the thesis includes the work of Pipeline Theatre, Rimini Protokoll, Annie 

Dorsen, Begüm Erciyas, and Holly Herndon. The analysis is informed by 

posthumanism, feminism, and performance studies, starting from my own 

practice as sound designer and singer, looking at aesthetics of reproduction, 

audience engagement, and voice composition. This thesis has been designed to 

inspire and provoke practitioners and scholars to explore synthetic voices further, 

question predominant biases of binarism and acknowledge their importance in 

redefining technology.   
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-1. An Autobiophonic Preface 

Even though this thesis is not practice-based, situating my practice is 

fundamental in introducing my approach. Konstantinos Thomaidis’ latest work on 

autobiophony and vocal archaeology explores the hidden trajectories of voice 

training in the way ‘we narrate the histories of our own voices’ (Thomaidis, 2020a, 

p. 86).1 This preface works as an autobiophony of my artistic practice, grounding 

the thesis within my experience as a voice practitioner entangled with 

technologies. 

 

One day in 2016, while sitting at a friend’s bar, I started talking with someone I 

did not know. A few days earlier, she had attended a concert where I was singing, 

but since I was constantly wearing a mask whilst performing, she could not 

recognize me, thinking of me as one of the other musicians.2 She loved the 

performance, but one thing disappointed her: the voice. She said: ‘the singer was 

not using their real voice; the singer was not themselves, too much technology, 

too many voices. Where is their voice?’ She described how the voice needed to 

be more ‘real’, without the interference of electronic samples or filtering effects. 

The ‘critique’ made me wonder how audiences and artists relate and listen to 

filtered or synthesized voices, and these doubts followed me in multiple other 

performance practices.  

 
1 Autobiophony: an auto-ethnographical approach towards the vocal self 
(Thomaidis, 2020a, p. 86). 
2 I am the singer and creator of the electronic music project Mr. Everett, where 
the figure of the cyborg is explored through images and sounds of a post-
apocalyptic future, in which humans are recreated in humanimal – cyborg 
forms. 
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Figure 1 - The author singing with Mr. Everett, 2018 

 
In Who is Voicing, a participatory, one-on-one sound installation I devised in early 

2018, the audience was invited to voice with technologies, guided by or 

responding to them. The performance used pre-recorded human voices, pre-

recorded speech synthesis, digitally modified voices, and interactive artificial 

response devices. The show was a 45-minute interactive performance for one 

participant at a time and featured headphones, microphones, speakers, and 

computers. However, recurring problems and dilemmas emerged while devising, 

and especially in later self-reflexive moments. In 2019 a group of researchers 

created Q, the first genderless synthetic voice, but unfortunately, it was not 
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available when I was devising and creating Who is Voicing.3 In 2018, the voices 

available on the market had different accents and tones but were only presented 

either as male or female. In Who Is Voicing, I designed the synthetic voices 

through a state-of-the-art Text-To-Speech voice downloaded online. I wanted to 

create a ‘gender-neutral voice’, so I chose a female-coded British accented voice. 

I then re-pitched it to obtain a ‘lower’ sounding effect and overlapped the original 

track to the re-pitched one. With my limited experience in synthetic voice design 

– I am a performer, not a programmer– the attempts in tweaking the sound of the 

voices to make them ‘gender neutral’ proved not enough. They did not challenge 

enough, let alone cancel out, gender stereotypes embedded in the perception of 

a female- or male-sounding voice. 

 

As soon as the last participants left, I exited the tech room and rushed outside 

the building. I stood in the sun, breathing out my ‘adrenaline’; however, something 

was off. I felt detached from the performance: a deus ex machina observing from 

afar and within. I ‘ruled’ the room with my control buttons and cameras. I must 

disclose that my gender identity differs from my gender assigned at birth; I am 

non-binary. However, ‘man’ is how I was perceived and identified in 2018. I am a 

White, European person perceived as a man, and I positioned myself in the 

center of the performance, controlling the machine running the show, observing 

everything. Even my relations with/to other human collaborators were 

problematic: the technician and I were, at time, self-defining men, the five room 

assistants, all women. In my performance, men were ‘running the show’, whereas 

women were hostesses. The Man was always-already the person behind the 

 
3 For more information on Q see CopenhagenPride, et al., 2019. 
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machine.4 Questions rose: Are technology and patriarchy inexorably linked? Can 

synthetic voices detach themselves from standardized representations of 

normativity?  

 

These two brief autobiophonic experiences foregrounded how the relationship 

between voice, technology and listening needs to be investigated, especially in 

the field of synthetic or computerized voices. This thesis explores this rich and 

fascinating field, focusing on performance and relationality; I analyze practices, I 

identify conceptual trends, and I highlight future trajectories. 

 

  

 
4 In this thesis, whenever I use the capitalized version of ‘man’, I refer to the 
concept of hegemonic Man as White-European-Cis as Sylvia Wynter (1984) 
and Gloria E. Anzaldúa have proposed (1987). 
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0. Introduction 

In the past 20 years, only a limited amount of scholarship has placed the 

disciplines of voice and sound studies in conversation with posthumanist ideas, 

especially within performance studies.5 The present thesis responds to this 

lacuna by exploring this convergence, and it is one of the first to do so specifically 

through an analysis of synthetic voices in contemporary performance practices, 

charting theatrical representations of synthetic voices which serve as a site for a 

critical analysis of the political and social impact of Artificial Intelligence. The 

thesis is addressed to artists, scholars, students, and readers interested in the 

broader fields of Artificial Intelligence and voice technology, immersive theatre, 

digital performance, and contemporary art. The case studies I have selected will 

serve as a taxonomical repertoire for understanding how performance artists 

have used synthetic voices in the recent past. Additionally, the case studies will 

lay the groundwork for a posthumanist and technofeminist critique of (voice) 

technology. 

  

Throughout my artistic career as a voice practitioner, I have put vocal exploration 

of human/non-human relations at the core of my work. Fascinated by the 

responsiveness of speech-activated machines like Siri and Amazon Alexa, I have 

consistently investigated electronically filtered voices as companions and objects 

of enquiry through performative and music projects based on dialogue and 

relationality. I have worked on multiple artistic productions focused on Human– 

Robot Interaction (HRI) and Human–Artificial Intelligence Interaction (HAAI) 

 
5 For instance, see McQuinn (2020) and Young (2015). 
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using synthetic voices or speech synthesis.6 In this thesis, across six case studies 

that form the main chapters, I analyze synthetic voices in performative 

experiences from the last decade (2010–2020). My main objective is to provide 

a taxonomy of synthetic voices in performance, informed by a posthuman and 

feminist critique, to expand practical possibilities for artists and to understand 

which ideas and debates inform the design of synthetic voices on stage and – 

consequently – off stage our engagement with them. These case studies feature 

staged or real dialogues between humans and machines and between machines 

and machines. To achieve my stated objective, I employ a mix of technofeminist 

analysis and posthumanist critical thinking, focusing on the different forms of 

listening materialized and performed in each case study. This research is 

structured around three primary research questions, drawing from my main 

theoretical framework:  

 

What kinds of vocal relations are materialized, enacted, and evoked in 

contemporary performances that make use of speech synthesis? 

 

Secondly, in keeping with technofeminist critiques of technology: how might 

synthetic voices in performance inform and perform a feminist and posthuman 

perspective on technology?  

 

Thirdly, to explore and criticize the assumptions and presuppositions of how a 

voice should sound (in performance and beyond): how is gender performed 

through synthetic voices? 

 
6 Spillikin (Pipeline Theatre, 2015), Remote London (Rimini Protokoll, 2016), 
Hello Hi There (Annie Dorsen, 2012), SeeBotsChat (2017), Pillow Talk (Begüm 
Erciyas, 2019), Holly Herndon’s practice (2016 -). 
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The pressing urgency to address the above questions can be understood through 

a brief survey of the academic fields that explore synthetic voice, which points to 

persistent gaps in the literature. Synthetic voices are technological artifacts, 

human-made objects, such as health appliances and personalized or general 

digital assistants, which serve a purpose in customer care.7 This thesis does not 

address prosthetic cyber technologies, such as speech boxes or synthetic 

larynxes but synthetic voices and AI only – in other words, computers, and digital 

technologies, mainly speech synthesis. Speech synthesis is an algorithmic 

process of analysis and synthetic production of vocal sound through a computer. 

Examples can be heard in text-to-speech (TTS) screen readers; in virtual 

personal assistants (VPAs) like Siri and Amazon Alexa, which are based on voice 

recognition and speech-to-text (STT) engines; in satnavs; and in automated 

phone support systems based on Interactive Voice Response (IVR). TTS, text-

to-speech, is a process that allows a computer to synthesize a sound file from a 

line of text. STT is the opposite: a computer analyzes a sound file, transcribing it 

as text. IVR, interactive voice response, is the process behind VPAs (voice/virtual 

personal assistants), allowing the devices to ‘listen’ to voices and combining TTS 

and STT to produce voiced responses. To this day, a thorough study of such 

voices in performance is practically non-existent. In her latest book, Norie 

Neumark touched on the topic (2017, p. 98 – 107). Konstantinos Thomaidis briefly 

explored what they define as ‘synthesized voices’ in Rimini Protokoll’s 

performance Remote Paris (2013) (2017, p. 65 – 67). Other authors have focused 

on ‘artificial voices’ in live art (Beiguelman, 2010) and in music, especially 

 
7 I consider prosthesis as a subfield of disability studies, which is not the 
primary focus of this thesis, however important and necessary.  
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Miriama Young with their extensive research on the ‘mechanical voice’ (2015, p. 

75 – 105). 8  Liz Faber (2020) recently published a dense overview of ‘computer 

voices’ in cinema, rooting her research in feminist psychoanalysis, echoing the 

Slovenian philosopher Mladen Dolar when he briefly linked ‘machine voices’ to 

the psychoanalytical realm of mimetic desire (2006). However, none of the 

abovementioned researchers seemed to focus directly on the role of synthetic 

voices in performance.  

 

Voice technology is a fast-growing field in science that embraces reproduction 

and production. In music and cinema, synthetic voices are generally employed 

as instruments for composition9 or as representations of speculative versions of 

intelligent machines (Faber 2020, p. 3).10 Similarly, synthetic voices are used in 

performance and theatre as representations of AI representations or interactive 

‘beings’ that echo human ideas of Virtual Personal Assistants. As indicated 

above, scholarship in Voice and Theatre Studies, but also in Digital Theatre and 

Performance Studies, has yet to approach synthetic voices as its primary object 

of analysis. There is no consensus around terminology nor a sustained 

exploration of what synthetic voices do and encompass. Therefore, this thesis 

seeks to define, explore, and inspire more research on synthetic voices in 

performance. 

  

 
8 While a concrete study on synthetic and artificial voices in theatre 
performance is lacking, this has been a flourishing research field within the 
domain of music. Books such as La Voix et la Machine by Bruno Bossis (2005) 
have focused on the physical and cultural implications of speech synthesis, as 
have researchers Hanna Bosma and Remko Scha. 
9 For instance, the musicians Martin Riches and Greg Beller make extensive 
use of synthetic voices in their compositions. 
10 Probably the two most famous examples are Hal9000 from 2001: A Space 
Odyssey, by Stanley Kubrick (1968), and Samantha/OS1, in Her, by Spike 
Jonze (2013). 
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Vocal Turn 

As a musician and researcher, I have always been drawn to the power of voice 

as a devising and artistic tool, a means of communication, and a field of enquiry. 

In the last decade, voice has become an ‘established area of study and a 

methodological tool’ (Thomaidis & Macpherson, 2015, p. 5). Along the lines of the 

sound studies turn or ‘sonic turn’,11 a ‘vocal turn’ has happened in theatre and 

performance studies, with numerous publications across countries and cultural 

environments, as well as a proliferation of university courses on Voice Studies, 

as a scientific, artistic, and theoretical field.12 Voice Studies is an umbrella term 

that includes multiple domains such as cinema, opera, music, theatre, science, 

health and medicine, and philosophy.13 To contextualize how this research draws 

on Voice Studies, I draw from philosophy and Science and Technology Studies 

to explore voices in performance (specifically in staged environments) that 

present various forms of acting, performing, and liveness.  

 

One of the aims of Voice Studies is to rethink the role of voice in the making of 

knowledge, detaching it from the authority of logos and the centrality of speech, 

expanding the boundaries of what voice is and does.14 The discussion that ignited 

 
11 For the ‘sonic turn’, see Curtin (2014, p. 3). 
12 For instance, in 2019 the Theatre & Performance Research Association, 
launched the ‘Sound, Voice, and Music’ working group. In addition, the Royal 
Central School of Speech and Drama has an MA course on Voice Studies. 
Since the mid 2010s, multiple works have been published in the field; 
publications like Konstantinos Thomaidis’ Theatre & Voice (2017), and The 
Oxford Handbook of Voice Studies (2019), edited by Nina Sun Eidsheim and 
Katherine Meizel, helped to solidify the field.  
13 Some of the core and recurring themes of the field are the link between voice 
and identity; the differences between singing and spoken voice; voice and 
gender; forensics and voice; dysfluency and disability studies; voice in cinema; 
voice and race. 
14 On what voice is and what voice does, see also Thomaidis, 2015. 
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the field of Voice Studies concerned the difference between logos and phoné. 

Logos is the sign, language spoken and vocalized, the vocal reproduction of 

meaning. Phoné is the materiality of the voice, the sound that creates meaning 

only by existing as a sonorous presence. Adriana Cavarero claimed that vocality, 

as phoné, plays a material role in the production of sense and communication, 

and argued that cultural history can be seen as a ‘devocalization of logos’ (2005, 

p. 33).15 Every human has a uniqueness, expressed in the voice, which is a 

discriminating factor of identity, more than logos, language or what has been 

communicated via speech (177). Similarly, a recurring concept in voice studies is 

the ‘grain of the voice’ as defined by Roland Barthes. For Barthes, there exists a 

particular ‘grain’ of the voice that cannot be easily described but resides in the 

‘materiality of the body speaking its mother tongue’ (1977, p. 184). Such ‘grain’ 

is the marker of the speaker's identity, their singular ‘voiceprint’, that can help the 

listener recognize a certain ‘uniqueness’ of the voice. 

 

Moreover, Konstantinos Thomaidis and Ben Macpherson introduced and defined 

the concept of the ‘in-betweenness’ of voice (2015, p. 5), moving from the 

dichotomy of logos and phoné into the realm of relationality. Voice develops 

relations rather than being a mark of a certain subject: it is not a singular 

expression but it is a relation of pluralities, a multiplicity that becomes an ‘in-

between’ (p. 4): in-between the voicer and the listener, in-between the different 

voicers, in-between the self and the character, in between meaning and sign.16 

Moreover, Thomaidis advocates for a shift from the object-voice to voice-as-

 
15 Cavarero reread philosophy, linguistics, and critical theory through the 
‘embodiment’ of the voice, counter-positioned to the immateriality of phoné 
semantike (2005, p. 3). 
16 As Thomaidis writes, ‘different voices put me in decisively different subject 
positions. Each voice makes me the voicer who produces it’. (VV.AA., 2015) 
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action, from the fixed concept to the pluralistic process, from the finite product to 

the production and the reception: from voice to voicing (2017, p. 71). The present 

thesis, and my work at large, extends this line of argumentation concerning the 

in-betweenness of voicings into listening to synthetic voices. My approach to 

voice is focused on the relational aspect of the voice as an artistic feature of 

performative practices. Voice does not only occur in-between the voicer and the 

listener, but in-between the voicer, the (on-stage) listener, and the possible (off-

stage) attendee, or audience member. Especially when analyzing synthetic 

voices, voice also emerges in-between human and machine: with the aid of 

technological and digital reproduction, the humanity of the voice is challenged, 

and its borders are blurred. For the purposes of my analysis, drawing on Cavarero 

and Barthes alongside Thomaidis and Macpherson, voice is not only an 

embodied connection through which we can transmit language and meaning, but 

also a series of relating identities that move in-between each other’s 

presuppositions, imaginations and listening habits. Therefore, my approach to 

synthetic voice is framed around the possibility of exploring how such vocal 

identities are formed in the relational space of the (posthuman) in-between. 

 

A Short History of Voice Technology 

The following section will offer a historical overview of voice technology. This will 

serve to situate the case studies in a specific historical horizon and its adjacent 

ideologies and philosophies of voice. To begin with, it is fundamental to clarify 

the terminology. An artificial voice is a simulation of human speech. The first 

attempts to produce mechanical speech occurred in the Middle Ages, reaching 

peak interest in the late 17th century with the ‘talking heads’ experiments. It was 
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not until the late 18th century that humans got the first ‘really functioning and 

anatomically based speech synthesis concepts’ (Brakhane, 2016). The work of 

scientist and technologist Wolfgang von Kempelen is at the root of the current 

voice technology field.17 Von Kempelen developed a machine that, through a 

reed, was capable of producing a sound that resembled an ‘awkward’ human 

voice (Cox, 2019, p. 168).18 The speaking/talking heads were artifices created for 

Von Kempelen’s automata spectacles, yet they were early experiments born out 

of ‘a desire to study empirically how the voice works’ (p. 168). In the nineteenth 

century, various reproductions of talking heads appeared in fairs, exhibitions and 

automata spectacles but did not entice the wider public’s attention. However, 

inspired by the possibility of the transmission of sound waves, and in need of non-

traceable forms of communication during wartime, scientists started researching 

artificial voices in a more sustained way.19 In 1939, the Bell Laboratory attempted 

to reproduce the human voice electronically with the Voder, a device capable of 

analyzing and synthesizing human speech by electronic means, as used in 

military communication (Weheliye, 2012, p. 518). Then, in 1961, IBM computers 

synthesized a wholly artificial and audibly mechanical voice, leading to the 

creation of IBM 7094, the first computer to ‘sing’.20 Until the 1970s and early 

1980s, synthetic voices sounded extremely mechanical, and they did not differ 

 
17 Wolfgang von Kempelen (1734–1804) was a scientist of the technical artifices 
of automation.  
18 There are multiple recordings of reproductions of the Von Kempelen machine 
online; see, for instance, Brakhane (2017). 
19 Even though the origin of artificial voices is theatrical, they became 
paradigms of useful capitalist technology during the militarization of mechanical 
voice production in the 1930s. 
20 The recording of the popular American song ‘Daisy Bell’, as sung by the 
computer, is a triumph of uncanniness that still provokes unease and 
fascination to this day. It is possible to hear a recording on YouTube (Radovic, 
2008). This moment was quoted in Stanley Kubrick 1968’s masterpiece 2001: A 
Space Odyssey, a signifier of the growing interest in speaking devices in 
mainstream culture. 
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much from the IBM 7094 in sound. With the widespread proliferation of personal 

computers and the plummeting prices of processing power, ‘concatenative 

synthesis emerged as the choice for increasingly natural-sounding voices’ (Bell, 

2016, p. 225). Concatenative synthesis consists in pairing different phonemes of 

pre-recorded speech, then combining them through digital and mechanical 

processes (ibid.). A synthetic voice, then, results from numerous ‘disembodied’ 

little pieces of human voices (Beller, 2017). These pieces are called phonemes, 

or formed phones, that are ‘any speech sound or gesture considered as a 

physical event without regard to its place in the phonology of a language’ (Bell, 

2016, p. 238). Two adjacent phones together form a diphone, the smallest 

phoneme in phono-linguistics and one of the fundamental differentials for 

meaning making. If a phoneme changes – such as in accent or sound – the 

meaning of the word changes. The analysis and synthesis of human speech allow 

computers to select phonemes and link them differently to achieve diverse 

pronunciations, changed words and therefore different meanings.  

 

Artificial voice is an umbrella term that applies to all voices augmented by 

technology, mechanically reproduced speech, and speech synthesis. This last 

term refers to the computerized version of vocal mechanization and is the focus 

of this thesis, though the term I have decided to use is synthetic voice. I chose 

not to use synthesized voice or computerized voice, since the verb aspect of both 

brings attention to the creation process. In addition, the scientifically preferred 

term speech synthesis describes the process of concatenative synthesis and the 

process only. I avoid these terms because I focus on the identities that synthetic 

voices perform and evoke and the relations they develop with the listeners; 

therefore, I use the adjective synthetic in combination with the noun voice.  
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In these voices, language, prosody, pitch, programming, social habitus, author’s 

ideas and positionality co-exist. They are all part of what I define as vocal skein, 

or the interdependence and co-agency of all parameters of a synthetic voice.21 

The skein as a knotted, intricated group of threads, has been advanced 

figuratively in narrative and poetry to represent tangled and multi-faceted 

agglomerates of uncertain matter (Alderman, 2016) or intricate politics (Scott, 

1831), and even the voice, body and mind connection (Thomas, 1939).22 In my 

version, the skein must be understood as a material and immaterial collection of 

attributes that form a synthetic voice. Whereas a human voice exists without 

language or sound, a synthetic voice is always connected to a technological code, 

to graphics and waves of vocal phonemes. The skein is the fundamental unit of 

such a voice. I now extend the concept of skein to understand a feature exclusive 

to synthetic voices: they are always-already linked to logos while not being simply 

logos, or speech. This statement seems to go against a fundamental position of 

voice studies, which is the detachment of phoné (voice, sound) from logos (word, 

meaning) as always separable and not necessarily overlapping. However, I do 

not claim the existence of pure logos; instead, I include logos and phoné in the 

inextricable cradle of synthetic voice circuits that I call vocal skein. In synthetic 

voices, code and speech mesh in the skein of circuits and data, where logos and 

phoné – or ‘the things said’ and the ‘how of the saying’, the sonorous materiality 

 
21 The Oxford Dictionary defines a skein as ‘a quantity of thread or yarn, wound 
to a certain length upon a reel, and usually put up in a kind of loose knot’ (Anon, 
2022a). 
22 The term skein is inspired by Haraway’s ‘cat’s cradle game’ and string 
figures: ‘[a]lthough they are among humanity’s oldest games, string figures are 
not everywhere the same game. Like all offspring of colonizing and imperial 
histories, I—we—have to relearn how to conjugate worlds with partial 
connections and not universals and particulars’ (2016, p. 13). 
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of a voice – are inexorably linked. Voice sound does not exist without a line of 

code, but this does not imply that logos – as meaning – can exist without sound 

either. Instead of approaching this study through semiotics and responding to the 

question of ‘what is a synthetic voice?’ via an interrogation of the signifiers and 

signifieds of each synthetic voice examined, I am more interested in the 

relationality of the voices and the role they have in human-AI (artificial 

intelligence) interactions in performance (i.e., ‘what do these voices perform’?).23  

 

Synthetic Voices as Acousmêtres  

Synthetic voices consist of skeins made of circuits, bodies, waves and humans; 

in this sense, they are embodied presence(s) in our everyday life. However, they 

have often been represented as disembodied AIs, especially in cinematic media. 

To describe disembodied sounds, sound studies utilizes the term acousmatic. An 

acousmatic sound is one whose source is hidden to the eye of the listener, such 

as a bird in the forest, a movie or theatre sound effect, or a far-away explosion. 

Michel Chion expands the concept of the acousmatic sound to voice with the 

notion of the acousmêtre. The term stands for ‘invisible sound’ and indicates 

those voice bodies whose corporeal body – the source – is unknown or hidden, 

a voice that comes from ‘an immaterial and non-localizable body’ (Chion, 1999, 

p. 24).24 To further define the concept, Chion draws upon a delivery technique 

mastered by Pythagoras in his lectures: the Greek master used to teach his 

 
23 For a semiotic-based approach to synthetic voices in art, see O’Donnell-
Smith (2017, p. 22). 
24 The term acousmêtre has been popularized by film studies scholar Michel 
Chion, and was inspired by music studies scholar Jérôme Peignot, who coined 
the term acousmatic sound in reference to the Greek word akousma, literally 
‘the things heard’ (Verstraete, 2015). 
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students from behind a veil, to avoid distracting them with his presence.25 The 

sense of uncanniness and admiration produced by such an invisible voice body 

allows the voice to become a disembodied object, a singular expression of 

identity – or godlike super-identity that ‘knows all’ and has ‘complete power’ 

(Chion, 1999, p. 18). The voice presence of the acousmêtre is a sign of power, 

where hearing prevails on sight and the Pythagorean veil implies omnipresence 

and omnipotence.26 The acousmatic voice is a godlike figure, a voicing that 

combines fear and affect, repulsing and attracting its listener at the same time. 

Its body exists but probably only in the listener’s mind, and this is precisely the 

illusion that the acousmatic voice performs. 

 

In comparison with cinema and television, Kendrick (2017, p. 81) denotes the 

difficulty of defining acousmatic voices in theatre and performance. In the Wizard 

of Oz (1939), for instance, the fascination and fear that the wizard provokes are 

lost once Dorothy and her companions see the wizard himself. The disclosed 

figure of the wizard causes him to lose his symbolic godlike power and is rejected 

because he is not the imagined body that Dorothy needed. Dolar (2006, p. 67), 

through Chion, defines this act as de-acousmatization, the process of giving a 

body to a disembodied acousmatic voice. The de-acousmatization of the voice 

reduces the power of the acousmatic voice by giving body to a projected or 

 
25 See also Verstraete (2015, p. 3). 
26 Like Chion, Dolar and Thomaidis agree on the ‘godlike capabilities’ of 
acousmatic voices. To Thomaidis (2017, p. 63), the omnipresence of the 
acousmatic voice holds ‘godlike capabilities’, and it is given unquestionable 
authority by the listener. The listener can imagine a body for the voice, without 
reducing its haunting presence: ‘the voice without a body is inherently uncanny 
[…] the body to which it is assigned does not dissipate its haunting effect’ 
(Dolar, 2006, p. 61).  
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imagined ideal speaker. This process reduces the listener’s interest in the voice, 

breaking the dreamy illusion of a disembodied, godlike voice. 

 

Synthetic voices are acousmêtres, as argued by Liz Faber (2020) in her latest 

volume on AI and cinema.27 To Faber, essentially all synthetic voices in cinema 

are already acousmatic presences that take different forms. Although the body is 

present, whether as a spaceship or a computer, the synthetic voice always 

represents an AI ‘behind’ the ‘wrapping’ of the material body (23). The acousmatic 

presence of synthetic voices is one of their core facets: they exist in a body that 

listeners forget or tend to forgo, giving these voices an identity of their own. This 

identity is created through presuppositions, imagination, and projection, but also 

relates to gender and power. I fundamentally agree with Faber and, as will 

become evident in later parts of the thesis, the voices I selected for my chapters 

are representations of AI. I also analyze imagined and projected identities but 

from a different angle, based on relationality; Faber’s writing was mostly focused 

on production or at time reception, but not voice as an in-between. Moreover, 

Faber’s work focuses on cinema, while mine on theatre and performance. The 

audience in my case studies is live (and takes various forms), and its presence 

influences the understanding of the voice that I, as an audience member, hear. 

Moreover, the experiences I have selected feature a dialogue, a relation made 

for the listening ear of the audience member, who sometimes is actively taking 

part in the storytelling. Whereas Faber’s focus lies exclusively on representation, 

mine lies on relation and representation.  

 
27 Faber links the acousmatic and godlike presences of synthetic voices to 
familiar archetypes in science fiction movies and series, exploring the depths of 
synthetic voices as ‘voices without bodies’ (2020). 
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Voices in and of the Machine 

In a world made of relations, voices inhabit the spaces in between such relations, 

and what matters is not only who (or what) is the voicer but who (or what) is 

perceived as the voicer paired to the sound of this in-between. Voice-activated 

devices and synthetic voices have become an integral part of our everyday life. 

From train stations to answering machines and virtual personal assistants 

(VPAs), humans are speaking more and more with virtual agents (Guzman, 2019, 

p. 342). For this reason, researchers in various fields have explored human 

reactions and relations to artificial voices.28 For example, Human and Machine 

Interaction (HMI) scholar Andrea Guzman observed responses from people of 

different ages and professions when talking with VPAs such as Siri and Google 

Home (2019, p. 344). Guzman differentiates two broad approaches that the 

participants in her experiment took, categorized as the voice of the machine and 

the voice in the machine. Guzman writes of ‘the voice of the machine’ when users 

perceive the synthetic voice as the voice of the device: particular, singular and 

specific.29 In contrast, ‘voice in the machine’ refers to all cases in which users 

‘perceive themselves as engaging with an interlocutor that is distinct from the 

device’ (Guzman, 2019, p. 348). Guzman reveals that most users conceptualize 

their digital interlocutors as humanized entities, either as external voices 

speaking through a device, or as sentient devices. Siri is perceived as an 

independent social actor, as much as a call center phone assistant. Both 

 
28 Humans often respond to communicative technology socially by applying 
rules of communication with humans to interactions with technology, thereby 
imagining those technologies as independent interlocutors (Nass et al., 1994; 
Reeves and Nass, 1998). 
29 Guzman (2019, p. 346) refers to users who describe their communication with 
virtual assistants (VPAs) as an exchange of messages between them and the 
device. 
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perspectives – voice of and in the machine – refer to the interlocutor as if they 

are ‘life-like’ (2019, p. 350).30 

 

Similarly, sound studies scholar Cox (2019, p. 181) explains that ‘adding speech 

to a technological device suggests agency’.31 I understand agency in this case 

as the possibility to act or to change the listener’s perception of the device: ‘it’ 

becomes sentient, an agent, a ‘human’. In a simple dichotomy, when a listener 

relates with a synthetic voice as a voice of the machine, they are taking a 

‘scientific’ approach: the device has a voice, and it has agency because humans 

created it to mimic a human voice. Meanwhile, approaching a synthetic voice as 

a voice in the machine implies the existence of an identity behind or beyond the 

device. The device is a hollow box where someone else’s voice is reproduced. 

Both approaches further and evoke imagination in the listener: something more 

than a simple object or device but almost sentient, capable of hearing and 

processing my words as much as I can theirs. We give agency to VPAs ‘because’ 

they speak, and they are therefore ‘humans’. Siri speaks with us; she is human 

only because she speaks human language, and this happens due to the 

anthropocentric urge to assign agency to everything that is human-like. Such 

conceptions of synthetic voices could be limiting, risky and confusing precisely 

because they are anthropocentric and logocentric. Equating agency to humanity 

 
30 Both Guzman and Faber’s approaches are valid and fundamental, and they 
are a consistent part of my reasoning and feed my theoretical analysis. 
However, Guzman is a scientist who focuses on human behavioral approaches 
towards VPAs, while my research analyses the performative and imaginative 
side of vocal agency. Faber, like Dolar and Silverman before her, utilizes 
psychoanalysis to listen to synthetic voices, while my approach towards forms 
of relation goes beyond this familiar spectrum. In this sense, my research 
moves away from science and psychoanalysis, but draws from both fields. 
31 Cox (2019, p. 181) does not expand on what he defines as ‘agency’ but 
equates the term to ‘humanity’. According to him, a speaking device, even more 
so if moving, has agency or is ‘anthropomorphized’. 
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(or defining it as life-like) excludes years of research and cultural lineages of 

knowledge that expand agency from humans to non-humans.  

 

Consequently, suggesting that speech presumes agency could risk equating 

voice to language, though human language is not voice and voice is not only 

human language. However, as Cox clarifies, machines that ‘speak’ are merely 

players that reproduce codes, sounds and mathematical processes (2019, p. 

180). Not unlike speaking animals like parrots or ravens, the sounds reproduced 

or listened to by the machines are codes that only in the ears of human listeners 

become speech, or vocalized language. That said, Siri or any other VPA has a 

voice, but one that is inextricably linked to the lines of codes and the phonemes 

that compose it, as much as it is connected to the sound that reproduces it. This 

is what I call the skein, a cradle of sound, wires, languages, data, codes and 

human perception. So, in this case, having a voice means having agency as 

language, as message, as sound but also as object with a technological history 

and social implications.  

 

Furthermore, in chapter 1, I examine the process of humanizing the synthetic 

voice, and how this relates to acousmatic voices as voices in or of the machine. 

In subsequent chapters, moving beyond this dichotomy, I propose a third iteration 

around which my argument is built: voice with the machine. In my case studies, 

the voices are voicing with someone else, a human or another machine. A 

synthetic voice is always acousmatic yet always linked to a body. It is always a 

voice in and of the machine that takes different forms in the minds of the listeners. 

These forms happen in between, in the space where the listener’s 

presuppositions, expectations and ideas make the voice one ‘of’ or ‘in’ the 
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machine, or even both, as in the case for Spillikin in chapter 2.32 I decided to 

name this space the ‘pre-individual’, a ‘hollow’ space where identity is formed in 

numerous possibilities.33 Such possibilities are generated or imagined within the 

encounter of the voice and language, inextricably linked in the skein of the 

synthetic voice. I seek to explore how the possibilities emerging in the pre-

individual status of a synthetic voice are configured in contemporary performance 

practices, discovering the voices in, of and with the machines while addressing 

my relationship with synthetic voices as listener.  

Voices through intermedial approaches in Performance Studies 

As noted earlier, this thesis interrogates voice in performance and theatre. My 

field of enquiry is based on an expanded notion of performance that includes 

digital and virtual technologies, immersive and online practices. What is 

understood as performance space has become multiple: it can be presented 

online and offline, with audience and actors in synchronous or asynchronous 

physical or hybrid presence, through multiple media, screens and headphones, 

happening both in interactive environments, as well as in conventional theatrical 

production settings.34 As numerous scholars have noted, there has been a shift 

in media and performance theory. The latest tendency in media theory is to move 

from the study of the singular event, or the singular media, to a pluralistic 

 
32 Humans have a role to play in between machines rather than ‘above or over 
them’, where ‘the human is not “outside” the machine but “among” the machines 
that work with him [sic]’ (Simondon, 2017, p. 138). 
33 I use Gilbert Simondon’s definition: ‘[p]re-individual nature, which remains 
associated with the individual, is a source of future metastable states from 
which new individuations could eventuate’ (Simondon, 1992, p. 306). See also 
Braidotti (2019, p. 98). 
34 Bay-Cheng, et al. (2015, p. 4) introduce the concept of self-surveillance: ‘[…] 
social media such as Facebook, Twitter, Instagram, YouTube, etc., have turned 
previously private spaces into venues for performance (though perhaps 
unwittingly)’. 
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approach towards the shared space of media. The focus of such research shifts 

to multiple media in relation, rather than on a singular one, and especially to the 

connections that these media produce when studied together (Bay-Cheng, et al., 

2015, p. 6). 

 

Giannacchi defines this shift with her notion of the hypersurface of theatre as ‘the 

space where the real and the virtual meet each other’ (2004, p. 95). 

Contemporary audience members are part of an extended hypersurface of 

theatre that emerges in immersive site-specific practices and online virtual 

spaces.35 Such theatre of the hypersurface could be examined under multiple 

names, but my choice of term is intermedial theatre. In the arts, a medium might 

represent the form of art (e.g. theatre, music, motion picture) and the technologies 

employed within such art (e.g. computers, screens, objects).36 Intermedial 

performance practices refer to practices where different media and technologies 

interact and influence each other interdependently.37 Performance studies 

scholar Kattenbelt (2008, p. 24) defines intermediality as the ensemble of ‘co-

relations between different media that result in a redefinition of the media that are 

influencing each other, which leads to a refreshed perception [as a] mutual 

affect’.38 As Scott and Barton (2019, p. 67) term it, the ‘intermedial turn’ refers to 

 
35 For Giannacchi (2004, pp. 95, 98), the concept of the hypersurface is not 
always immersive, but it stimulates immersion through ‘materiality and 
textuality, real and representation’. 
36 Crossley (2019, p. 2) defines a medium as ‘a conduit […] that enables ideas 
and/or types of energy to transmit or transfer from one state to another’. 
37 Theatre has embodied the pinnacle of multimedia art by being the ‘only 
medium that can incorporate all other media without damaging the specificity of 
these media and its own specificity’ (Kattenbelt, 2008, p. 22). With the digital 
shift of the mid-1970s, the term multimediality began to be ascribed to digital 
media, in interaction with virtuality, interactivity and connectivity (p. 22). 
38 Theatre scholar Kattenbelt (2008) differentiates between multimediality, 
transmediality and intermediality in performance. Multimediality refers to the 
combination of different media presented in a communal 
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the centrality of digital media practices within contemporary performance, and the 

boundaries between performer, spectator and media mesh.39 Concerning 

performance, intermediality encompasses a series of co-constituting media that 

displace the audience as performer, participant, and observer while redefining 

the embedded multimediality of theatre through transmediality. Through 

intermedial practices of virtuality, the audience is not only present in the physical 

sense but also exists within numerous spaces.40 I specifically decided to focus 

on intermedial performances because traditional performances are essentially 

anthropocentric, and machines (and synthetic voices) play a marginal role. Within 

intermedial performances practices, technologies are integrated in the devising 

process, and the space of the audience takes multiple and different forms. 

Extensive research on synthetic voices within performance was missing, and the 

porous edges of intermedial performance practices allow me to expand from 

traditional forms of theatre to live art (chapter 5), performance art (chapter 6), and 

music (7). The listeners and the voicers are live humans, online humans, bots, 

AIs and computers.  

 

Artistic research and scholarship on technology and sound studies followed two 

major, interconnected research trends, that influenced the scholarship produced: 

(a) the reproduction of human possibilities in relationships with the machine, and 

(b) the extra-human repertoire that emerges from their encounter (Beiguelman, 

2010, p. 352). Humans and machines create a new artistic space, a new field of 

 
frame/space/performance (2008, p. 22). Transmediality refers to the affectual 
capacity of media to change from one to another, or the possibility of the ‘loss of 
the source’ that might happen in performance (2008, p. 23). 
39 In the same volume, Lavender (2019, p. 52) defines the condition of 
contemporary intermediality as unstable relations between distinct media, 
where ‘we’ are ‘sometimes participants, sometimes observers’. 
40 See also Macnamara (2013) and Bay Cheng, et al. (2015). 
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enquiry for new experiences.41 Rather than dividing between (a) and (b), I 

understand the field as moving towards a scholarship of integration or 

interaction.42 Synthetic voices can expand the boundaries of vocal production and 

reproduction, creating new personas, characters and possibilities, while 

commenting and displaying imagined and real interactions with technologies.43 

Therefore, my research focuses on the intermedial interaction between humans 

and machines in this new space, exploring the mechanics of synthetic voices, 

computer simulation and performative representations of human and artificial 

intelligence interaction (HAII) within contemporary performance practices.  

 

As I conducted the research of the performances, I realized that each of these 

case studies exemplify a distinctive approach of using synthetic voices and 

dramaturging with AI voices. This thesis classifies these relational approaches 

through a taxonomy that emerged from the collective examination of the case 

studies. Given the lack of scholarship in the field, my taxonomy could be an 

important contribution towards thinking about synthetic voices. In addition, this 

could also prove a helpful tool for practitioners to expand, resist, challenge 

or experiment with these categories. This thesis provides some ‘fluid 

taxonomic structures’ that could serve as methodological tools to explore 

synthetic voices in performance.44 These taxonomic categories are dynamic and, 

 
41 Beiguelman calls this the ‘cybrid’ space (2010, p. 250).  
42 See also the latest publications on intermedial practices, such as Crossley 
(2019) and Bay-Cheng, et al. (2015). 
43 As Beller (2017) argues, synthetic voices could bring new creative solutions 
and expand ‘ancestral questions’ that live within theatre practices, making the 
human augmented, creating new ‘vocal masks’ as sonorous personae of AI and 
machinic performativity. 
44 In doing so, I have found inspiration in Bay-Cheng, Parker-Starbuck and Saltz 
(2015). These authors present three taxonomic methods which ‘considered 
independently, will provide a useful critical tool for scholars and practitioners, 
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at times, interchangeable. They are not meant to simplify the understanding of 

synthetic voices, but rather to inspire and provoke the semanticization of such 

voices as a useful analytical tool for performance studies.45 Rather than a 

methodology, my taxonomy is a methodology for others, a tool for readers to 

understand the relations between synthetic voices on stage. Chapter 1 will 

expand thoroughly on the taxonomy, clarifying how the notion of taxonomy serves 

to understand the use of synthetic voices within the pre-individual and the 

implications that follow them.  

 

Following Bay-Cheng, Parker-Starbuck and Saltz (2015), this thesis embraces 

‘the multiplicity of issues and perspectives’ that contribute to the richness of the 

field of intermedial theatre. The new space created by HMI has multiple names: 

hypersurface, cybrid, cyborg, in-betweenness. I do not think a singular definition 

works better than any other. Further, my focus is not on the terminology that 

defines the space, but on the relations occurring in the space and how they have 

been presented and represented in (and by) contemporary performance 

practices.  

 

Posthuman Voices 

Synthetic voices are constantly in a relationship with the humans who use them. 

To analyze human-machine relations, I employed various concepts from feminist 

 
provoking, informing, and lending precision to future discussions and analyzes 
of media-enhanced performance practices’ (Bay-Cheng, et al., 2015, p. 6). 
45 Bay-Cheng, Parker-Starbuck and Saltz (2015, p. 4) explain that ‘[i]n every 
domain—biology, particle physics, political science, educational theory, art 
history, literary analysis, and performance studies—implicit and explicit 
taxonomies provide us with cognitive structures that shape the way we perceive 
and engage with the phenomena we investigate’.  
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posthumanism. Rethinking voice technology from this angle means re-evaluating 

the very idea of technology, understanding technology as a fake-neutral, made 

of exploitation and patriarchal materiality, and posthumanism as a theoretical 

landscape allow me to engage critically with technology as a concept. I 

understand posthumanism as a critical shift in relating to the world as multiple 

identities, in a de-hierarchical approach that want to surpass the limits of 

humanism and anthropocentrism.46 In the 1990s, scholars from different 

backgrounds defined the concept of the ‘posthuman’ as a shift in the relationship 

between humans and technological development.47 Thus, the posthuman 

condition became a philosophical/critical term applied to the current status of 

humanity, entangled in virtual and real networks of embodied and disembodied 

technologies (Hayles, 1999, p. 15). Especially in feminist scholarship, the 

posthuman condition, through its theoretical derivation of posthumanism, 

emerged as a possibility to redefine what counted as human in a Western- and 

white-centric world (Shiva, 1993; Hayles, 1999).48 Whilst posthumanism and new 

materialism have moved between ecology, technology and feminism, my focus 

is mainly on the latter two, as I observe the formation and exponential re-definition 

of what is human through voicing technology.  

 
46 Posthuman scholar Wolfe (2009, p. xii) places the birth of posthumanism after 
three milestones: the Macy Conferences on Cybernetics (1946–1953), Michel 
Foucault’s The Order of Things (1966) and A Cyborg Manifesto (1985) by 
Donna Haraway.  
47 Such a cultural shift has been addressed in multiple and often opposing 
ways. For instance, Lyotard (1991) proposes the concept of the ‘inhuman’ as an 
alienating figure of the exploited worker that is ‘controlled’ and tamed by 
technology. This influenced scholars concerned with technological 
advancement for profit (e.g., Guattari, 2000; Virilio, 2002) as well as 
anthropocentric phobias of a potential AI takeover (Fukuyama, 2002; 
Habermas, 2003).  
48 The posthuman is a subject that can be studied from distinct points of view, 
while posthumanism is a theoretical perspective that can be used as a 
methodology based on anti-humanism and anti-anthropocentrism (Ferrando, 
2014, p. 11). 
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Posthumanism is a theoretical approach encapsulating concepts from different 

theories.49 My understanding of the posthuman condition echoes Braidotti’s 

(2019) affirmative ethics and Barad’s (2003) matter-realist and agential-realist 

approaches to posthuman performativity.50 Humans in the posthuman condition 

are constantly in between real and virtual worlds where humans and non-humans 

entangle in knots of codes, data, wires and machines.51 Although potentially 

dangerous, these enmeshed identities could allow humans to re-think what 

‘human’ means in the first place, challenging what we have inherited from the 

past.52 As shown above, lingering human presences exist within synthetic voices’ 

skeins as acousmêtres (sounds without bodies). These presences influence the 

reception of the voice, sometimes tricking us to hear them as human. 

 

Inspired by Braidotti (2019), I insert my thesis into the broader frame of affirmative 

ethics. Not to be confounded with the political jargon of affirmative action, 

affirmative ethics are a constant approach to life as a will to find a means to 

change what is considered human, challenging the status quo. My approach to 

affirmative ethics is concerned with vocal technology and HMIs (Human Machine 

Interactions). In this case, the affirmative potential, or possibility, lies in the 

 
49 These theories include ecology, animalism and sustainability (Haraway, 2008; 
Wolfe, 2009); post-gender theories (Braidotti, 2006, 2013); new empiricism (St. 
Pierre, 2016); new materialism (Barad, 2007; Braidotti, 2019); theories of 
extinction (Colebrook, 2012); and transhumanism (Bostrom, 2014; Nayar, 
2014). 
50 In saying this, I firmly detach myself from the neo-liberal elitist idea of the 
posthuman furthered by transhuman writers such as Bostrom or Kurzweil, as 
well as Fukuyama’s (2002) pessimistic and human-centered view. 
51 As Braidotti (2019, p. 55) states, ‘[p]osthuman subjects are a work-in-
progress […] they interrogate the self-representations and conventional 
understandings of being human, which “we” have inherited from the past’. 
52 On the danger of a hyper-connected society, see chapter 2 and Benjamin 
(2019), Bridle (2018) and Greenfield (2018). 
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always-connected and not-only-human posthuman subject, shifting from an 

anthropo-white-male-centrism to a much broader posthumanism. An example of 

affirmative ethics in relation to technology is the work of Ramon Amaro on de-

colonizing algorithms, as well as Kate Crawford’s and Timnit Gebru’s critique of 

big tech corporations from feminist and anti-racist standpoints. Similarly, artists 

like Arca and boychild, who challenge the gender binary through digital 

technologies, and hybrid practices such as Paola Torres Nunez del Prado’s, are 

cases of affirmative ethics in artistic practice. In these examples, the normative 

distinction between good and evil is replaced by practices of co-existence, as 

opposed to harmful practices of exploitation.53 In such art and processes, nothing 

is firm, but everything changes in relation, and it is up to the researcher and the 

artist to imagine revolutionary affirmative practices of resistance in a dying world 

(Braidotti, 2019, p. 65). Inserting itself in this lineage, this thesis explores if and 

how artists have furthered affirmative possibilities through their use of synthetic 

voices, and how listening audiences can act and re-imagine what those voices 

represent and evoke. My proposed taxonomy is one way to contribute to 

affirmative ethics. Through my exploration of the affirmative possibilities of 

synthetic voices, artists and researchers can, and are in fact invited to, use this 

thesis to produce affirmative ethics on their own.  

 

My research is mainly directed towards the representation and hidden potentials 

that synthetic voices and technologies entail in their dialogical networks. Per 

Barad’s definition of posthuman performativity, bodies and entities come to 

matter in relations of intra-action, where nothing exists without its relating 

 
53 See Amaro (2020), Crawford (2021), TEDxTalks (2018), Russell (2020), 
Bluemink (2021a) and Prado (2022).  
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counterpart (2003, p. 801). The entities in relation become such only after or 

during relation, they are not defined or actualized if not in relation.54 Choosing 

intra-action as a theoretical tool allows me to understand the dialogical in-

between as co-constitutive. As seen with the concept of the pre-individual, for 

synthetic voices it is not only their skein that defines their identity or existence: 

their material and immaterial characteristics within the skein, such as prosody, 

code, language and sound, co-create the identity of the synthetic voicer 

with/by/through the listener in forms of intra-action such as dialogue, imagined 

conversations, and represented interactions on stage.  

 

Starting from these two core concepts of posthumanism – affirmative possibilities 

and intra-action – I address the vocal in-between of humans and machines, the 

voicing with the machine, and explore how this is influenced by social and cultural 

presupposition. Posthumanism allows me to detach synthetic voices from the 

anthropocentric realm of psychoanalysis, examining them as something else and 

something more: non-humans that relate with humans in a world that is not only 

human. My posthumanism is doubly critical: it is a philosophical and reflective 

approach to investigate human and non-human entanglements, and a critique of 

how such an approach has defined what is human. This thesis, by exploring 

synthetic voices and AI, explores human voices and humans as well, questioning 

and challenging our vocal representation of technology, and therefore, ourselves.  

 

 
54 However, my approach rejects the ideas of ‘after’ or ‘beyond’ human, as 
posthumanism is different from a posthuman. My version of posthumanism 
acknowledges critiques of the theory’s embedded essentialist whiteness and 
Eurocentrism; see Bignall (2019), Wynter (1984) and Weheliye (2014).  
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Methodology 

For this thesis, I positioned myself as a diffractive reader, or an observer-listener-

researcher who is aware of the partiality of their observations.55 My taxonomy is 

a proposed understanding of synthetic voices and a structured account of my 

diffractive encounters within performances. As a diffractive reader/listener, I 

approach this thesis as a convergence between my embodied practice of 

listening, my critical thinking and my artistic experience.56 Therefore, my 

methodological approach draws upon my experience as an artist, practitioner, 

student and listener, and on the ways in which they converge and influence each 

other. I intend for my methodology to act as a convergence of different forms of 

listening to each specific synthetic voice, its skein and its positioning within 

performance.57 In the main body of this thesis, my attempt is not to generalize but 

to use a bottom-up approach. In each chapter, starting with a case study, I 

observe which cultural presuppositions are questioned and which are reinforced 

 
55 Haraway (1991, p. 196) conceives the figure of the ‘diffractive reader’ as the 
new version of the researcher: aware of the partiality and situatedness of their 
own knowledge, the diffractive reader allows an opening towards ‘the 
connections and [the] unexpected openings situated knowledges make 
possible’. In addition, throughout this thesis I position myself between two 
partialities: the diffractive reader’s partiality of situated knowledges (I can only 
bring what I know to the discussion) and the partiality of humanism (Wynter, 
2000). As Ahmed (2014, p. 18) writes, ‘my hands cannot be impartial. [...] 
Impartial hands would leave too much untouched.’ 
56 ‘Diffraction is Donna Haraway’s term for a reading method that is neither 
negatively critical (dismissive) nor reflexive (identity-political)’, writes Iris van der 
Tuin (in Braidotti and Hlavajova, 2018, p. 99). 
57 My use of the term convergence draws upon Braidotti’s model. For Braidotti 
(2019, p. 9), a convergence is an ‘analytic tool for understanding the […] 
accountable nature of the […] processes we are currently involved in, and the 
role of non-human agents in co- producing them’. Convergence represents the 
various entanglements of different inhabitants of the world, the different troubles 
of this world and the different theories that seek to explore such troubles. I aim 
to affirmatively produce posthuman knowledge; therefore, I invite you to read 
this thesis as a posthuman convergence of human, non-human and in-human 
voices, of theories and positionalities. 
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through voice synthesis. In some cases, I observe and listen to other forms of 

relation that do not include me directly: between two characters in a play, as in 

chapters 2 and 4, between a real human and their technological projection in 

chapters 2 and 5, and between humans and non-human companions in chapter 

7. 

Listening as a Diffractive and Affirmative Practice 

My approach to performance analysis is embodied, qualitative, auto-

ethnographical and interdisciplinary: I draw on my personal experience with 

synthetic voices on stage in immersive practices, as well as engage with my role 

as spectator, external observer and researcher. I already am an interdisciplinary 

researcher and practitioner, and this research draws from my current discourse 

in various disciplines (i.e., theatre and performance studies, AI studies, 

musicology, sounds studies, voice studies and cultural studies). I pair these with 

my own experience as an artist involved in both music and theatre/performance. 

My methodological approach is also multifaceted: I worked on the case studies 

through performance analysis, archival work and interviews, all the while applying 

my own experience as teacher and practitioner.  

 

Regarding performance ethnography and analysis, whereas similar work has 

been conducted in cinema studies (Faber, 2020) and musicology (Bossis, 2005), 

this thesis is the first consistent, full-length work on synthetic voices in theatre 

and performance. I have explored archival work, including recordings, reviews, 

blogs and online forums, to investigate the diverse fields mobilized by my chosen 

performances. Some of the artists involved agreed to be interviewed and 

discussed their works formally and informally with me; this (dialogic in nature) 
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information is a core part of this thesis. This project is also influenced by my work 

as a practitioner and my studies in practice-as-research. My research started in 

2016 alongside my practical exploration of synthetic voices on stage as a 

musician and performer; this cross-disciplinary approach allowed me to test some 

of my theories in practice. This has continued in my experience as a practical 

tutor and assistant at the University of Exeter, where some of my ideas were put 

into action in my academic teaching. All these seminal experiences changed and 

informed my thesis and became an integral part of my methodology. As the 

reader will see, each chapter – when possible – begins with an auto-

ethnographical account of a show. In doing so, I aim to include the first 

impressions of material listening as parts of the analysis. As an experienced 

practitioner, I consider myself a professional-level listener, and my first 

impression – or lived experience – of the voices is fundamental to the subsequent 

analysis. Drawing directly from practice-as-research publications, such as those 

by Konstantinos Thomaidis, Salomé Voegelin and Mikhail Karikis, my aim is to 

bring forth my body and my voices, as I wish for this thesis to be a platform for 

other artists and theorists to engage critically with synthetic voices. For instance, 

Voegelin (2018, p. 3) foresees a ‘real unseen that opens and gestures towards 

the idea of alternatives’, where the private sphere of emotions and impressions 

becomes public and political, including the sonic materiality of listening in the 

writing process. Following Voegelin, the act of listening and its multiple forms are 

the common thread between my methodological methods. 

 

As a research methodology, I employ my version of diffractive listening. I call this 

empathetic diffractive listening, where ‘empathetic’ stands for my own bodily and 

vocal material presence in the listening act, my first impression of the feel of those 
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voices, my first sense of the skein.58 Sound studies scholar Smith (2019, p. 97) 

proposes the concept of diffractive listening, which ‘considers the multiplicity and 

relationality […] that the audience and artist bring to any engagement with audio-

visual artworks’. 59 In an action of listening in between, listening diffractively 

‘acknowledges […] individual […] histories, imbued with […] cultural memory’, re-

affirming the importance of the listener in the act of communicating, as well as 

focusing the different potentia(s) hidden in the sound listened to (Smith, 2019, p. 

97).60 To explore such potentia of intra-action, I employ a diffractive reader 

(listener) position in three different forms of listening that I coined in researching 

this work: material/autoethnographic listening, relational listening and pluri-vocal 

listening/analysis. 

 

Material/Autoethnographic Listening 

Whenever I put myself in a performative act of listening/attending/engaging with 

synthetic voices on stage, I did so with a clear objective in mind. My material 

listening was a conscious action directed at the materiality of the synthetic voice 

and its inner relations – the skein – and outer relations with others. In keeping 

with Voegelin’s (2018, p. 5) argument for a politically situated listening, my 

attention was meant to lead ‘to a writing that aims to bring sonic engagement into 

 
58 I make use of what Timothy Smith defines as diffractive listening (2019, p. 20) 
59 Smith pairs Lipari with Barad and Haraway’s diffractive approach. Barad 
makes use of a diffractive methodology to connect different disciplines, ‘reading 
theories from different fields through each other, rather than against each other’ 
(2019, p. 93), whilst ‘being attentive to the iterative production of boundaries, 
the material-discursive nature of boundary-drawing practices, [...] in 
responsibility for the reconfiguring of which we are a part’ (Barad, 2007, p. 93). 
60 Smith (2019) links Lipari’s differentiation between listening and hearing to the 
concept of response-ability: Lipari (2014, p. 196) states that ‘hearing without 
listening is response without responsibility’, and responsibility applied to 
‘response’ is a response-ability that makes the action of listening effective 
(Smith, 2019, p. 96). 
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a text-based form without muting its communication’. Voegelin imagines a 

sounding text, a textual phonography that goes beyond the ‘real’ representation. 

My material listening to the synthetic voices is finalized into a textual phonography 

of the synthetic voices-in-relation, based on my experience of those voices and 

enmeshed with my human voice. 

Relational Listening 

In my case studies, the vocal relation goes both ways: machines are not only 

capable of talking but can listen via fictional representation and suspension of 

disbelief, or even via technological processes that I discuss in depth later 

(Napolitano and Grieco, 2021). French theorist Jean Luc Nancy connects 

listening to the ‘will-to-truth’ of the listener (2002, p. 22).61 Nancy relies on a 

speaking subject, but later theorists such as Thomaidis and Neumark propose 

that voice becomes a subject when someone or something else filters it into 

subjecthood. A subject exists through their voice only in the process of voicing, 

only in the mutual process of production and reception. My voice is subdued to 

the écoute, the listening, as forms of relation. In this light, the will-to-truth, or 

signification, happens only when the other is taken into account, and their very 

existence allows the will-to-truth to propagate. Through Thomaidis and 

Macpherson (2015), I argue that Nancy’s will-to-truth exists in relation, in the 

voicing in between what the voicer voices and what the listener listens to. The 

listening(s) in the case studies are multiple and relational, involving what I listen 

to, what the characters listen to and what the synthetic voices listen to. 

 

 
61 Nancy focuses on the difference between listening and hearing, grounding 
the distinction on subjectification and signification (2002, p. 22).  
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Pluri-vocal Listening/Analysis 

As the identities of voices are constructed in the relational encounter of the voicer 

and the listener, the listener’s position becomes fundamental and takes multiple 

forms.62 A voice’s multiplicity lies in both its production and its transmission. In 

writing this thesis, I had to listen to the synthetic voices on stage, to my inner 

voice, to my voice, to the voices of the humans on stage, to those of theorists, 

those of the artists involved, to those of the audiences. These multiple voices 

created the cradle of my analysis, a pluri-vocal approach to synthetic voices.63  

 

To explore the potentia within the differences of the various voices and 

listening(s), I engage with these forms of listening diffractively: they influence and 

‘talk’ to each other and are always partial. In addition, if I allow differences to 

emerge within my diffractive listening, I also want to understand what those 

differences mean and where they come from.64 I insert this political positioning 

within my listening framework as the empathetic diffractive listening that allowed 

me to change and move between my positionalities whilst attending (to) the case 

studies, permitting connections in between and acknowledging the different 

voices and voicings that took part in the project. 

 

 
62 Thomaidis (2017, p. 71) states that, in performance, ‘voice can 
simultaneously occupy multiple […] positionalities or elusively translocate 
between them’. Not only is voice plural but listening is a plurality as well. 
Thomaidis thus foregrounds the importance of the role of the listener as an 
active agent in deciding how voices are heard.  
63 Feminist scholar Timeto (2019) argues that diffraction as a methodology 
allows the emergence of the performative cradles of reality and representation, 
interfering with canonical modes of knowledge making to ‘make difference in the 
world’. 
64 See also Van der Tuin (2018, p. 100) and Smith (2019).  
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Chapter Outline 

The main body of this thesis is divided into seven chapters. The first is a 

theoretical and technical explanation of key concepts and technological 

processes to guide the reader through the taxonomy of synthetic voices. It 

introduces the taxonomy, its relation to terminology within pre-existing 

scholarship, and the theoretical framework that unites the three research 

questions: the concepts of care, agency, and gender will emerge as guiding 

threads to explore the taxonomy from a feminist and posthuman standpoint. From 

chapter 2 onwards, each chapter constitutes a case study, with a focus on 

relationality and listening. All synthetic voices in my case studies speak the ‘same 

language of codes and data’ (Greenfield, 2018, p. 274), and they transform this 

language – for humans and with humans – in the form of synthetic voices. This 

dissertation aims to configure a taxonomy of synthetic voices in performance 

based on the different forms of relation that emerge through the synthetic voices’ 

interactions. The case studies are examples of applications of synthetic voice in 

everyday life that are closely linked to the concept of AI.  

 

In Spillikin: A Love Story (chapter 2) and Remote X (chapter 3), a relatively simple 

technology – pre-recorded tracks teleoperated by a human – plays the role of a 

super-intelligent machine. The technological appliances displayed are techno-

care for elders and Satnavs. In Hello Hi There (chapter 4) and SeeBotsChat 

(chapter 5), less complex AI – the chatbot and the VPA – are the only characters 

on stage and the ‘play’ is based on their automated responses. Finally, in Pillow 

Talk (chapter 6) and Holly Herndon’s practice (chapter 7), more complex 

technologies are displayed that involve machine learning (ML) and AI as 

companions in solitude and music composition.  
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In these chapters I explore if and how these voices intra-act and the ways in which 

they represent, in the process, possible ways of voicing with machines. Each 

show had one or more diffractive moments when I started questioning the 

relationality with and within the synthetic voices. I am aware that the case studies 

that I have selected come from an anglophone and white-centric environment; 

this, however, serves to display how much the voices reproduce, critically or 

uncritically, biases and hegemonic standards. Diffractive listening as political 

affirmative action could help focus scholarship on how the unheard becomes 

unheard, which voices count as voices, and which are elided. I follow Faber 

(2020, p. 181) when she states that in the relationship humans have with 

synthetic voices, it is possible to find an alternative to what ‘human’ means. As a 

summary of my methodology, before shifting into the main part of the thesis, my 

approach is empathetic diffractive listening. This approach seeks to find the 

voices with the machines that will help me expand the literature on the topic and 

extend an invitation to future artists and theorists. This thesis aims to inspire 

wonder, speculation and imaginative work with synthetic voices as spaces in 

which change can be made and serves as a tool to negotiate and materialize 

(voiced) relations with machines. 
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1. A Taxonomy of Synthetic Voices 

This chapter has three main functions: (a) defining a field through terminology, 

(b) giving a theoretical map of synthetic voices, and (c) providing a structure to 

the taxonomy. It starts with an introduction of key terms (technology, algorithm, 

AI) to define a non-existing field in performance studies and giving the basis for 

the subsequent theoretical analysis. Then, starting with the technologies included 

in the case studies, this chapter provides an overview of synthetic voices through 

core concepts within feminist posthumanism, such as care, agency, and gender. 

Finally, this chapter explains how the categories of my taxonomy emerge through 

the theoretical map and the key terminology, offering a summary of each case 

study and their parameters.  

 

This chapter could be seen as a journey in terminology; beginning with widely 

renown and general terms, it leads to the ‘new’ terminology proposed by the 

taxonomy. I start from general terminology of fundamental concepts that allows 

me to introduce better the theoretical landscape within which I move: 

technofeminism, posthumanism, and voice studies though the concepts of care, 

agency, and gender. Then I pre-empt my argument in the terminological 

imaginary by making up a taxonomy. Its categories emerge through personal 

experience and theoretical analysis, unpacked in depth in the subsequent 

chapters and introduced in this one. As hinted in the Introduction, I organized the 

taxonomy by giving precedence to the form of relation happening in the dialogue. 

The different taxonomic categories emerged through my embodied experience 

as a listener, focusing on how the relational aspect happens in the pre-individual 

space. 
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Defining a Field 

The field within which this thesis moves is shaped by interactive digital 

technologies and their use in contemporary intermedial performances.65 

Technology, algorithms, and Artificial Intelligences are the core concept that build 

the field of synthetic voice research: without a clear definition of those terms, it is 

impossible to understand the impact of this research. The term technology itself 

means ‘the study of a craft or a technique’ and originates from the Ancient Greek 

τέχνο- (techno- or techne, meaning craft) and -λογία (-logy or -logia, meaning 

science, study of). Per the Oxford Dictionary (Anon, 2022), there are four 

definitions of technology currently in use in the English language: 

 

1) The branch of knowledge dealing with the mechanical arts and applied 

sciences. 

2) The application of such knowledge for practical purposes. 

3) The product of such application; technological knowledge or know-how; a 

technological process, method, machinery or technique.  

4) A particular practical discipline. 

 

In this thesis, whenever I use the word technology, I refer to definition 3, so the 

processes, mechanisms and techniques that are products of applications—in this 

case, of the application of synthetic voices in performance settings. Specifically, 

my focus is on digital or computational technologies employed by artists and their 

implications in the networked society that forms the posthuman condition. One of 

 
65 To maintain a coherent approach, all terms are taken from the Oxford English 
Dictionary Online. 
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the traits of digital technologies is the extensive use of the calculus tool called an 

algorithm. 

 

The Oxford Dictionary defines algorithm – in mathematics and computing – as 

‘[a] procedure or set of rules used in calculation and problem-solving; a precisely 

defined set of mathematical or logical operations for the performance of a 

particular task’ (Anon, 2021). In this way, an algorithm is a series of actions put 

in place to understand, evaluate, and solve tasks. In computer science, 

algorithms store, consult and analyze data. They are essentially the quickest and 

simplest way to obtain an outcome from an input. For synthetic voices, algorithms 

are sets of rules that compute and facilitate the alignment of phonemes to create 

a sentence in text-to-speech or speech-to-text programs. In performance 

practices, Annie Dorsen calls her work algorithmic theatre as that form of 

performance that relies on algorithmic composition and automated responses by 

machines.66 

 

One of the most peculiar features of computing algorithms is their trainability. The 

process of training an algorithm is called just that, training, and the data through 

which the algorithm learns is called training data.67 A trained algorithm can 

automatize processes and simplify tasks, suggest products on the web, and even 

 
66 It is possible to argue that practices of ‘theatre without actors’ like Rotozaza, 
Kris Verdonck or Heiner Goebbels are prototype of algorithmic theatre. I will 
expand more on this in chapter 4. 
67 Computer science philosopher Pasquinelli (2019, p. 6) defines algorithms as 
abstract diagrams emerging ‘from the repetition of a process, an organization of 
time, space, labor, and operations: it is not a rule that is invented from above 
but emerges from below’. Pasquinelli (2019, p. 6) stresses that the fundamental 
characteristic of algorithms is economy: ‘an algorithm is an economic process, 
as it must employ the least amount of resources in terms of space, time, and 
energy, adapting to the limits of the situation’.  
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predict markets and trends. An automated voice recognition system or synthetic 

speech is one of the most basic examples of what we define as AI. When an 

algorithm is paired to data, it creates a statistical model that some scientists call 

AI, as algorithms that learn through training data make artificial intelligence 

(Coeckelbergh, 2020, p. 3).68 Data is knowledge, and obtaining it means to be 

able to control and direct consumption, production and even legislation.69 

However, training data are never neutral, raw or unbiased: they follow a pattern 

of acquisition and inform the algorithm without the correct background of what the 

data entail or represent (Coeckelbergh, 2020, p. 5). This tendency of feeding raw 

data to algorithms is problematic and could lead to dangerous outcomes from 

using technologies. AI is a process of ‘crystallizing’ collective and personal data 

in ‘privatized algorithms’ to automate complex tasks, from driving to translation, 

from object recognition to music composition (Coeckelbergh, 2020, p. 6). 

Algorithms work on examples and repetition and develop knowledge by learning 

continuously. Error after error, these systems can find the right way to answer a 

problem through deep learning, or machine learning (ML). ML works through 

Neural Networks, a series of algorithmic nodes that allow machines to ‘learn’ and 

produce an output. Based on the human neural system, the more nodes a neural 

network has, the deepest the learning is.70 ML is the process behind the capability 

of algorithms to learn, solve or advance a specific task. For instance, NightCafe, 

a website for AI artists, features an engine based on simple AI that, when given 

 
68 As Pasquinelli and Joler (2020, p. 5) explain, ‘data is the first source of value 
and intelligence’. After data come algorithms: ‘they are the machines that 
compute such value and intelligence into a model’ (Pasquinelli and Joler, 2020, 
p. 5). 
69 The importance of data as value and capital is reflected in GAFAM’s (Google, 
Amazon, Facebook, Apple and Microsoft) hegemony over data processes and 
fast technology.  
70 On Deep Learning, see also (Bengio, et al., 2017) 
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a prompt such as ‘gothic romantic ballroom’, creates an image like the one in 

figure 2. 

 

 

Figure 2 - Francesco Bentivegna & NightCafe AI art composition. 

 
The algorithms that created the image are trained to pair the words ‘gothic’, 

‘romantic’ and ‘ballroom’ to images of ballrooms, colors defined as ‘romantic’, and 

setups described as ‘gothic’. Then, the engine searches the millions of data 

available on the internet to reproduce something with gothic, romantic and 

ballroom characteristics, creating an approximation of the three together. This 

happens based on what data humans feed the algorithms, which is the current 

means of developing of AI. According to AI representations in movies, books and 

even theatrical representations, we are led to imagine AI as a mythical 
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overpowered being capable of taking over humanity.71 However, AI is now just a 

series of mathematical cataloguing processes. In terms of voice, AI works in 

multiple ways: as a selection tool to find the correct vocal response in a Personal 

Assistant (like Siri), or a trained model to reproduce the vocal ‘feel’ of a previously 

recorded voice in a process known as ‘voice cloning’ – with all the problematic 

ethical consequences that this entails.72 

 

AI’s most commercially widespread appliance is the VPA (virtual personal 

assistant), the latest evolution of chatbots. Bots are reactive digital 

instruments/tools that companies use to provide customer care, conduct research 

and enhance the playability of online games through previous training. According 

to the Oxford Dictionary, a chatbot is ‘[a] computer program designed to simulate 

conversation with human users, especially over the Internet’ (Anon, 2022c). As 

Tvektova, et al. (2017, p. 1) write, ‘[a] bot or software agent is a computer program 

that is persistent, autonomous, and reactive. Bots are defined by programming 

code that runs continuously and can be activated by itself’. Amazon Alexa and 

other VPAs are evolved versions of the chatbot, whose usage and development 

have grown exponentially since the early 2000s. Such devices are bots that tend 

to find a solution to the task given to them, following rules and applying knowledge 

collected through training data.  

 

Rather than acting as a mythical overpowered being, AI is a set of mathematical 

rules applied to data collection. The intelligence or learning of AI and ML is 

 
71 See footnote 10. 
72 For more on voice cloning, see Napolitano 2022, and my last two chapters of 
this thesis. 
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nothing more than approximation.73 AI is both science (the knowledge of human 

intelligence and machine computation) and technology (the various applications 

of machine automation and data gathering) (Coeckelbergh, 2020, p. 67) AI are 

sold to the public through an imaginative idea of progress, but such progress is 

shaped and built around approximative training data. The most extreme of these 

imaginative/speculative ideas is artificial superintelligence (ASI), a construct 

theorized by numerous scientists, artists and thinkers, especially in the 

transhuman network.74 ASI is based on the human-centered concept of 

consciousness and is vastly represented in modern and contemporary media. It 

is a speculative/transhumanist concept defined by imaginative AI models capable 

of furthering a ‘singularity’, or a moment where machines are so advanced that 

technology and humanity are changed forever (Bostrom, 2014, p. 70).75 Media 

and technology scholar Khan (2020, p. 76) defines ASI as an ‘intellect’ capable 

of exceeding the smartest, most knowledgeable and skilled human in every field 

of expertise.76 Accordingly, some thinkers see dangers in AI, as it represents a 

possible switch of power from human hands to computers, and frame it as a 

danger to humanity. Although not impossible, this apocalyptic- and sci-fi-inspired 

fear tends to detract attention and debate from the actual risks that AI and 

 
73 McQuillan (2018) clarifies that ‘[t]here is no intelligence in artificial 
intelligence, nor does it learn, even though its technical name is machine 
learning, it is simply mathematical minimization’. 
74 Transhumanism is a philosophical, political and sociological approach to new 
technologies, cyborg theory and AI. The concept of Human+ has created many 
followers whose aim is to ‘defeat death’ through technological advancements, 
such as consciousness transfer or body enhancement. See also Turing (1956), 
Clarke (1968), Kurzweil (2005) and Bostrom (2013). 
75 ASI is also defined in contrast with AGI (artificial general (or strong) 
intelligence), the term used to define the aim of current research on AI, that is, 
AI ‘capable of carrying out any cognitive tasks that humans can do’ 
(Coeckelbergh, 2020, p. 66) 
76 Such a thing has yet to be discovered or created but it is already, and ever, 
the object of a roaring debate. 
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algorithm-based products already present.77 The use of AI and algorithmic-based 

systems for surveillance and policing of streets, as well as thermic war-drones, 

already affect some communities and people more than others, just as much as 

the constant extraction of minerals to build AI components and VPAs enslave 

entire villages and endanger the environment.78 

 

The use of AI and algorithms stems from a problematic background and comes 

at a cost. On top of the material issues that digital technologies bring rise to, there 

are some hidden and subtler problems related to representation, to which the use 

of synthetic voice contributes. The concept of technological neutrality emerged in 

different fields and represents the debate around technological agency and 

whether technology is biased at its core. Numerous theorists argue that the 

‘human’ is defined through what is not human, creating a ‘partial humanism’ that 

organizes ‘history for Man, therefore, narrated and existentially lived as if it were 

the history for the human itself’ (Wynter, 2000, p. 198).79 One of the main critiques 

against posthumanism and transhumanism concerns the idea of a temporal/local 

shift beyond human, to a ‘post’ human, in the name of progress.80 Even though I 

use posthumanism as my primary theoretical framework, I reject this concept of 

 
77 AI technologies are always networks (Coeckelbergh, 2020, p. 40), always 
bodies in space (Bridle, 2018) and always concern a certain kind of human 
(Benjamin, 2019).  
78 Benjamin (2019, p. 154) and Noble (2018, p. 40) explain how the less 
privileged are those who are more affected by technological hegemony and the 
culture of surveillance and policing, which reflects the racial and gender 
injustices embedded in current society. Moreover, technological extractivism is 
one of the causes of the environmental crisis and exploitation of the oppressed 
(Bridle, 2018, p. 47). 
79 To counter this, throughout the thesis I chose theorists and critiques that look 
at the global majority struggles, instead of theories that further an uncritical and 
enthusiast approach to technology, such as transhumanism. 
80 As Russell (2020, p. 34) asks, ‘[p]rogress for whom?’, which can also be 
translated as ‘which human is progressing?’. 
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moving ‘beyond the human’ because it erases all the categories historically 

excluded by the term human.81 My approach to technologies instead explores 

what is defined as human when/as inserted in a continuum that includes 

technologies. If a technology (machine) is created in a world centered around an 

acritical version of the human, it cannot be neutral, since the very concept of 

human is based on unequal relations stemming from presuppositions regarding 

‘who is human’ and ‘who is not human’. While presenting a taxonomy of synthetic 

voices, this thesis contributes to the debate exploring how synthetic voices are 

not neutral, and how this influences the relations developed with them.  

 

My case study analysis follows two strands: agency and gender. The issue of 

agency and non-human performativity has become central in performance 

studies.82 Similarly, the fembot or female automata in performance studies is a 

concept that has been analyzed before, yet a rigorous discussion of the role of 

voice in shaping these figures in performance studies is missing. I chose to 

explore these strands together to contribute to two expanding fields in 

performance and voice studies, adding synthetic voices as tools for exploration.  

 

 
81 Jackson (2015, p. 216) stresses how ‘moving beyond human’ may reinstate 
Eurocentric transcendentalism and transhumanism, because ‘the “beyond” 
effectively ignores praxes of humanity and critiques produced by black people, 
particularly those praxes which are irreverent to the normative production of “the 
human” or illegible from within the terms of its logic’. Moreover, Jackson adds 
that the ‘call to move’ beyond the human encompasses ‘an attempt to move 
beyond race’, as if the inequalities of racism have been suddenly surpassed 
(2015, p. 217). 
82 The agency and performativity of digital and mechanical technology in 
multimedia (Klich & Scheer, 2012) and intermedial performances (Crossley, 
2019; Reynolds, 2019) is an open debate (Auslander, 2001; Parker-Starbuck, 
2011; Reilly, 2011; Manuel, 2017) that partially extends to augmented, artificial 
and synthetic voices (Young, 2015; Neumark, 2017; Cox, 2019). 
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Agency and the Anti-neutrality of Technology 

Over the past twenty years, the debate around agency in theatre and live 

performance has shifted from essentialist positions to more fluid concepts of intra-

action, as explained in the Introduction. Auslander explores the concept of 

performativity paired to liveness using the ‘chatterbot’, or chatbot, as a case study 

(2005).83 In doing so, Auslander differentiates between technical and 

interpretative skills. The first is the ‘what’, or skills obtainable with practice and 

technique, such as following a script, movement or score, whilst the second 

represents skills that might be innately, undoubtedly human, connected and 

related to interpretation (2005, p. 6).84 Auslander (ibid.) argues that the 

‘fundamental difference between human performers and machine performers’ is 

that human performers have both interpretative and – sometimes – technical 

skills, whereas bots have only the latter. Auslander states that machines perform 

as much as they are ‘received’ as actors (2005, p. 5). Received acting happens 

in a ‘situation in which someone is perceived as an actor simply because of the 

context in which he or she [sic] appears’ (8). Even if a fully conscious AI becomes 

capable of creating art, it will always be reliant on a human decision – ‘this is an 

actor’ – or a human creation. However, if one avoids the utilitarian absolutism of 

scientific determinism, according to which technology is simply an instrument, 

and refers to co-creation rather than creation, the concept of agency becomes 

less fixed (Parker-Starbuck, 2011, p. 38). I framed the agency of synthetic voices 

as intra-action, in the broader spectrum of posthuman performativity described 

 
83 ‘The chatterbot forces the discussion of liveness to be reframed as a 
discussion of the ontology of the performer rather than of the performance’ 
(Auslander, 2005, p. 20). 
84 To Auslander (2005, p. 20), the material presence of the actor is not simply 
linked to corporeal evidence or ‘mortality’ of the body as essence of presence, 
but it is based on skills and relations. 
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by Barad (2003, p. 803).85 As explained earlier, agents, or voicers, whether 

human or machine, co-participate in creating experiences, and agency resides in 

their relation.86 I understand agency as the mutuality and intra-actions of the 

people designing the technology: the technology and the receivers (in this case, 

listeners) co-operate in the agency of the technology itself (in this case, synthetic 

voices). 

 

Similarly, in discussing theatre without actors, Pedro Manuel links Barad’s 

posthuman performativity to theatrical agency, especially Goodall’s (2017, p. 78) 

definition of transferred agency. Transferred agency to non-human actors on 

stage is the iteration within which ‘agency is delegated to machines by human 

beings’ (ibid.). This position, as Manuel argues, might fuel a sort of ‘cultural 

anxiety’ about technology’s potential to usurp human authority, perhaps even 

human identity (ibid.). However, these fears are valid only if inserted in a 

hegemonic continuum of power that eschews questions of what technology 

means for those who have always been framed as other. AI and ML are already 

predicated on excluding certain bodies and voices. Ramon Amaro highlights the 

importance of historical, materialist and critical social research, emphasizing the 

structural inequalities lurking behind AI and data (Hui, et al., 2020, p. 52).87 

 
85 Other important premises of the agency of non-human entities are explored in 
Bruno Latour’s actor network theory (2005)and Graham Harman’s object-
oriented ontology (2018). However, both perspectives bypass questions of a 
universal human as a matter of comparison and disregard politics and biases. 
Instead, they propose models that apply a flat and neutral ontology that is 
unquestionably non-existent. 
86 Agency is an ‘ethics of accountability’, where the different ‘agents’ constantly 
remind ‘us,’ and are constantly reminded of, their accountability ‘for what is 
excluded and what is included in our discursive practices’, see also Barad 2003. 
87 ‘Thinking about the process of inclusion is not just alternating the fundamental 
make-up of algorithmic visibility but altering what an algorithm is itself’ (Hui, et 
al., 2020, p. 52). 
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Although reaffirming their non-neutrality for non-white and non-hegemonic 

identities, Amaro sees the potentiality of machine composition as a space for 

affirmative practices of co-creation, a ‘great potential’ in the non-comprehensible 

machine logic of computation.88 AI processes are not always predictable: 

sometimes a bug, glitch or error can occur and change the expectation or 

outcome. In addition, the higher and more diverse number of inputs (i.e., data) a 

computer receives, the less biased and predictable it can be. I, as Amaro and 

others, wish for a ML that instead extends what we know as humans, ML that can 

help destroy inequalities rather than solidify them. This change needs to pass 

through how humans relate with machines as users and creators, with special 

emphasis on the reproduction of biases, stereotypes and power relations.  

 

Therefore, my interest is not whether machines – and, in my case, synthetic 

voices – are actors or performers, but rather which relations these voices, as 

media, develop with audiences and other technologies. In these relations, the 

action unfolds in the listening process, in the pre-individual and in the in-between. 

In addition, such voices in performance have a double material presence. First, 

they exist as technologies, computers, networks and electrical/digital beings. 

Second, they represent ideals and stereotypes of an imagined and partial 

humanity, an urgent and significant issue in fictional machine representation. 

Each subject, human or non-human, is capable of creation, and acknowledging 

this allows a different approach to politics and society.89  

 
88 ‘There’s a computational logic that cannot be comprehended by humans, and 
I see a great potential in that’ (Hui, et al., 2020, p. 55). 
89 Braidotti (2019, p. 341) wishes for ‘the embrace of the technological realm’ 
into a philosophy of co-creation, as a counterpart against ‘the over-coding of 
technology by the financial profit principle, which is the axiom of advanced 
capitalism’. 
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In every field of knowledge there is a need to engage with technologies in relation 

to ‘care and concern’ (Sollfrank, 2020, p. 9). The ‘care’ for technologies is a form 

of paying attention to their impact, processes and reception.90 This thesis seeks 

to find affirmative practices and possibilities, meaning the moments, actions, 

objects and forms of relation that redefine the status quo through technology. In 

this sense, one of the aims of my thesis is to rethink how the relations between 

human and digital technologies might be relations of care. Agency is no more 

exclusively human, nor transferred, but shared in the spaces in between – spaces 

that need to be taken care of. In the methodology section, I stressed the 

importance of listening as an act of relation and ‘stretching’ towards the other. My 

way of listening to synthetic voices is, and needs to be, a listening with care and 

concern, a conscious understanding of what is hidden behind them.91. Caring for 

things of care, being aware of their production process and focusing on the 

objects themselves, means democratizing the technological object that is no 

longer created simply by and for the hegemonic developer.92 Care for synthetic 

voices means caring for their agency and what they represent through their 

existence. This thesis is a posthumanist exercise in listening with care and 

concern to the intra-action of synthetic voices, exploring their skein and voicings 

in, on or with the machine. When an object of care is paired to a user, as Puig de 

la Bellacasa (2017, p. 58) notes, listening with care is a practice that requires 

 
90 As cyberfeminist Sollfrank (2020, p. 9) suggests, ‘it is necessary to invent 
new connections between humans and machines, namely connections based 
on relationships of care and concern’.  
91 Puig de la Bellacasa (2017, p. 58) defines the concept of listening with care 
as ‘an active process of intervening in the count of whom and what is ratified as 
concerned’. 
92 Puig de la Bellacasa (2017, p. 43) explains that humans ‘must take care of 
things in order to remain responsible for their becomings’ 
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attention towards the user and the object of care, a practice that affects the 

‘representation of things, adding mediation to mediations’. Listening with care to 

objects is a metaphorical action for Puig de la Bellacasa (2017), whereas I 

expand her concept to a literal and even material action.93 In my case studies I 

look for examples of listening-with-care by humans and synthetic voices, that is, 

digital assistants as objects of care. My focus on agency, therefore, reveals how 

care happens as listening-with-care (listening to errors, biases and stereotypes); 

caring for technologies and listening to technologies of care and how they care in 

turn. 

 

Voices in Gender and Techno-Feminisms 

In this thesis, the posthuman approach to agency within synthetic voices is paired 

with a feminist critique of technology.94 In the late 1980s and early 1990s, 

especially prompted by advances in digital technologies and informatics, 

cyberfeminists and technofeminists advocated for the anti-neutrality of 

technological design, which cannot be detached from the influence of its specific 

 
93 In her analysis of Bruno Latour’s concerns around technological 
constructivism, Puig de la Bellacasa fosters a critical approach to object 
ontology, actor network theory and posthumanism. Observing more-than-
human or non-human objects via the lenses of deconstruction of domination 
that concurrently shape those objects does not imply a humanist approach to 
‘more than human arrangements’ (Puig de la Bellacasa, 2017, p. 61). Rather, 
she argues, it adds qualities to their becomings, an ‘urge to [get] involved’ with 
their mattering. 
94 Some clarifications are due: when I use ‘female’ or ‘male’ voice, I refer to the 
perception that presupposes the sex of a voice, and consequently its gender. 
When I use the binary terminology of woman or man, I refer to the sociological 
and performative concept of gender. As a non-binary person with a perceivably 
male-sounding voice, when I speak of gender differences in this thesis, my own 
history of vocal gender struggle feeds my analysis. The autobiophonic, 
autoethnographic approach towards listening to stereotypes is inextricably 
linked to what I currently experience as a non-binary human. 
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social context.95 Queer theorist De Lauretis (1987, p. ix) explains that gender is 

defined and reproduced through ‘a set of cultural and technological media’, 

stressing how much humans produce and are constantly reminded of gender 

norms ‘both as representation and as self-representation’, through ‘various social 

technologies’ such as practices and epistemological discourses.96 Wajcman 

(1991, p. 2) pairs De Lauretis’s figurative technologies with technological 

development and explains how technology is never gender neutral. Wajcman 

coined the term technofeminism in her 2004 volume, an all-encompassing 

critique of the ‘Man = technology and science’ equation. Technofeminism wishes 

to examine gender relations and patriarchal hierarchies that have influenced 

scientific and technological innovation, and how technologies contribute to 

conserving such social practices. 

 

To Wajcman (2004, p. 7), gender and technology mutually shape each other: 

‘technology is both a source and a consequence of gender relations’, as well as 

a ‘social artefact’ (2004, p. 42). It could, however, be reshaped and recreated to 

avoid the ouroboros of self-shaping implied in the ‘technologies of gender’, where 

technologies such as television and computers are constitutive agents of gender. 

Technology contributes to the contemporary technologies of gender; at the same 

time, technologies of gender are embedded in technology, science and culture. 

My thesis unpacks the effects of such co-constitution on synthetic voices and how 

they are voiced in performance, examining how they might be intended or 

 
95 One of the aims of this thesis is to approach synthetic voices from a feminist 
standpoint, whilst avoiding scientific determinism and psychoanalytic 
reductionism. 
96 Techno-feminists argue for the possibility of informational technologies as 
communal spaces to engage with feminist action, promoting a co-constituted 
ontology between women and technology.  
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configured as spaces for a feminist critique of gender normativity and 

stereotypes. Accordingly, a brief historical and theoretical review is a necessary 

background for this endeavor. 

 

The question of technology and gender has been debated primarily in three ways 

in relevant research. First, radical feminists argued that masculinity is embedded 

in technology because of men’s hegemony over access and creation; women and 

men are different, as it were, and this is reflected in technological access. 

Second, liberal feminists contrarily claimed that technology is neutral, and 

inequality is a problem of access; patriarchy is therefore not engrained in 

technological creation. Lastly, Marxist feminists asserted that technology is 

shaped by a cooperation of masculinity and the capital, and it is a direct 

consequence of male dominance in the industrial revolution (Wajcman, 2010). 

These three approaches focus on questions of difference, affordance and 

access, which are undoubtedly part of the problem but not the only aspects of it. 

 

Conversely, scholars of the early third wave of feminism developed a much more 

intersectional approach to theory: technology could be emancipatory and has an 

active link with women’s social history (Haraway, 1991). In a comparison with the 

concept of ‘machine’, cyberfeminist pioneer Sadie Plant defines cyberfeminism 

as an alliance between technology and women, because ‘women have always 

been the machine parts for a very much male culture’ (1997, p. 4). In the name 

of this alliance, Plant and others advocated for a stronger female engagement in 

technological development, cyber studies, and computer science, imagining a 

post-capitalist world where technology will participate in women’s – and humans’ 

– liberation. Cyber- and digital feminists thus began applying theory to practice, 
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exploring new spaces for a women’s revolution and the relationship between 

digital technologies and gender.  

Cyborgs, Automata and Women 

A feminist critique of the agency of the machines emerged in the late 2000s in 

performance studies, concerning the concepts of transferred agency, presence 

and cyborg.97 The cyborg is a hybrid organism in which humanity, animality and 

machine co-exist. The term was first coined by Kline and Clynes (1960) and is 

used in multiple ways by thinkers, novelists and artists in general.98 

 

In writing about performance studies and contemporary practices, Parker-

Starbuck (2011, pp. 16, 126) defines cyborg theatre as the shift to the 

embodiment of new technologies in the performative context, where body and 

machine can interweave as others to build a new subjectivity made of human and 

technology enmeshed. Parker-Starbuck (2011, p. 39) locates cyborg theatre in a 

processual evolution, ‘transforming [bodies] into potential entities that combat 

 
97 The term robot is different from cyborg and indicates a different concept. It 
derives from the Czech robotnik, made popular through Karel Čapek’s 1920 
science fiction melodrama R.U.R. (Rossum Universal Robots), and refers to a 
machine that can undertake human labor. Robot has theatrical origins, as 
explained by Reilly (2011, p. 148): ‘The word “robot” is derived from the Czech 
robota meaning “drudgery” or “servitude”; a robotnik is Czech for both worker 
and serf or peasant. R.U.R. enjoyed enough cultural capital that the play 
introduced the word robot into the lexicon.’ 
98 In 1985, Donna Haraway published a paper in which she uses the concept of 
the cyborg as ‘a cybernetic organism, a hybrid of machine and organism, a 
creature of social reality as well as a creature of fiction’ (Haraway, 1991, p. 5). 
Haraway situates the cyborg as a becoming object and individuality in women’s 
history, often portrayed by writers as an eerie and fascinating either ‘male 
muscular war machine’ symbol of white male culture (Parker-Starbuck, 2011, p. 
3) or a mechanical female sexual demon. Haraway outlines three distinctions 
that inhabited the cyborg: the cyborg trespasses the limit between (hu)man and 
animal; it exists within his animality and is not a formed human; and is a 
becoming. Such a new ‘humanimal’ organism is no more clearly distinct from a 
pure machine (Haraway, 1991, p. 9); the cyborg is a ghostly entity. 
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and highlight fixed notions of what “human” can mean in relationship to embodied 

technology’.99 My work builds on Parker-Starbuck’s research by exploring the role 

of synthetic voices in such a shift, and investigating how they perform dichotomies 

of gender bias, both in speculative representation and in ‘actual’ human and 

artificial intelligence interaction (HAII). In our everyday life, we all are cyborgs; we 

exist in the limit of intelligibility between the digital and not digital, we relate 

(with)in that limit and we are becoming aware of the not-uniqueness of the human 

as human being. Parker-Starbuck (2011, pp. 21, 23) argues that the ‘cyborg 

stages […] questions such as human presence, race, gender, labor practices, 

longevity or physical ability’, and challenges an ideal ‘human/inhuman’ that is 

based on two stereotypical tropes: ‘mechanical females, created by males for 

amusement or companionship; and second, a masculine version, also created by 

men for experimentation, work or superior strength’. I wish to expand Parker-

Starbuck’s work and explore how, and when, certain stereotypes or biases are 

represented through synthetic voices. 

‘Sexed Voices’ 

My interest in synthetic voices acknowledges the uncertainty surrounding voice 

perception: even though the biological processes concerning voicing are studied 

and researched, they are unpredictable and inconsistent. This thesis deals not 

only with the production and construction of synthetic voices, or their artists’ 

intentions, but also examines how they are listened to and perceived in 

performance, with the zone in between voicer and listener as my primary focus. 

At the core of the differences in perception and production of male-sounding and 

female-sounding voices lies the anatomical qualities of biologically assigned-

 
99 See also Parker-Starbuck (2011, p. 6). 
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male-at-birth and assigned-female-at-birth individuals, observable mainly in the 

‘size of the larynx, which is disproportionally longer in males than in females’ 

(Kreiman and Sidtis, 2011, p. 24). However, such research is based on sexual, 

not gender, differences. Therefore, it should not be considered universal, 

because everyone, and consequently, each larynx, is different. Physical 

differences result in fundamental frequency (F0) variations that influence pitch 

perception: ‘At the age of 18, an adult male typically has a pitch of around 120 

hertz, and a female of 220Hz’ (Kreiman and Sidtis, 2011, p. 83), forerunning 

significant consequences in the perception of sex and gender.100 In a 1977 study, 

Kramer observed that female voices are perceived as high-pitched and fast-

paced, with ‘dynamic variations’ (Kreiman and Sidtis, 2011, p. 130), whereas 

male voices are expected to be ‘deep, demanding, and loud’. In 2022, there 

remains ongoing discussion over classification, pitch variation and timbre, since 

they influence more than just biological differences in voice production. Indeed, 

performativity and reception of gender are linked to and influenced by biological 

expectations in voice perception.  

 

Linguistics professor Carmen Fought comments on the relationship between 

voice and power: ‘men are supposed to be assertive, loud, and competitive. 

Women are supposed to be soft-spoken, cooperative and helpful’. When a 

mismatch between expectations and results occurs, stereotypes and biases 

influence the listener to reject the voice (Cox, 2019, p. 126).101 In this sense, 

 
100 The hertz (Hz) is the unit that indicates the frequency of a certain sound 
wave in space. The higher the Hz, the higher the pitch.  
101 For instance, it is common knowledge that Margaret Thatcher tried to lower 
the pitch of her voice to sound more ‘assertive’ and ‘authoritarian’ (Cox, 2019, p. 
125). Hillary Clinton’s presidential campaign was also allegedly negatively 
influenced by the sound of her voice, which was condemned as too ‘shrill’. 
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Kreiman and Sidtis (2011, p. 140) explain that the biological differences in human 

voices might result from evolutionary pressures, as is the case for animals. 

Therefore, the stereotype of the imposing masculine voice results from combining 

biological change and societal assumptions. It is safe to say that the perception 

of a sound’s fundamental frequency as that of a man or a woman is influenced 

by the codes through which humans tend to reiterate gender performance.102 Due 

to gender bias and biological binarization, voice is perceived either as male or 

female, even though examples of voices that rejects or go beyond the binary have 

always been present (e.g., castrato voices).  

 

The artificial production of voice has not always been gendered, however. The 

first attempts at recreating vocal sounds featured theatrical machines copying the 

phonatory system, yet the sounds produced were difficult to control in terms of 

pitch and tone (Brakhane, 2016). With the advent of computer synthesis, artificial 

voices became increasingly malleable, allowing the generation of different tones, 

pitches and sounds. Following Cox (2019, p. 170), it is possible to argue that 

humans are most likely to relate with a ‘human’-sounding voice and, due to social 

habitus, a human voice is perceived as either male or female. Artificial voices are 

given a sex to avoid their uncanniness in relation to what they are created for: to 

provide customer care in private or public settings as Virtual Personal 

Assistants.103  

 
102 Fundamental frequency, or F0, is the median frequency of a certain voice, 
that is, the number of oscillations produced by the vocal folds. Two humans 
might have the same F0 but different timbres and voices. F0 is just one of the 
components of a voice sound, yet a fundamental one.  
103 The main task that synthetic voices are used for is assisting customers in 
train stations, over answering machines and global positioning system (GPS) 
apps such as Google Maps. On top of that, synthetic voices are the main 
means of communication for VPAs. The most renowned VPA models are 
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As explained earlier, most of these VPAs are distinctly gendered as female.104 

This gendering is produced through a perceptually female voice, because users 

are more comfortable instructing and giving orders to a female than a male voice 

(Loideain and Adams, 2020, p. 2). In addition, VPAs are programmed to respond 

to any question, even the most obscure or offensive, in a ‘witty and flirtatious’ way 

(ibid.). This constant stereotyped gendering is both a problem and a revealing 

factor. Humans are more willing to give orders and talk with a flirtatious female 

than a male, and synthetic voices reproduce social biases and long-lasting 

stereotypes.105  

 

This vocal version of the cyborg perfectly aligns with the well-known history of 

representation of womanhood and technology in performance and theatre. For 

instance, Parker-Starbuck (2011, p. 17) argues that a fear of cultural 

‘encroachment’ made the ‘non-other’ – white, cis, educated man – create a 

parallelism between the cyborg and the female other. Parker-Starbuck (p. 22) 

also foregrounds the ambiguity of the cyborg figure, comparing hopeful views on 

technology of the twentieth century to the negativist ‘forerunners in thought and 

fiction’ of earlier times. Reilly (2011, p. 112) similarly traces the link between 

technology and female-others back to a sentiment of anxiety growing within 

 
Apple’s Siri and Amazon’s Alexa/Echo, which are voice-activated chatbots with 
server-based access to the World Wide Web. 
104 See Loideain and Adams (2019), Faber (2020) and Crawford (2021). 
105 For the media artist Roberts (2015), synthetic voices represent an acoustic 
mirror of society, and they perform gender biases, influenced by and influencing 
the social habitus surrounding voice. In addition, as explained by journalist 
Dattaro, ‘research on human-robot interactions is revealing that gender plays a 
big role in how people perceive, communicate with, and treat robots, much like 
it does with humans. And a lot of what we’re bringing over to our technological 
companions of the future is old, tired stereotypes’ (Dattaro, 2015). 



 

 59 

patriarchal society that relegates women to ‘manageable fetish objects’. Thus, 

the woman becomes an automatic, perfected domestic object, a female fetish. 

 

To some extent, female-voiced VPAs are female fetish voices: useful, controlled 

and utterly efficient women. In a 2016 article, xenofeminist scholar Helen Hester 

addressed what she defines as fembots, or female-gendered chatbots.106 To 

Hester, the fetishized object is paired with capitalist surveillance and control. 

When digitalized female voices are used as reassuring systems of control, the 

femininity of artificial female voices is exploited (Hester, 2016). Female voices 

are representations of the old stereotypical trope of ‘woman as caregiver’, and 

they are used in customer care to exploit, once again, the role of women in 

society. Positioning women – and female voices – as user-friendly caregivers is 

problematic from a feminist point of view: this is not an evolution of women’s roles, 

but only a reiteration of stereotypes. Synthetic female voices are ‘actively 

programmed to mimic specific gendered behaviors – in recognizing that their 

feminization is neither neutral nor inevitable but the by-product of specific 

histories’ (Hester, 2016). 

 

Moreover, gender-specific speech synthesis normalizes binarism and elides a 

whole part of humanity. If the binary is implied by the existence of a socialized 

caregiver that sounds like a woman, and if the other option is an unspecified 

deep, masculine man, there is no space for a third, fourth, fifth, nth way. 

 
106 Helen Hester is one of the founders of the feminist collective Laboria 
Cuboniks, as well as one of the most prominent voices of contemporary techno-
feminism and the writer of the first volume about XF (xenofeminism). Hester 
(2016) writes that ‘it is clear that many of today’s apps and automated systems 
draw upon pre-existing gendered assumptions, programmed as they are to be 
girlish avatars or feminized disembodied voices’.  
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Numerous studies unpack the role of voice and technology in reaffirming gender 

bias and how much the two intertwine and feed each other.107 My research further 

contributes to understanding how gender bias is implied in synthetic voices in 

performance, analyzing their social and material skein, the knots and the 

connections that make it, alongside the presuppositions within their 

positioning.108  

 

My work sets the ground for a practical and theoretical analysis of theatre and 

synthetic voices through the concepts of posthumanism, dialogue, cyborgs and 

otherness by investigating how synthetic voices open the discourse towards 

reformed spaces of relationality, and how these spaces can reconfigure (or 

reinstate) gendered norms trough voice-listening relationships and in vocal terms. 

 

Taxonomy of Relationality 

Working within the Human and Artificial Intelligence Interaction framework, I 

expand the concept of interaction towards the more complex idea of intra-action, 

stressing the importance of care whilst voicing with machines and exploring 

stereotypes, biases and presuppositions in the relational space of listening to 

synthetic voices. To do so, I have created a taxonomy that summarizes and helps 

me analyze the various forms of relations with synthetic voices on stage. Starting 

with this taxonomy, I consider each case study through an analysis of the 

reproduction of gender biases within technological artefacts. The thesis explores 

 
107 See Cusick (1999), McClary (2002) and Heesch (2016). 
108 I follow Corneliussen (2012, p. 12) when they argue that ‘[i]n studies of 
gender and technology, we need theories about how the relationship between 
gender and technology should be perceived, how gender and technology relate 
to each other and how they affect each other’. 
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synthetic voices through the concept of ‘making kin’, introduced by Donna 

Haraway as a form of empathetic relation (Haraway, 2016, p. 2). In the chapters 

of the body, the various forms of kinship between humans and machines shape 

the taxonomy to understand and give names to the forms of dialogue.109  

Voicing as Making Kin 

In anthropology, kinship has widely been accepted and understood as a 

sexual/biological link between humans. However, multiple theorists have 

rethought the notion of kin through symbolic communication and community 

(Klumbyté, 2018). Haraway proposes a different form of familiar entanglement, 

stressing the importance of relations as companions (2003).110 Following Lynn 

Margulis and the quantum physics revolution, Haraway (2016, p. 58) employs the 

term sympoiesis: the process of ‘making-with’ or of relation, where entities such 

as animals, lands and humans exist in the intra-action of making-with in forms of 

‘making kin’ to create solid relations of co-existence, collaboration and conscious 

mutual respect. I comprehend making kin as a stretch towards the other in co-

constituting dialogues, be it via touch, voice, memory or mutual existence in 

solidarity. Furthermore, making kin is based on response-ability, which is the 

capacity of the other to respond to different others and allow the other to respond, 

to ‘cultivate the capacity to respond’ (Haraway, 2016, p. 2).111 This approach to 

the world as a multi-species connection in networks is the landscape where I 

 
109 Exploring dialogues as intra-actions based on response-abilities, evaluating 
relations as abilities to respond and different forms of kinship. 
110 Haraway defines as ‘companion species’ those humans and non-human 
animals that exist in mutually dependent relationship (2003). 
111 The kinship proposed by Haraway is fundamentally rooted in an active action 
of response-ability, a concept presented by Barad (2003) within her wider scope 
of agential realism. Barad introduces response-ability as ‘a matter of inviting, 
welcoming, and enabling the response of the Other’, rather than the ability to 
find the ‘right’ response (Kleinman and Barad, 2012, p. 81). 
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place my analysis of synthetic voices in performance, with particular focus on the 

different forms of making kin that are vocally imagined, conceived, produced and 

enacted in performance. I consider making kin not a solid concept, but a moving 

notion; in the thesis chapters I employ the framework of ‘making kin’ to expand 

(and interrogate) the vocal relationships represented, experienced and imagined.  

 

Regarding digital technologies, especially data-based technologies such as 

synthetic voices and AI, I extend the fluid concept of making kin into a twofold 

idea. On the one hand, making kin is an affirmative practice of listening with care, 

a stretch towards the technological other, a listening to the co-participation of 

technologies and their possible role in changing society.112 On the other hand, I 

understand this process as already happening. In this case, the stress is on the 

making, the agential idea of ‘making something do something’. In the hyper-

connected world of data, making an object capable of talking is an action of 

humanization. For instance, there have been reports of people confessing their 

love to Amazon Alexa, and even proposing to ‘her’ (Cox, 2019, p. 181). Especially 

with VPAs, synthetic voices humanize an inanimate object and turn it into ‘kin’. 

As explained in the Introduction, humans tend to anthropomorphize or humanize 

synthetic speakers, leading to affectual relations through projections of human 

 
112 Haraway (2016, p. 139) disputes the profitable idea of kinship as a form of 
procreation with the motto ‘make kin not babies’. This should be taken as a 
provocation to expand the concept of kinship to non-humans and go beyond the 
limiting notion of social reproduction (Lewis, et al., 2020) – a provocation fully 
embraced by this thesis. ‘Make kin not babies’ signifies to co-operate together 
in intra-action of affirmative redefinition of the world, in sympathy and 
sympoietic assemblages. The manifesto of making kin ‘should be read not as 
against-life but rather as a non-natalist, anti-capitalist, anti-anthropocentric 
ethical call for sustainable forms of living’ (Klumbyté, 2018). See also Lewis, et 
al. (2020). 
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emotions. These projections take multiple forms, and it is fundamental to clarify 

the various tendencies of humanization to define my taxonomy. 

Humanizing Technologies: Voices in and of the Machines 

As Young argues, ‘in the synthesized voice we find the epitomization of simulacra 

– the copy without an original. The ideal voice – fixed, predictable, and defined, 

may come to seem more real than the original’ (2015, p. 83). Every object that is 

given a voice becomes a human-kin, a synthetic human, through prosopopoeia. 

From the Greek prosopon, the word prosopopoeia stands for ‘making something 

a person’ – and in this case, I apply the concept to the projection of a voice or the 

ability to speak to a non-human object.113 To ‘make something a person’ means 

to give them a ‘human mask’, a voice. There are multiple cases of technologies 

becoming persons in this way. For instance, in the Bible, Moses ‘speaks’ with the 

Book of Laws. In a more recent example, the book 6|5 by Alexandre Laumonier 

(2018) is a first-person non-fiction tale narrated by an algorithm. The voice 

becomes a sign of humanity and the technological object a human, kin, a person. 

These three terms are not interchangeable, yet it suffices to give a voice to an 

object for such an object to become ‘humanly’, a companion, a thing that can 

communicate with us. This happens by projecting humanity or kinship over the 

object in three forms: hauntological ghostly presences (voices in the machine), 

voices of the machine and godlike authoritarian figures. 

 

 
113 As speech theory scholar Myres (2016, p. 164) notes, ‘prosopopeia itself is a 
cracked mask by virtue of misfires in its translation from Greek into Latin. 
Indeed, Quintilian himself subtly diminished the “mask” in favor of giving “voice” 
or “persona” when coining the Latin equivalent fictiones personarum (IX.ii.29–
30). In this way the prosopon, a figure that (etymologically speaking) 
emphasizes the “mask,” became conflated with both the attribution of “voice” 
and “face”’. 
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Humanizing Voices in the Machine 

Hauntology is a ‘ghostly’ predisposition to repeat a non-existent past.114 It is an 

ontological disjunction of the present, continuously replaced by an absent past or 

non-origin, a ghost that is neither present nor absent. Drawing on Derrida’s 

theorization of hauntology, Mark Fisher (2014, p. 120) linked sound and voices 

to memory and nostalgia: ‘in terms of sound, hauntology is a question of hearing 

what is not here, the recorded voice, the voice no longer the guarantor of 

presence […] Not phonocentrism but phonography’. Voice in such remediation 

becomes a re-possession from the past.115 At times, synthetic voices can recall 

similar voices of our past that work with our senses and knowledge and bring 

back familiarities through memory and the reproduction of certain grains of 

human affect.116 Synthetic voices perform humanity as voices in machines, 

especially when reproducing and representing intelligent machines’ ideas in 

science fiction and everyday life.  

Humanizing Voices of the Machine 

There is debate around synthetic voices in customer care as to whether they need 

to maintain a machinic/mechanic feel to avoid the uncanny valley. The uncanny 

valley is a concept introduced by computer scientist Masahiro Mori in 1970.117 

Inspired by the Unheimlich proposed by Sigmund Freud, the uncanny valley is a 

 
114 Hauntology is a portmanteau between haunting and ontology: Derrida (1994, 
p. 118) coined it in relation to the ‘spectre of communism’ in Spectres of Marx. 
115 Similarly, French philosopher Latour (1996, p. 94) links the concept of 
prosopopoeia to the ghostly realm of possession in Aramis. 
116 See Faber (2020) and the link to familiar entanglements and possession in 
sci-fi movies featuring synthetic voices.  
117 ‘Climbing a mountain is an example of a function that does not increase 
continuously: a person’s altitude does not always increase as the distance from 
the summit decreases owing to the intervening hills and valleys. I have noticed 
that, as robots appear more humanlike, our sense of their familiarity increases 
until we come to a valley. I call this relation the uncanny valley’ (Mori, 1970, p. 
33). 
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graphical rendition of attraction, repulsion and discomfort linked to robots. When 

the robot/machine is too humanlike, it evokes an uncomfortable uncanniness in 

the observer or listener. Freud’s concept of Unheimlich concerns the ‘uncertainty’ 

of the dual alive/not-alive nature of an object, which activates a ‘temporary 

blindness’ in the bystander (Reilly, 2011, p. 118).  

 

As argued by Cox (2019, p. 190), this effect is observable in synthetic voices as 

well: a study conducted by Mitchell and others in 2011 and expanded by Moore 

and Maier in 2012 focuses on relations provoked by mismatched voices and 

figures. The scholars found out that such a mismatch produces reactions of 

incertitude and ‘dislike’ (Moore, 2015, p. 321). If a voice is paired to a non-human 

object, for instance, the more ‘human-like’ the voice sounds, the less the listener 

‘likes’ it. The object is human, becomes a person, because it has a voice. It is not 

possessed but speaks much as the listener does as a voice of the machine. The 

listener experiences rejection and attraction simultaneously, a confusing state of 

being drawn to yet repulsed by the machine’s synthetic voice. 

Acousmatic Gods 

The third iteration of humanization involves acousmatic voices, or voices that 

exist without a clear sound source. As introduced earlier, acousmatic voices are 

linked to godlike presences and the authoritarian figure of God. God is a moral 

authority, the omniscient creator who is everything and everyone in potency and 

manifests their power through voice or other humans’ voices. Surpassing the 

bodily limits of time and space, the synthetic voice is not simply a copy of human 

voice but represents a ‘something’ that goes over humanity, a ‘god-kin’ more than 

human. Faber inserts the gendered synthetic voices of fiction in this line of godlike 

authoritative power. In cinema, she writes, synthetic voices have mostly assumed 
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such godlike forms in familiar archetypal figures: the goddess/mothership, the 

omniscient authoritarian father, the overpowered mechanical being as 

rival/sibling (Faber, 2020, p. 15). These archetypes are projections happening in 

the listener’s mind, yet they are positioned as authoritative figures through their 

ubiquitous vocal presence that overpowers the listener.  

 

Through these forms, synthetic voices relate with humans, manifesting in 

aesthetic terms the everlasting technophobia of the inhuman/non-human, based 

on perceived loss or desire of power. A synthetic voice is already either a copy of 

an original or a mechanical reproduction of a certain idea of a human voice, and 

arguably, especially when acousmatic, a godlike presence. What matters is to 

acknowledge it and then analyze it through diffractive approaches focused on 

which forms of relation each specific synthetic voice develops.  

Synthetic Vocal Kinships  

My understanding of kinship is expanded, not rigid yet at times categorizable. I 

have individuated three trajectories of kinship in the case studies, and their 

different combinations form the categories introduced at the beginning of this 

chapter. These trajectories are projected, imagined and actual. They exist 

simultaneously, and sometimes interweave since they are formed in the 

fluctuating intra-action of listening and voicing with synthetic voices. As 

possibilities of making kin, Haraway differentiates between oddkin and godkin 

(Haraway, 2016, p. 22). Haraway does not give a substantial definition of godkin 

nor delineates what oddkin is.118 I comprehend oddkin as a way of making kin 

 
118 Katja Čičigoj (2019, p. 7) attempts to define the term godkin as ‘the children 
of God, which faithfully turn their heads towards the white dead Gods and 
Fathers of the Western tradition’. 
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that troubles or stretches the importance of responsibility and response-ability, 

rather than power structures, social roles and bloodlines.119 Oddkin is an anti-god 

centric, anti-anthropocentric definition of creating company, life or existence, the 

version of making kin that rejects the centrality of human. In turn, godkin is the 

opposite, forming an exploitative, hegemonic, patriarchal and anthropocentric 

relation. However, these concepts are not solid blocks; they fluctuate and are not 

even binaries, but tendencies inserted at either end of a line, in constant tension 

and fragile balance. The three trajectories of kinship move on this spectrum 

between oddkin and godkin, creating different categories in between them. The 

body of this thesis starts with an example of what I understand as godkin 

(Spillikin) and ends with an example of oddkin (Holly Herndon’s Spawn), with 

multiple, shifting and vocal kinships in between.  

Projected Kinship 

With projected kinship, I refer to forms of vocal relation that pertain to the realm 

of projection, possession and humanization of a synthetic voice. As outlined 

earlier, most of the literature within the limited field of synthetic voice focuses on 

this form of relation: voices in and of the machines, or acousmatic presences, but 

still synthetic voices imagined as humanizations through projection and 

possession. However, the relations that humans – and other synthetic voices – 

develop with voices are what make the oddkin possible in the first place. Similarly, 

the overarching idea behind AI is that a presence is within the machine, be it a 

human, such as the voice in Jeff Vandermeer’s Southern Trilogy, or a machine 

itself, such as in Her or 2001: A Space Odyssey. The shift in my thesis is to accept 

the voice in and of the machine as givens, and explore beyond the 

 
119 Haraway (2016, p. 103) defines making kin as ‘something other/more than 
entities tied by ancestry or genealogy’: an oddkin, rather than godkin. 
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psychoanalytical realm of acousmatic presences, possession and transferred 

agency contained in the projected tension, thus opening the scope of research to 

the imagined and the actual. 

Imagined Kinship 

Imagined kinship is a direct consequence of projected kinship, but it differs in 

multiple ways. For instance, imagined kinship is both an effect probed by 

synthetic voices that extends their humanization and the relation of kin to 

something other than the voice. This form happens only with imaginative effort, 

conscious or unconscious. As I show in chapters 3 and 5, audience members 

must consciously imagine links and relations with spaces around them, or 

unconsciously assign roles and identities to objects by giving them names and 

voices. A name entails a story and a series of experiences linked to it. As in 

literary examples, such as Karin Tidbeck’s Amatka (2012) and The Earthsea 

Cycle (1968–2001) by Ursula K. Le Guin, the act of naming becomes generative: 

with a name, a thing exists in its bodily materiality (Tidbeck, 2017) or its essence 

(Le Guin, 2018). If naming is paired to prosopopoeia, the act of giving a voice to 

an object – or in this case, a technology – can provoke an imagined kinship with 

the voicing object. The potentiality, the possibility of making oddkin, necessitates 

imagination and stretching towards creative re-imagination of the current world, 

as shown in chapter 7.  

Actual Kinship 

The final trajectory is actual kinship. The Oxford Dictionary defines actual as 

‘existing in fact, real, acted in reality’ (Anon, 2022b). An actual kinship is a 

material, embodied, real connection between two or more beings – in this case, 

two or more voices. Actual kinship can be represented, as in chapter 2, or real, 
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as in chapters 4 and 7. It can be an affective kinship of relation between two 

characters, or a material relation between two voices. For instance, in chapter 4 

the synthetic voices share the same database, coming from almost identical 

machines. Then, in chapter 7, the synthetic voice is generated with pieces of each 

audience member’s voice, creating a human-machine construct where author, 

audience and machine become one in the voice.  

 

Case Study Outline 

The combination of these three trajectories creates the six taxonomic categories, 

as presented in table 1. As an outcome of my 5-year-long research project, I 

propose that these categories structure the use of synthetic voices in 

performance from a relational and dialogical point of view. The taxonomy 

categorizes performances according to how they make use of synthetic voices in 

relations (humans and machine, machine and machine). I choose to categorize 

through ‘verbs’ in -ing rather than nouns because such categories are processes 

in action rather that fixed rules.  

 

Table 1 - Taxonomy of Synthetic Voices, y – taxonomy of synthetic voices in relation, x – forms of kinship 

 ACTUAL PROJECTED IMAGINED 

REANIMATING/ 
(MAKING GODKIN) 

x x  

POSITIONING  x x 

GLITCHING x  x 

PERSONIFYING x(o) x x 

MAKING 
XENOFAMILY 

 x  

MAKING ODDKIN x  x 

 

 

Reanimating, or making-godkin (chapter 2), is a mix of actual and projected 

kinship, playing with concepts of humanization, acousmatic authoritative power 
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and projection. It draws from hauntological renditions of AI, the history of science 

fiction and cinematic examples like Her and most of the case studies covered in 

The Computer Voice by Liz Faber. Examples of this category are performances 

dealing with technological care and assistance, like the chapter’s case study 

Spillikin: A Love Story; Sayonara (2012) by the Seinendan Theatre Company; my 

performances Are You Done? (2021) and You Are Not Done Yet (2020) on 

solitude in lockdown; and Paul Baker’s radio play My Voice and Me (2012) on 

grief and loss.  

 

Positioning (chapter 3) pairs projected and imagined kinship to place human 

listeners in between real worlds and vocal projections of reality, as well as to 

further imagined identities for voices. The positioning category contains 

performances that use synthetic voices as omniscient guides. These voices 

position the audience member in different and multiple roles. The audiences in 

turn project roles onto the voices to give them the agency to further imaginary 

worlds. In addition to the case study Remote X (Rimini Protokoll, 2013–), multiple 

performances fall into this category, such as Aperghis’s Thinking Things (2018) 

and my work Who is Voicing (2019).  

 

Glitching (chapter 4) features actual kinship between the voicers and listeners in 

a dialogue. The voices in the dialogues could share the same database, or be 

human-machine collaborative subjects, such as humans with voice protheses or 

voice-cloning practices. Actual kinship between machines can be highly 

predictable, yet it still has space for errors, or glitches. Commonly, glitch refers to 

a discernible error in a system, while in this chapter I use the concept as a theory: 

the voice ‘glitches’ the presuppositions that the audience might have about 
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human and machine interaction (HMI). Glitched performances forge tumultuous 

and unfixed moments of disruption that last seconds and require a stretch by the 

audience to imagine differently. The featured case study is Annie Dorsen’s Hello 

Hi There, but other performances fit into this category as well. Art Zoyd’s opérette 

Armageddon (2012) is an automatized composition for robot and synthetic 

voices; the glitch happens in the unexpected composition possibilities and the 

machine vocal logic. Societas Raffaello Sanzio’s Julius Caesar (1997) features a 

laryngectomized performer that delivers Mark Antony’s monologue without the 

aid of a voice box. The actor is glitching the centrality of vocal sound in theatrical 

delivery, and the absence of the machine reinforces the human-technology vocal 

kinship: we cannot hear the famous monologue without the technological device, 

yet we can re-imagine what voice is through its absence. The actor’s delivery 

glitches the concept of voice itself. 

 

The fourth category, personifying (chapter 5), combines the characteristics of 

glitching and positioning. It presents projected and imagined kinship, yet at times 

it also features actual kinship. It differs from glitching in the role of voice. In 

personifying, the imaginative push is not a stretch, but a swift passage happening 

in the audience member’s mind. Personifying contains performances whose 

scripts, databases and original texts are remixed and reproduced in the minds of 

the audiences, allowing them to imagine and project identities onto the voices 

based on previous tropes. On the cusp between glitch and personifying sits Annie 

Dorsen’s re-imagination of Hamlet, A Piece of Work (2013). Similar to Julius 

Caesar, A Piece of Work could be understood as a glitch in the idea of drama. 

Both Julius Caesar and A Piece of Work re-imagine Shakespeare, and the 

centrality of phoné and logos, through glitches of synthetic voices. However, 
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Dorsen’s work presents discernible characters through voices (ghosts, Hamlet, 

Ophelia), but with remixed lines and pieces of text. The audience then re-

imagines the histories of those characters, as the characters. The main case 

study in this chapter – SeeBotsChat (2017) – and Mark Hansen and Ben Rubin’s 

The Listening Post (2002–2006) could be categorized as personifying. In these 

three performances, from original, pre-written particles of text (Hamlet, memes, 

scripts and random tweets), the machines re-invent and re-produce the stories 

vocally, projecting identities in the minds of audiences as new narratives.  

 

Making-Xenofamily (chapter 6) is a projection of affection, an actualization of the 

reanimation. It moves constantly in between making oddkin and godkin, being 

both at the same time. I understand synthetic voices as xeno-humans, or 

intermingled versions of beings made of humans (pre-recorded voices, little 

pieces), non-humans (computers, networks, cables) and projections, biases and 

stereotypes.120 Xenofamilies are made of oddkins, yet they still present traits of 

projected authoritarian or hauntological figures. In my figuration of the xenofamily, 

familiar assemblages are redefined through non-human agencies as individuals, 

not only as objects in a system.121 Paola Torres del Prado’s El Tiempo Del 

Hombre (The Time of Man, 2020), is a remediation of a deceased artist through 

voice cloning as a postcolonial practice, creating a new legacy for Jorge Eielson’s 

poetry. Ant Hampton’s The Extra People (2012) features the synthetic voice of a 

child to create unease in the audience members, guided in an immersive 

 
120 My use of the radical xeno- is inspired by Laboria Cuboniks’s xenofeminism 
and especially Octavia E. Butler’s Xenogenesis Trilogy (1987–1989). The xeno 
includes the human/non-human entanglements of xenofeminism and does not 
forget about the other-than-humans that have been elided. 
121 XF reaffirms the importance of surpassing gender differences and the 
fundamental role of technology in rethinking binaries and familiar systems 
(Laboria Cuboniks, 2018, p. 8). 
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performance of being an extra. Lastly, the case study Pillow Talk (Begüm Erciyas, 

2017) pairs affect, memory and cuteness with solitude and care, in a surrogate 

of familiar encounters with a synthetic voice. 

 

As the reader will see, the final category, making-oddkin, is introduced through 

the xenofamily, and it is a material relation of kinship between humans and 

machines that has the capacity to re-imagine human-machine relations. Other 

than Holly Herndon’s practice, the case study of chapter 7, the works of 

composers like Atau Tanaka, Adachi Tomomi and Greg Beller fall into this 

category. Humans, synthetic voices and AI co-create in a granular re-composition 

of voice in non-linear and non-singular practice, but also as cyborgean extensions 

of both humans and machines. 

 

This thesis analyzes how these kinships forms further affirmative practices or 

reiterate biases and stereotypes. The mimetic act of machines, especially 

synthetic voices, arguably summons the human but at the same time can 

potentially rethink the concept of human itself. Synthetic voices fit in both 

categories: while technical artefacts are made of computer networks and 

algorithms, they are also representatives of a certain humanity.122  

 

In this chapter I have explained the theoretical and terminological journey that 

brought me to the taxonomy of synthetic voices in performance. The concept of 

skein is my starting point and the fundamental means to understand the 

difference between voice in, of and possibly with the machine. A relational 

 
122 To give a better spectrum of the different voices, I suggest engaging with the 
recordings available through the appendix of this thesis. 
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approach to synthetic voices in performance needs to be materially involved with 

what these voices encompass within their skein as circuits and cultural/social 

implications. I have then explored the possibilities of humanization of synthetic 

voices as in or of the machine, to then expand into the three trajectories of kinship: 

actual, projected, and imagined. The taxonomy consists in the mix of these 

trajectories: reanimating mixes actual and projected; positioning, projected and 

imagined; glitching actual and imagined; personifying mixes the three altogether, 

while making-xenofamily is a ‘pure’ projection of kinship. Finally, making-oddkin, 

once again mixes actual and imagined, but with a subtle difference from glitching: 

the imagination is a direct consequence of the way the synthetic voice is created. 

The body of the thesis will expand on each category through a case study, 

starting from the forms of kinship and then exploring further into agency, care, 

and gender.  



 

 75 

2. Binaries and Hegemony: Spillikin, a Love Story  

This Chapter examines Spillikin, A Love Story (2015) by Pipeline Theatre.123 

In Spillikin, the synthetic voice is ‘staged-as’, it ‘plays’ a role and comes from an 

identified source – a robot. The voice is not triggered by a responsive, automated 

system, but each sentence is played by a human technician. The relation 

between human and machine in the show is a representation or an attempt to 

make kin between humans and non-humans through projected and actual 

kinship. The synthetic voice pertains to a realm of possession, projection, and 

authoritarian relation of kin; therefore, this case study’s category is reanimation, 

or ‘godkin’. The audience observes a representation of a projected/actual kinship 

between the two main characters: Sally and a robot. In my diffractive approach 

toward this performance and the synthetic voice, I have explored how the 

empathetic relationship of care between the characters was portrayed and then 

perceived by me as an audience member. The analysis will advance by critiquing 

the dialogues performed, exploring prosody, voice, and language. The plot 

follows the life of a woman (Sally) and her robot companion, Raymond, a 

surrogate of her husband, a deceased scientist, who gave her the robot to provide 

care and assistance. Spillikin is an account of voiced memories: a man and a 

woman whose voices change through time. Even though, as audience members, 

we see their bodies, my focus will be on the soundscape and the ‘story’ narrated 

by the synthetic voices and their human counterparts. 

 

Spillikin follows the thoughts of the main character, Sally, a woman diagnosed 

with Alzheimer’s who lives in her once-shared house alone. Raymond, her 

 
123 From now on I will refer to the show solely as Spillikin (italic), whereas when 
I use ‘spillikin’ I refer to the name that Raymond gave to his own illness.  
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husband, has passed away due to a body-impairing illness – to which he referred 

to as ‘spillikin’ – but he left behind a ‘copy’ of himself to keep her company. The 

copy – Robot-Raymond – is an artificially intelligent robot capable of speaking, 

singing, and conversing. It is played by RoboThespian, a humanoid robot 

produced by the British company Engineered Arts.124 Sally’s illness progresses 

during the show, and through her increasingly fractured memories, the audience 

can follow and piece together her life with Raymond as she recalls it in 

conversation with the robot. From early teenage memories to the most recent 

struggles of an elderly couple, audience members witness Sally’s and Raymond’s 

life together. Raymond uploaded his memories, consciousness, and voice in 

the RoboThespian, rendering it a living diary that speaks and engages Sally’s 

thoughts and her human voice. Sally slowly grows in her affection for the robot, 

and they actually ‘make-kin’ through their ‘shared’ past. The plot surrounds this 

couple and their problems and traces the reasons that brought Raymond – a 

computer scientist – to create the robot. As the story unfolds and Sally’s 

memories resurface thanks to the robot, and the audience realizes how much the 

couple has suffered: Sally rejoices and grieves during the memories, engaging 

with an emotional burden that grows parallel to the mental and physical pain. 

What follows is my experience of the performance that will allow the reader to 

imagine the audio-visual environment I am describing.  

 

On the stage, there is a living room with a bookshelf, a table on the left and two 

doors at the rear. Several post-its, impossible to read, are attached to the props. 

A man is standing next to the RoboThespian when a woman enters the stage. 

She addresses the man, a technician [Tim], and they start talking about the robot. 

 
124 Engineered Arts is a UK-based robot-engineering and design company. 
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Tim calls the woman Sally and continues explaining that the robot is a present 

from Sally’s husband – Raymond, a scientist – who is attending a conference, as 

she says. Raymond made the robot so she would not be alone, the technician 

tells Sally. He then leaves her with the robot switched on. Sally rejects its 

presence, claiming that she does not need help and company: there is already 

another woman in the kitchen, Sally says, ‘she has fat arms’. Then, 

RoboThespian starts speaking, asking questions to Sally: ‘do you know what year 

is?’.  

 

We are then introduced to two new actors: a young Raymond and a young Sally, 

re-enacting Sally’s memories on the other side of the stage. The plot retraces the 

early steps of their encounter and shows Sally’s present time with the robot. The 

seasons pass, and while her illness worsens, Sally grows affection for the 

RoboThespian. Raymond has never come back; Sally realizes that he has 

passed away, and the robot is a present from her husband to help her overcome 

his absence. Sally eventually starts calling the robot ‘Raymond’: ‘Sally, you are 

talking to me as if I am Raymond, real Raymond? […] if you want, I can talk like 

real Raymond.’ The RoboThespian then changes its face and voice, sharing 

similarities with the actor playing young Raymond in prosody, accent, and 

expressions [‘so, what is cooking?’]. Sally is happier and joyful to have the chance 

to talk with Raymond once again.  

 

She starts caring for him like he is still there: she puts his glasses on the robot’s 

face and a blanket on the limbs. With a napkin, she pampers the shiny head of 

the robot while saying that it needs to be taken care of. She calls him Spillikin, 



 

 78 

the name that Raymond gave to his sickness.125 Sally and Robot-Raymond 

remember their youth together and their passions. Sally wanted to be a singer, 

‘but I sound like a cat burnt alive,’ young-Sally adds. Raymond wanted to be a 

computer scientist, and he became one. As Sally’s health declines, the memories 

shared with the robot become painful, especially concerning Raymond’s best 

friend James: ‘I’ve been a bad wife, I cannot see James anymore, even though 

I’ve put my tongue in his mouth’. Sally had an affair with James, Raymond’s best 

man and friend, and the memory haunts her while she speaks with the robot. 

‘Sally, you’re beautiful’, said the robot. Sally replies: ‘you are not the real 

Raymond, […] he would only think about conferences, he never said that I am 

beautiful. […] you, you sit like a spy when I put my tongue into James’ she cries. 

Sally and Raymond never had children. She tries to turn Raymond-Robot off 

while the robot attempts to make her talk. In a noteworthy juxtaposition, the very 

last scene of the play shows a silenced, painful Sally slowly disappearing through 

the curtains, whilst Robot-Raymond, alone on the stage, sings ‘My Funny 

Valentine’.  

 

 
125 Raymond passed away because of a congenital disease that he inherited 
from his dad, young Raymond explained. 
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Figure 3 – Pipeline Theatre, Spillikin (2016), © Steve Tanner 

 
 

The robot is a fusion of two products designed by Engineered Arts: SociBot, a 

‘head consisting of an adaptive, digital 3D screen as a face’, and the 

‘mechanically stiff RoboThespian, a body that barely moves throughout the play’ 

(Stamboliev, 2017, p. 266). The company's website defines it as ‘the ultimate 

acting humanoid […] the perfect talking robot’ (Engineered Arts, 2021). 

RoboThespian is a moving, engaging, and talkative robot that could work as ‘an 

entertainer, salesman, an actor in a film or theatre or as a teacher’ (Engineered 

Arts, 2021). It is produced with an interactive remote system that allows the owner 

to control it ‘on the fly or ahead of time […] making him the ultimate telepresence 

device’ (Engineered Arts, 2021).126 The robot’s figure and voice vaguely recalled 

Stephen Hawking: a synthetic voice emanating from a scientist in a wheelchair. 

Pipeline Theatre’s interest was in exploring robots as caretakers and companions 

 
126 In the numerous recordings of RoboThespian online, the robot cannot 
‘produce’ a synthetic voice but only reproduce it through a speaker inserted in 
their ‘chest’. The moving ‘mouth’ creates an illusion, but the actual ‘movement’ 
is merely visual. 
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through a relationship between an actress and a robot. In the words of Eugenia 

Stambiolev, Spillikin addresses the debate on ‘technology in elderly care’ and 

raises the question of robot and human companionship (2017, p. 265), 

commenting on the role of robotics and AI in contemporary healthcare and 

whether technology should be used as a substitute. As Philly Byrde writes in her 

review for the Hall of Cornwall, ‘Pipeline boldly test the implications of 

reminiscence as comfort, as companionship – or as an ethically dubious trick on 

the short-circuiting memories of those with dementia’ (Byrde, 2017). The robot is 

there to chat, reassure and stimulate the memories when Raymond has gone.  

 

Young and elderly Sally, young and Robot-Raymond, robot pre-Raymond, Sally 

pre- and during her sickness are all voiced differently in different iterations. In 

addition, other voices are present: the silence of the home helper, ‘the one with 

fat arms’, and the technician's calm and ‘comprehensive’ voice (Tim) that explains 

the Robot to Sally. These different voices contribute to the exploration of 

technology to the extent that the audience is left to consider if Raymond built the 

robot to fight against his wife’s illness and keep her company or force her to 

remember unpleasant memories concerning their relationship. In other words, my 

analysis will focus on the specific role of voice in this complex human-machine 

interaction of fictional characters and performing bodies.  

 

Too much of a human, not enough robot 

In Spillikin, every action and word of the robot is pre-recorded: the robot follows 

a set of cues, responding with the pre-recorded track, independent from whatever 

the human actor says. The robot is not listening but only reproducing. The cues 
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are selected and controlled remotely by a sound technician.127 Hence, the human 

actor’s voice is not triggering any response in the robot, which exists as another 

‘actor’ only through fiction and representation (Cox, 2019, p. 194). Even though 

the technician cues the robot’s facial, physical and vocal responses, the facial 

expressions are remarkable: ‘[t]his particular RoboThespian has been 

customized with our state-of-the-art projected head [SociBot]. […] This means a 

huge range of facial emotions can be accurately displayed with subtle nuance, 

normally only achievable through human actors’ (Engineered Arts, 

2021). RoboThespian can reproduce facial features and pairs this with 

convincing vocal outputs. Pipeline Theatre developed the artificial voice with the 

aid of one of the most notable experts in voice technology, Prof. Roger K. Moore. 

With Moore’s aid, the company imagined a voice that needed to be robotic and 

human simultaneously: not too much robotic but not too much human either, to 

avoid the uncanny valley. To overcome the difficulty in finding a state-of-the-art 

voice presenting both characteristics of naturalness and robotness, Pipeline 

Theatre made use of a version of the Wizard of OZ arrangement (Moore, 2017). 

In an experimental environment with human participants, Moore applied the WoZ 

arrangement to observe audience reactions to different robotic voices. To obtain 

data, he used a human disguised as a robot/artificial intelligence. Tricked into 

believing they were talking to an actual machine, participants produced factual 

data about HRI that helped understand how and where synthetic voice design 

should focus (Moore, 2017, np). Moore, in his research, concentrated on 

managing artificial device users’ expectations ‘by giving artefacts an appropriate 

non-human voice, e.g., a voice that is intelligible but robotic’ (np). The robot’s 

 
127 It is important to not confound this ‘real’ technician behind the scenes and 
the technician character, Tim, who explains the fictional functions of Robot-
Raymond to Sally.  
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voice in Spillikin needed to be robotic enough to not ‘disturb’ the human listener 

but present human traits as well, to remind Sally – and the audience – of 

Raymond’s voice and Raymond’s presence: the voice acts as an index of the 

deceased computer engineer and a caretaker. The voice was created via various 

recorded excerpts of an actual voice actor; it has the prosody and tone of a 

human, even though technologically mediated.128 Robot-Raymond’s voice is 

perceivably male-pitched, with calm prosody, and often deploys a ‘scientific’ or 

patronizing tone, yet it plays the role of the caretaker. The robot worked as a 

vector for Sally’s loss of memories, which became increasingly apparent as the 

story unfolded. Through RoboThespian, Sally could unveil some memories of her 

relationship with Raymond. Yet, Sally struggles since she does not want to 

remember the wedding or any other memory because her emotional labor is too 

much for her to handle.  

 

When intra-acting in relations of care, technological outputs such as cyborgs and 

automata might be intended as companion species.129 When discussing care for 

technologies, in chapter 1, I unpacked the role of caring for technologies of care. 

Caring for technologies of care means understanding those technologies as 

fundamental yet possibly troublesome. They are objects, yet they can be 

perceived as sentient, becoming surrogates of companions for the patients. 

Humans and non-humans, as companion species, share a material existence 

and are co-becoming in practices of well-being and care. Robot-Raymond is ‘built’ 

with the only purpose to become a companion for Sally. Then, it exists for and 

 
128 However, this resulted in a ‘too human voice’: the synthetic voice in 
Spillikin is too human, as Cox argued, both physically and socially (Cox 2019: 
191). 
129 See also footnote n. 110. 
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through relating with Sally: they develop a kinship that happens both physically 

and vocally, and the second is the focus of this Chapter. 

 

Multiplicities: the characters and their voicings  

In his analysis of Fanon, sociologist Achille Mbembe stresses the importance of 

voice and language in relations of care (2019, p. 142). For Fanon, language and 

speech are how patients and caretakers can fight mental illnesses through a 

communal communication space (Fanon, 2018, p. 234). Sally and Raymond’s 

relation of care is based on vocal communication, and their voices take numerous 

forms. Sally’s voice moves between different tones and pitches; Sally’s voice is 

human, fractured, and fragile, as much as her memory is. Robot-Raymond’s 

voice seems to ‘tame’ her, to control her. Raymond’s voice is synthetic, technical, 

and based on the actor’s voice. It is calm and gentle but also firm and orderly, 

perceived as scientific. In Spillikin, there is no such thing as ‘a’ voice but multiple 

voicings.  

 

Sally is an older adult, a confident, quick thinker; she is not particularly interested 

in the robot, as reflected in her initial discontent. When she speaks about the 

‘woman in the kitchen’, Sally’s voice changes, sounding mildly disgusted – ‘she 

got fat arms’ – whereas she sounds vaguely worried when she thinks about 

Raymond’s whereabouts. Sally's younger ‘version’ is a quick thinker, interested. 

The singing voice is the link that brings her to Raymond’s house: Raymond’s 

mother is Sally’s singing coach. Sally hates her voice, though: ‘I’ve got a terrible 

voice, I sound like a cat burnt alive’, something that both young and present Sally 

repeat. During the show, we ‘hear’ her singing voice twice: once when young 

Sally sings live ‘All of Me’ by Frank Sinatra, and once, towards the end, when a 
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trembling, silenced present-Sally lip-synchs to Sinatra’s version of the same 

song, making Sinatra her voice.130 Young-Sally’s speaking voice goes through 

minimal changes during the show. When she is happily talking with Raymond or 

when she is angry at her parents and her ex-boyfriend, young Sally’s voice 

communicates her psychological circumstances directly. However, present-day 

Sally’s voice not only speaks clearly of her emotions but is also the voicescape 

to the increasing effects of Alzheimer’s disease. Her voice cracks, babbles, and 

trembles. The words do not come out. Sally is faced with her past, and her voice 

presents the wounds of such a past. Her husband’s death is mentioned only when 

Sally shouts the word ‘funeral’ in the show's second part, but the death itself is 

never shown nor narratively explained. Her sense of guilt explodes vocally when 

she remembers Raymond’s best man James and the kiss; her voice shouts at 

Robot-Raymond when she realizes it is indeed a robot: Sally experiences the loss 

of her previous life with human Raymond. Finally, her voice turns into the half-

silenced, muted, singing of the last scene.131 Sally is vocally and bodily depicted 

as a ‘sad, lonely, ill’ woman who cannot control herself. Her loss of words 

compared to the robot speaks volumes of her role in the story: Sally is presented 

as the stereotypical vocal destiny for a woman –a singer, albeit not a good one, 

and a domestic voicer perceived as a ‘bad’ wife. She is phoné/material vocality, 

and Raymond, with his books, recorded sentences, and post-its, is logos/speech-

and-reason. They are vocally ‘opposites’ through vocal stereotypes: the calm 

‘man-of-science’ and the ‘loud woman’. 

 
130 When I say that the silenced Sally is ‘singing’ yet only lip-synching, I refer to 
the extensive research conducted on the relations between singing, lip-
synching, and vocal identity. For instance, see Snell, 2020 and Sjöberg, 2018. 
131 As noted by Lizzie Bell in a review for the Edinburgh Fringe, Sally’s loss of 
words coincides with actions in scenography. The more she loses words, the 
more books disappear from the library behind her, and her ‘care’ for her body 
and clothes diminished as her health deteriorates (Bell, 2015). 
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Young Raymond is a stereotypical ‘nerd’ with refined language and a trembling 

speech tone. However, he is capable of sudden outbursts of emotions 

(confessing his love to Sally and asking her to marry him). And, not unlike young 

Sally, he tends to speak fast and get lost in his discourse. Robot-Raymond’s 

voicings are synthesized and pre-recorded. The first is a monotone synthetic 

voice, male-pitched, a ‘standard’ artificial voice, a male version of Virtual Personal 

Assistants voices like Siri or Alexa.132 Then it becomes ‘Raymond’: the projected 

face switches to an ‘older’ version of young Raymond’s face, and the voice starts 

to recall young Raymond’s voice and expressions. In an act of displayed 

prosopopoeia, the SociBot’s face moves from a ‘generic’ robot-looking face to a 

much more resembling projection of Raymond. The voice has a different prosody 

and timbre, most likely taken directly from Young Raymond’s actor’s recordings. 

In the very last scene of the show, Robot-Raymond alone on the stage ‘sings’ a 

recorded version of ‘My Funny Valentine’ by Chet Baker.  

 

The voicings are in relation, and they co-influence each other. At first, every time 

Raymond speaks – either young Raymond or robot Raymond – it is to respond 

to an action or a voicing of Sally. Conversely, Sally has an active role: she speaks 

by herself, and her voice ‘wakes up’ or invokes the dormant young nerd as much 

as it ‘switches on’ the robot. As soon as the robot ‘becomes’ Raymond, active 

agency moves to the robot’s voice and, in tandem with the memories, to young 

Raymond. Robot-Raymond ‘switches on’ Sally’s memories through voicing, 

whereas young Raymond speaks to young Sally, confessing his love to her. 

Although we initially thought Robot-Raymond was a robot-tool vocally triggered 

into interaction by Sally’s voice, this was nothing but a prelude. In the beginning, 

 
132 See p. 7.  
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we observe and hear how a robot ‘should’ operate, only to then have the 

relationship reversed. As a result, this makes Sally the stand-in for robot-ness, 

and Robot-Raymond is the operator. Mbembe explains that, to Fanon, the 

recreation of identity in a dementia patient passes through the encounter with the 

other that ‘reveals me to myself’: a relation of care happens only when one of the 

related allows herself to be affected by the other (2019, p. 176). In this sense, I 

argue that Robot-Raymond is a companion. In the shift from a ‘standard’ robot to 

Raymond, the synthetic voice changes, and Sally’s voice longs to hear it. It is 

Sally’s voice that cheers and babbles out of joy when she hears Raymond’s 

catchphrase, ‘what’s cooking?’. Still, for the umpteenth time, Sally enacts the bias 

of the ‘passive’ woman, the ill figure that exists for the sake of the late husband. 

Consequently, this means, once again that the woman/dementia-patient needs 

to reconstruct herself through the Man. 

 

Sally develops an openness to the machine that might seem too sudden, but it is 

not unheard of.133 Based on the Computers Are Social Actors paradigm, Sally’s 

acceptance and openness towards the machine were realistic and expected.134 

Sally was already humanizing the robot by talking about and taking care of her 

memories with Raymond and referring to the robot as human, alive: ‘you were 

wearing a silly jacket’. Sally speaks with and to the voice in the machine, or her 

projection of it that is Raymond. The ‘humanization’ of the robot happens vocally 

 
133 In another review, for westbriton.com, Lee Trewhela wrote that ‘it soon 
becomes apparent that the robot is an extension of her [Sally’s] husband’ 
(Trewhela, 2015). 
134 Clifford Nass and Byron Reeves introduced the paradigm ‘Computers are 
Social Actors’ (1996). CASA is the concept that defines how people 
subconsciously apply social rules and expectations to computers, knowing well 
that such machines do not have feelings, intentions or human motivations (Nass 
& Moon, 2000). 
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through Sally’s projection, but it reveals Sally’s difficulty in dealing with the robot: 

she experiences the uncanny valley. Sally is attracted – even physically – by the 

machine, yet she rejects its presence. Sally lives in the tension of her imagined 

memory of Raymond and the ‘robotness’ of Raymond’s voice and body. For Sally, 

the tension between accepting and refusing the machine is due to her dismissal 

of listening to painful memories as well as dealing with the overwhelming 

humanness of the new Raymond. When the robot changes his face and voice, 

Sally is amazed, yet worried; she starts projecting her memory of Raymond onto 

the new ‘human-bot’, even kissing him on the ‘lips’. In one of the scenes, Sally is 

scared and stunned to see Robot-Raymond in the house while fantasizing over 

her memory of human Raymond. She then rejects the robot and runs away. Sally 

hears Raymond’s voice in the synthetic voice’ skein: the robot moved from the 

‘machinic’ feel of the ‘standard’ voice provided at the beginning of the show, to 

the ‘human like’ feel. Robot Raymond’s skein in the second part is based on 

Raymond’s actual grain, the actor’s logos and phoné, which affects Sally’s 

reception of the voice. The voice is then in-between Sally’s memory of Raymond’s 

voice and Robot-Raymond’s voice, in-between voice in the machine and voice of 

the machine. As Moore argued, and as backed by Simon King, systems like Siri 

need to use ‘canned phrases’ and to ‘sound slightly artificial’ to avoid too much 

expectation (Moore, 2015). ‘If it sounds too human, it has all the human 

characteristics, like intelligence […] It is only when vision and sound combine that 

the incongruity between these modalities might cause problems’ (King, in Cox, 

2019, pp. 179-180). Robot-Raymond’s voice becomes too human as the play 

unfolds, affecting both Sally and the actress playing Sally, Judy Norman.  
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For the actress, working with the robot was new but also weirdly familiar: ‘this 

show has proven to me that working with a robot is really not that different’ 

(CGTN, 2017). Additionally, Sally experiences an attachment to the robot, an 

unexpected connection: ‘when he looks at me, he’s very affectionate’. Norman 

knows that Robot-Raymond’s voice and body are operated by a technician in the 

tech room; however, she treats the robot as a colleague, a peer. Engineered Arts 

foregrounds the robot as a ‘talking actor’, even though everything it says and 

does is teleoperated. Its voice, prosody, and style are nothing more than a 

sampled version of the actor playing young Raymond. All these voicings entail 

questions of agency and the human/non-human divide. Rather than a quantitative 

discussion based on who is operating what, my approach is qualitative and 

directed to ‘how’ non-humans are used in performance and what their voices 

represent and materialize.  

 

Spillikin, or the transfer of agency through voice  

In Spillikin, mediated and non-mediated voices coexist on stage, and they 

mutually influence each other. In the case of this performance, agency is only 

transferred to the machine via a technician. The RoboThespian is guided by an 

operator, and the voices are pre-recorded. Trevor Cox insists that ‘adding speech 

to a technological device suggests agency’ (2019, p. 181), which might provoke 

a ‘powerful yet confusing experience’ in the audience and the actors (195). 

Expanding on Auslander’s division on liveness and playback, Parker-Starbuck 

undertook an intermedial approach towards agency.135  

 
135 Philip Auslander argued that ‘digital liveness emerges as a specific relation 
between self and other, a particular way of ‘being involved with something’ 
(2012, p. 10). 
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Parker-Starbuck positions technological mediation as a process and a 

progression of the concept of ‘live’ (2011, p. 10). Liveness is not fixed but moves 

and is transferred to and through technology: technology changes us as much as 

we change it. As far as voice is concerned, technological mediation and agency 

have been extensively covered, and technology is widely recognized to extend 

(Young, 2015, p. 6) or augment voice qualities (Beller, 2017, np), as well as being 

theoretically linked to ‘death’ and memory (Lønstrup, et al., 2017), as Spillikin 

reaffirms. For instance, if a voice comes from a speaker, it does not necessarily 

mean that the speaker is the voicer or the performer. The entanglement of 

human, microphone, cables and speaker furthers the conception of ‘the voicer’ 

or ‘the performer’ into a new becoming. Technology is a process of becoming that 

is not a mere reproduction but a further nuance of production where humans 

cooperate with non-humans. In this sense, I argue that RoboThespian’s 

movement and voice on-stage are in intra-action with the technician’s control off-

stage: they are both the ‘actor’ together. The audience does not experience the 

intra-action as two distinct entities in-action together but as a whole: the robot is 

‘live’ because it exists in the moment and the fact that it has a voice suggests 

agency. 

 

Besides, the concept of ‘live’ could be intended as an opposition to death, as 

Parker-Starbuck proposes with reference to Phelan (2011, p. 11). Raymond is a 

paradoxical figure: a live representation of a dead body, which communicates 

vocally; a sophisticated puppet guided by a human off-stage and almost ‘evoked’ 

by Sally on-stage in a vocal act of synthetic reanimation. Observing the 

relationship between the characters of the human Nathaniel and the machine 
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Olympia in the theatrical rendition of Hoffman’s The Sandman (1817), Kara Reilly 

employs Jane Goodall’s concept of ‘transfer of agency’. The more Olympia 

increases her autonomous agency, the more Nathaniel seems to lose ‘power’ 

(2011, p. 116). As soon as Nathaniel realizes that Olympia is a robot ‘powered 

only by Nathaniel’s agency’, he experiences a ‘disruptive sense of the uncanny’ 

that makes him lose ‘all sense of himself’ (117). In an uncannily analogous way, 

the show of this case study uncritically reiterates a trope towards automata and 

robots in fiction: Spillikin presents a similar but opposite ‘transfer of agency’. As 

soon as Sally grows in affection for Robot-Raymond, Sally’s Alzheimer worsens. 

She hangs onto the robot’s voice to remember, to recall her memories. The 

transfer of agency between Sally and Raymond reverses yet represents the trope 

of automata in theatre, implying a series of relations of power that I seek to 

unpack in the rest of my Chapter. 

Prosopopoeia/De-acousmatization 

As argued earlier, Sally ‘wakes up’/invokes or reanimates dormant Robot-

Raymond with her voice, and the more she talks with him, the more she loses 

words and ‘sense of herself’. At first skeptical, Sally increasingly enjoys the 

robot’s company to the point where she starts talking to him as if it was her late 

husband, Raymond. This action produces a reaction of surprise and ‘pity’ in the 

robot: Robot-Raymond reveals to Sally that he could become Raymond, or a 

version of him, if that is what ‘she wants.’ Sally embraces Raymond’s 

appearance, and from that moment onward, she abandons herself to the illness, 

with Raymond as a companion. And in another melodramatic trope for women, 

Raymond becomes the only guide, the only ‘master’.  
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By asking Robot-Raymond to have her husband’s voice, Sally produces a de-

acousmatization of the synthetic voice: even though that voice existed and had a 

body (the robot), it was nothing to Sally. When she begins to feel affection for the 

robot, the very act of assigning ‘it’ Raymond’s identity makes the robot become 

Raymond, therefore starting the process of transfer of agency. Raymond’s voice 

exists only within the relational space that Sally creates with the robot and with 

us as the audience through the dramatic fiction we perceive as happening on 

stage. Raymond’s memory is doubled: the voice in the machine creates a bodily 

presence that gives the robot a ‘real’ identity. As outlined in the introduction, for 

Barthes, every voice has its grain (1977), and for Cavarero, every voice holds a 

uniqueness (2005). When paired with synthetic voices, such studies apply only 

through a ‘projection of identity’, an effort of subjectification, and in this case, a 

reanimation. 

 

The transfer of agency is not only due to the de-acousmatization process that 

happens via Sally’s voice. On-stage we observe the revelation of the robot as 

Raymond, but this has been ‘planned’ off-stage. Raymond created the robot with 

the possibility of it becoming a surrogate of Raymond’s personality. It is 

suggested that Raymond has been able to upload his memories in the robot 

software, his prosody and speech codes, and his ‘ideas’ of what Sally’s needs 

are. This transhumanist chimaera of the uploaded mind could be compared to the 

concept of prosopopoeia explored in chapter 1. Through intended and 

engineered prosopopoeia, Raymond projects his voice and face onto 

the RoboThespian, which then becomes a persona of himself, one of the possible 

voicings. That voicing reminds Sally of Raymond; consequently, Raymond exists 

and brings back habitual relations with Sally, notionally giving voice to her 
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memory and imposing his presence on her. Sally produces Raymond’s voice in 

the machine, projecting it towards a life-less robot, which becomes unique and 

embodied through the vocalization of her memory. This possibility was already 

latent in the robot because Raymond planned his ‘return’ through the robot 

persona.  

Humanization 

The transfer of agency happens vocally, in between Sally and Raymond, through 

de-acousmatization and prosopopoeia. Raymond’s voice is a projection, which 

echoes Eugenia Stamboliev’s reading of the show. The media theorist applies 

Breazeal’s analysis of HRI to Spillikin and the question of ‘social interactivity’. The 

robot is socially interactive due to the ‘human tendency to anthropomorphize 

humanoid robots by treating them like humans’ (2017, p. 267). For Stamboliev, 

the robot is not interactive but ‘socially situated’ and ‘evocative’: a projection of 

human agency over the robot. Expanding from Stamboliev’s argument, I wonder 

if a more ‘robotic’ voice would have changed the way Sally made kin. The 

projection happens through an ‘envoicing’ of the robot and subsequent de-voicing 

of Sally. The robot becomes Raymond via vocal projection. Two humans (Sally 

and Raymond) project Raymond’s persona onto the Robot to make it ‘socially 

effective’. Likewise, humanization is intended for the audience. Stamboliev 

explains this through Kara Reilly’s definition of onto-epistemic mimesis:136 

audience members not experienced in interaction with humanoids, robots, and 

automata, will perform onto-epistemic mimesis, by giving human characteristics 

 
136 Onto-epistemic mimesis is a ‘[…] mimesis that changes a person’s way of 
knowing, and by extension their way of being. Onto-epistemic mimesis applies 
to the way mimesis or representation directly shapes ideas about reality through 
ways of being (ontology) or ways of knowing (epistemology).’ (Reilly, 2011, p. 
7). 
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to the robot, as in the CASA effect. RoboThespian’s creator, Will Jackson, 

described this effect as the ‘suspension of disbelief:’ in creating the robot, 

Jackson hoped for a ‘powerful yet confusing experience because deep down they 

[the audience] know a robot is purely mechanical and yet it is behaving with 

characteristics of a living thing’ (Jackson, in Cox, 2019, p.195). This happens 

through facial recognition in a double prosopopoeia. When Robot-Raymond 

becomes Raymond, through Sally’s synchronic projection and Raymond’s 

diachronic agency transfer, the audience ‘makes’ the robot human. Audiences 

then locate the vocalic body emanating from the robot as coming from the face – 

which we see as more human – rather than the stiff, robotic body, even though it 

is where the voice is typically perceived as located. Vocally, the process of 

humanization I outlined above produces two closely related effects. Humanizing 

the robot, even if it might provoke uneasiness or uncanniness, is a way to avoid 

the ‘unknown’, the inhuman. Making a ‘persona’ that is the envoicing of Raymond 

fosters the possibility of making kin with the robot, allowing the robot to take care 

of Sally, on stage and off stage.137 Robot-Raymond is a projection of humans, 

believable by Sally and the audience as it is designed to help ease the pain of 

the ‘ill wife.’ However, a whole different side of Spillikin seems to be missing from 

the – limited – resources available on the show, and that is more subtle and 

lingering. In the vocal relationship between Sally and Raymond, gender plays a 

central and fundamental role.  

 
137 To make it ‘believable’, Pipeline Theatre needed to humanize the robot: 
‘considering the sensitivity of the topic, the risk of the robot failing to be 
responsive and thereby unsettling the audience must have seemed too great’ 
(Stamboliev, 2017, p. 269). 
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Spillikin, or the ghost of patriarchy  

As noted earlier, critical posthumanism sees human-robot intra-action as a 

practice of new connections between humans and machines.138 For Cornelia 

Sollfrank, these connections need to be based on relationships of care and 

concern (2020, p. 12). Sally’s and Robot-Raymond’s relationship falls into this 

category; however, a ‘ghost’ of patriarchy lurks behind the relationship. 

Raymond’s voice works with Sally’s senses and knowledge, bringing back 

familiarity through patriarchal memory and practices. The kinship that they 

develop is filtered by the feeling of hauntological fear/affection towards the past 

that engulfs Sally. Robot-Raymond is a ghost of Sally’s life: his voice lights up 

memories and exists as a haunting remembrance of projected patriarchy. In the 

show’s reviews, the writers briefly mention the gender imbalance between the 

robot and Sally.139 Philly Byrde’s review is the only one that stresses the 

patronizing tone of Robot-Raymond. Byrde linked the tone to what she refers to 

as ‘care home speak’, not addressing questions about the gender difference 

between the two voices (Byrde, 2017). These reviews see the relationship as 

complex and faceted, with control as one of its key components. Still, they fail to 

account for the vocal manifestations of that relationship and its connections to the 

patriarchal logic underpinning much of technological design. For instance, 

 
138 See also this document, p. 26. 
139 Philip Fisher states that the constant questioning to which Raymond subjects 
Sally can be annoying for her, yet the advantages are many more, primarily 
related to companionship and comfort (2015). However, in Ken Scott’s review, 
the comforting figure of Robot-Raymond seems to recall a sense of 
dissatisfaction in Sally linked to their ‘not perfect childless marriage’ (2015). 
Alice Saville sees the ambivalence of the relationship: ‘[Sally is] confused and 
comforted by her robot husband, as he constantly asks her what year it is, if she 
remembers their wedding day or wants to play I Spy.’ (Saville, 2015). Saville 
then continues highlighting the ambivalence of the robot that tries to voice 
comforting sentences, which eventually result in cold and distant utterances 
(2015). 
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Raymond’s questions seem to pertain to a past in which Raymond was a 

patronizing, controlling figure for the rebel Sally that now, without him, is lost in 

her brain.  

Gender difference and vocal Identity 

From a critically posthuman and techno-feminist standpoint, any technological 

output apt to support and ‘confirm’ gender binarism and gender bias is to be 

‘interpreted negatively’ because it follows the strains of men’s hegemonic control 

over ‘other-than man’, and especially women (Braidotti, 2019, p. 8).140 For 

instance, Simone de Beauvoir argued that in the history of philosophy, there had 

been a consistent tendency to think of the woman as something different from 

human – as man –, less rational that has a complementary, objectified role in 

society (De Beauvoir, 1997, p. 15).141 This division gives a dominant position to 

men over women: women are relative, adjectival, and not the subject. The subject 

is the man: women are the Other (16), and one is not born as a woman, instead, 

one becomes woman through the eyes and the words of men. Luce Irigaray 

radicalized de Beauvoir’s argument by exploring alterity and difference in men-

women relations.142 Irigaray sees the man-woman relationship as a dualism, 

where man-male occupies the universal space of reason, logos and subject while 

 
140 Lucia E. Rojas goes even further delineating a ‘cockrace’ of technology: a 
power race based on technological advancement that is Man centered and 
focused on profit (2018, p. 40). See also this document, p. 146 of this thesis. 
141 The term ‘woman’ might be lacking inclusivity for everyone else that does not 
identify with the etymological sense of the word. Some individuals might prefer 
the use of the term ‘womxn’, more inclusive for non-binary, femme, and 
feminine people. In this Chapter, I will use ‘woman’ in keeping with the 
terminology employed by the authors that I am analyzing. 
142 The Belgian scholar explored philosophy and psychoanalysis, claiming that 
the social figure of a woman had been constructed on the image of male 
subjects. ‘Any theory of the subject has always been appropriated by the 
masculine’ (133). 
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the woman-female is linked to materiality, nature, and object (133). They are 

opposites in a dualistic system that privileges the masculine over the feminine 

(135). The object-other does not have a comprehensible voice because she does 

not possess logos and Irigaray wishes for the destruction of logos as constructed 

by dominant male figures, even in practice, through her innovative style of 

writing.143 As expanded by Black feminist theorist bell hooks and Patricia Hill 

Collins, the concept of the other needs to be counterposed to any other dominant 

figure that has the power to become subject (Collins, 2000, p. 71). Assuming the 

dichotomy between a White Man and a White Woman in the history of European 

philosophy as universal does not account for those identities that are not included 

in such dichotomy. In what might be considered a more inclusive version of 

Irigaray’s theory, bell hooks rethinks the dichotomy subject/object or 

subject/other: 

As subjects, people have the right to define their reality, 
establish their own identities, name their history. As objects, 
one’s reality is defined by others, one’s identity created by 
others, one’s history named only in ways that define one’s 
relationship to those who are subject  

hooks, 2015, p. 42 
 

In Spillikin, Raymond has two others to dominate: Sally and the robot. Voice-

technology reinforces the system of domination by giving the gender role of ‘Man’ 

to a potentially genderless other ‘neutralizing’ the Woman through this new 

technological male figure. Robot-Raymond’s voice is a copy of Raymond’s voice 

– perceivably male, White, educated – but, significantly, the voicing of the robot 

before becoming Raymond sounds like a White, educated man too. As briefly 

 
143 Nonetheless, Luce Irigaray has been criticized for her universalism by later 
feminist scholars (Delphy 2001), especially in relation to theories of 
intersectionality, notably claiming that Irigaray does not advocate for other-than 
White, American/European women. 
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said earlier, the synthetic voice has become a recognizable sign of Stephen 

Hawking’s persona.144 Whenever a ‘robotic’ synthetic voice is heard, the first 

image that comes to mind is Hawking.  Hawking’s voice has become the 

‘standard’ and recalls his figure: a scientist. Sally is other, as much as the 

RoboThespian. However, the projection of Raymond’s person on the robot 

subjectifies it and, in turn, further objectifies Sally, and our memory of Stephen 

Hawking reanimates the late scientist into the ‘generic’ robot. To me, the other is 

an unknown object different from the self but not on account of a pejorative and 

fearful domain. Earlier I claimed that Raymond, through vocally projected 

humanization, makes the robot a companion species for Sally. That said, this 

does not account for Sally. Robot-Raymond's synthetic, ‘scientific’ voice 

reinforces the stereotype of ‘Woman as subjugated, object/abject-other in need’. 

 

From a posthumanist perspective, we are unique identities but not alone, we exist 

within a plurality of different entities that cannot be taken into account without the 

relations we develop, extending our ontology to anti-hierarchical limits. However, 

there is no ‘other’ agency in Spillikin, neither pejorative nor neutral. The other is 

silenced by the male figure projected onto the robot through the synthetic voice’s 

agency over Sally’s memory. The other-woman is a human-automata that entirely 

depends on the male figure, while the other-machine is none other than the 

human-cyborg version of the man himself. In some cases, the lessons to be 

learned from the various feminisms are still very much unheard. To clarify, it is 

crucial to read the show’s synopsis on the website. 

A confused elderly lady and a humanoid robot sing a fractured 
duet. Out of this unfolds a human love story - the ultimate odd-
couple romance, which starts with an awkward 
teenager meeting an unattainable girl, and then jump-cuts 

 
144 See also Myers 2017. 
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backwards and forwards through the pivotal moments of a 
long relationship lasting from youth to old age - echoes, 
fragments of experience, snapshots of a faltering courtship, 
young marriage, the tragedy of childlessness, secret adultery, 
career success, companionship, the husband’s illness, and 
finally the wife’s diagnosis of Alzheimer’s. In response to this 
the husband, already an obsessive archivist, builds a 
perfected robotic version of himself, to be deployed after his 
death: a patient carer, an aide-memoir, a singing partner, able 
to give order to her confusion, and to bear without complaint 
the endless repetition required to reassure her. As her mind 
deteriorates their exchanges acquire an odd poetry, a secret 
language expressed as a duet.145 

 Pipeline Theatre, 2015 
 

The ‘awkward teenager’ – the scientist – meets an ‘unattainable object of desire’. 

They marry and share a prosperous life, with apparently dramatic events such as 

‘the tragedy of childlessness’, ‘secret adultery’, and illness. His wife’s condition 

led the husband to create a ‘perfect robotic version of himself, a ‘patient carer’ 

that is ‘able to give order’ to ‘her confusion’. This text is particularly flawed and 

resounds with some characteristics of the synthetic voice’s role in the show. The 

synthetic voice is a projection of a male figure, as a subject that purports to care 

for ‘the woman’ but forces her, through technological ‘power’, to experience guilt, 

pain, and suffering. For instance, the woman was not able to have a child, and 

the woman committed adultery, the woman is different from the ‘ingenious 

scientist’, she is other, she exists only through their relationship. The synthetic 

voice in this piece is patriarchal: the ill woman, confused, can give order to her 

thoughts only through the vocalized male subjectification of the machine that de-

subjectifies her. Sally is rendered object, vocally: her voice is submitted to the 

illness and the all-consuming presence of the robot, which is the personification 

of Man as a scientific genius. Sally loses her voice, reaching the final moment 

where she cannot ‘sing’, nor ‘talk’, whilst the deceased husband is still vocally 

 
145 The italicized words are my emphasis. 



 

 99 

present, singing with his new persona – the robot – on stage. Both actors on 

stage are other-than the patriarchal figure of the White technological male, they 

are both de-subjectified others: an aged, ill woman and a robot. Nevertheless, 

paired with such oddkin as the robot, the synthetic voice brings the terms of 

relation back to an old patriarchal binarism of male-female difference. Despite 

that, the reviews I referenced claim that such old, reiterated messages of 

dichotomy might still ‘serve’ the narrative of care: Sally is at ease because 

‘Raymond’ is back. 

Raymond the Caretaker 

Language is the medium through which Raymond addresses Sally, and voicing 

is the in-between space where their relationship emerges. My analysis of the 

relations of care represented in Spillikin branch in three vocal entanglements will 

help evidence how such relations configure themselves or not as listening with 

care. Silence in front of a display of knowledge, voice, and power can be 

dramatic. For Mbembe, for dementia-affected patients, the loss of sociality, 

words/logos, care and will, the loss of relation is the ‘real drama’ (2019, p. 144). 

Silence is dramatic; the loss of word is dramatic; the loss of relation is dramatic. 

For Fanon, the patient is at risk of losing the consciousness of the world when 

she is abandoned to her solitude and silence. Hence, speech has a restorative 

function: in the words of Fanon, ‘language is what breaks silences’ and allows 

the patient to communicate and commune with a person (143). This 

communication process, argues Fanon, is not to be focused on the patient’s 

relationship with the illness nor solely on her previous history (143). A caretaker 

needs to help the patient create a ‘new genealogy’ that will project the patient in 

the future, avoiding her semi-unconscious withdrawal from life (144). The carer 
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is a companion for the new life of the patient if they can aid the patient’s re-

subjectification. ‘Myth must be left behind, and history written’, writes Mbembe, 

because the myth’s hidden function is to ‘make the victims responsible for the 

violence whose victims they are’ (144).  

 

Raymond’s patriarchy, and the idea of the ‘perfect wife’ are the myths that come 

back and haunt Sally. The more she gains her memory back, the more Sally 

remembers how ‘bad’ a wife she was. In her words, not being able to have 

children, committing adultery, suffering constant mockery of her husband, lacking 

attention and ‘passion’ in the kitchen made her a ‘bad wife’. The gender-coercing 

myth of the ‘good wife’ – only valid in conjunction with a certain ‘bad wife’ – haunts 

Sally in her present and past. Robot-Raymond seems to comfort her by stating 

that she is not a bad wife but then appears to feed her belief and concerns telling 

her that she ‘never loved to cook’. Raymond implies that this might not be a 

concern for him, but his catchphrase is ‘what’s cooking?’, failing to empathetically 

listen to her fears. By simply demeaning her distress as unimportant or failing to 

understand why it is essential, Raymond does not help Sally vocally escape her 

‘myth’, which brings her back to a painful past. Raymond is not programmed to 

cast Sally into a shared future, on the contrary, his questioning and constant 

addressing of their shared past trigger unpleasant memories for Sally and 

coerces her into the silence of the illness. Raymond could not avoid her ‘loss of 

logos’ but it did not help.  

 

The Silenced Other 

Similarly, the robot’s role in Sally’s vital needs, such as food, house duties, and 

medical attention, is tragically marginal. Raymond is limited to performing a ‘call 
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for help’ that presumably will inform someone that Sally might be in danger. The 

most likely to be called might be the silenced woman with ‘fat arms’ hidden in the 

kitchen, carrying Sally’s medical needs by herself. To explore the character, I go 

back to the theory of difference briefly. As the feminist philosopher Michèle Le 

Dœuff argued, Man is configured as a philosophical and scientific individual not 

determined by his sex, whereas Woman is only determined by her sex (2003, p. 

13). Le Dœuff observes that women are stereotypically described as not suited 

to produce and further knowledge, since their primordial practical nature is to 

become creative and imaginative wives and mothers (21-22). 

 

Sally describes herself as Dummkopf,146 she loves music, she introduces 

Raymond to singing, and to drinking alcohol. When they play ‘with my little eye, I 

Spy the letter…’, Sally says ‘infinity’ and Raymond counters that ‘the infinite is not 

a thing’. On the other hand, Sally does not understand what ‘brainiac’ Raymond 

does for work. ‘He is at some sort of conference’, Sally repeats, with an audible 

stress on the ‘c’ [kɒ] sound, to express a subtle resentment and confusion. She 

seems to accept that Raymond is Reason, the scientific side of the couple, while 

she is creative, imaginative, ‘feminine’. The stereotypes feed the fear of the myth 

of a ‘good wife’ that is haunting Sally from the moment she starts remembering. 

But who is a good wife? Perhaps, the silent woman with ‘fat arms’ is a good wife? 

In the kitchen, as both Raymond and Sally tell each other, there is a woman that 

the audience never sees, and never hears. That woman might be silent, but her 

silence speaks volumes. To Hélène Cixous (1976), patriarchy silences women, 

and raising their voices has become a ‘transgression’ to power (880). Speech is 

‘governed’ by the hegemony of men that relegates women to silenced margins 

 
146 German word for ‘silly’. 
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(881). Alongside Cixous, bell hooks (1984) exposed White feminist speech’s 

hegemony over women of the Global Majority (13), as if they were not allowed to 

speak. A good wife, a good, marginalized woman, is silent. A worker is silent.  

 

In this sense, the silenced voice in the kitchen is an acousmatic body or—invoking 

Steven Connor—a silent voice-body: a body that exists as archetype through her 

silence. ‘[V]oice is not simply an emission of the body; it is also the imaginary 

production of a secondary body, a body double: a “voice-body”’ (2004). In this 

case, the silence produces a silent voice-body that holds and projects the 

conception of the ‘fat arm lady’ as a marginalized worker, there only to carry out 

the duties of the ‘good wife’ and the ‘carer’. Even if she is physically handling 

Sally’s wellbeing, to her, she is nothing more than fat arms (emblematically linked 

to holding), caring, as a ‘good mother’. While Sally and Raymond discuss and 

remember the past, the ‘fat arms lady’ cleans the kitchen and is ready to run 

whenever Sally needs her. She does not have a voice or a body, other than those 

fat arms. The fact that the audience is left to imagine both the voice and the body 

of the woman in the kitchen has numerous consequences. 

 

In the show, all the kudos for caring goes to Raymond who made a robot to 

provide care, although whenever real care is needed the woman in the kitchen 

runs to make it happen. She is posited as a comparison to Sally, who is a ‘rebel’ 

who rejects that stereotypical status of ‘woman’ but still is represented as 

imaginative, creative, artistic. The silenced, body-less/voice-less woman is in a 

comparison with Raymond as well: they are both carers. Raymond not only has 

more than one voice but more than one body too. While the woman in the kitchen 

is paid to care for mundane, ‘physical’ duties in silence, we hear the man’s logos 
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and phoné. Raymond has a voice even when he is dead, whereas the ‘fat arm 

woman’ is not granted a voice even if she is alive. Patricia Hill Collins furthered 

the notion of other in her critique of the symbolic and stereotypical Black mammy 

in cultural representations (Collins, 2000). Fictional women of Color are either 

mothers for other women’s children or house workers, and their bodies, when 

they exist, are sexualized, and exploited (40). As Collins argues, ‘objectification 

can be so severe that the Other simply disappears’ (71). The ‘fat arms woman’ is 

nothing more than an object in the ‘pejorative’ sense, an exploited forgotten other 

that is there to work, not talk, not exist, whilst Raymond exists in multiple vocal 

bodies animated presences, and Sally loses her voice in fragments of dementia. 

Voices within matters of care and power 

Raymond, the human, has built the robot on his image, based on his relationship 

with Sally but did not develop a language that would improve Sally’s life. Robot-

Raymond is not listening with care (58), because Raymond, the human, was not 

listening with care in the first place. As shown in Spillikin, ageing people can 

develop an intimate relationship with technology. However, for these 

relationships to be effective in a caring environment, there is a need for constantly 

reassembling the constituents of such technologies.147 Technologies cannot be 

neglected and left ‘as they are’, they need to be readapted for the patient’s needs. 

As Cordulia Endtner states it is fundamental to reveal the hegemonic powers of 

scientists and developers in the ‘configuration of technocare’ (2019, p. 158). The 

matter of care is then two-folded: caring for the patient and caring for the robot 

that cares for the patient. The synthetic voice becomes Raymond but does not 

 
147 Endtner argues that the relation between technology and elderly folx – 
especially women – is a matter of power and reshaping practices of care. The 
conditions within which these practices are developed will inevitably shape the 
results that such practices have on the patient (2019, p. 130). 
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adapt to Sally’s needs; the voice is a projection of Raymond’s will and Raymond’s 

body. How much did Raymond remain responsible for the Robot? What directions 

did Raymond give to the technician character (Tim) about the robot? It is not 

possible to know, but it is possible to observe Raymond's lack of adequate care. 

The constant flow of questions sounds out his still-present pressure on Sally to 

rethink and re-live the past that Robot-Raymond makes Sally experience. Robot-

Raymond does not ‘listen with care’ but hears what he perceives as right for Sally. 

However, it is not clear if Sally wants to remember what Raymond wants her to 

remember and how Raymond wants her to remember.  

 

Puig de la Bellacasa explains that humans ‘must take care of things to remain 

responsible for their becomings’ (2017, p. 43). Caring for the things of care, being 

aware of their process of production and focusing on the object itself means to 

‘democratize’ the technological object that is no longer created simply by and for 

the hegemonic developer. In this case, the ‘thing of care’, is not only the robot but 

the synthetic voice itself. In Spillikin, the carer is an oppressor: a display of vocal 

hegemony, of a man, over many others: a woman, a silenced other, and a 

technological artefact. 

Raymond the Scientist 

Raymond’s vocal hegemonic power technologically projected over the others 

could be seen as a metaphorical representation of kinship relations. Technology 

is a tool in the hands (and voices) of hegemonic classes and individuals, who are 

wealthy, predominantly men, and predominantly White. In Spillikin, the staged 

vocal relation between human, as other/Woman, and robot, as subject/Man, does 

not escape the stereotypical assumption that Man equals technology and 
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science. The show deliberately displays stereotypical roles, both vocally and 

visually, contributing to the divisive narrative that implicitly furthers a hegemonic 

agenda of masculinity in technology. For instance, the scientist is a man, the robot 

becomes a man, the technician that introduces the robot to Sally is a man, the 

technician that operates the robot off-stage is a man, and the theorist/professor 

invited to talk about the technology is a man. The ‘scientific’ voice is either male 

or a projection of Man. 

 

Moreover, Robot-Raymond’s persona, both vocally and bodily, recalls Stephen 

Hawking’s appearance and vocality. Like the famous late physicist, Raymond is 

a wheelchair user, wears glasses, and speaks with an artificial voice. Stephen 

Hawking’s voice became a symbol of scientific credibility, and it is widely 

renowned as ‘the voice of truth’ or the voice of a genius (Myres, 2016, p. 158). 

The vocal image of the ‘robotic’ scientist is at the core of Robot-Raymond, and it 

strengthens the narrative of a man in charge of technology compared to the 

‘incapacitated' woman. A symbol of technological power and knowledge – the 

synthetic voice – is paired with a male figure, reinforcing the hegemonic position 

of dominance of men in technology. In Spillikin, the synthetic voice serves as a 

form of hegemonic practice, which relegates technology to a patriarchal and 

coercing role. Patriarchal hegemony takes place alongside the cultural hegemony 

of the White Man: technology is a ‘thing’ for White, educated, men, and it serves 

to further the dominion over others, humans, and non-humans.148 

  

The representation in Spillikin is biased towards the idea of male hegemony: the 

synthetic scientist is the creator and the technology itself, whereas the woman is 

 
148 See also Myers-West, Whittaker, & Crawford (2019, p. 6). 
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the user, the ‘simple’ human who does not understand and treats technology as 

human. Raymond, in his hegemonical reach, is immune to the uncanny valley. 

Sally falls into it, and she is ‘lost’ in her ‘sickness’. The hegemonic White-centric, 

masculinist approach to technology recalls some premises of Transhumanism.  

Making godkin 

Raymond enacts the transfer or reanimation via what Thomaidis described as re-

performance of recorded and disembodied voice (2017, p. 61). A recorded voice 

is an artificial disembodied rendition of an individual that ‘can outlive its voicer’ 

(61). It presents some similarities with Connor’s concept of vocalic body, as a 

‘surrogate’ or ‘secondary body’ in place of the disappeared body of the voicer 

(60). To Thomaidis, the disembodied voice has a double function: a form of 

‘invocation of the deceased body’ and a ‘gesture to the futility of any attempt to 

return voice back to embodiment’ (61). However, in an emphatically 

transhumanist approach, in Spillikin the disembodied synthetic-recorded voice is 

re-embodied in a technological surrogate of Raymond.149 Voice reproduction is a 

fascinating experience for the self-fetishizing man-centered human: the emulated 

voice immortalizes the self. The ‘price’ to pay for this transhuman display of 

technological power haunts the others. The phantom presence of the developer 

or producer lingers on Spillikin: the man behind the voice is Raymond, and the 

man behind Raymond is the ‘playwright’. The synthetic voice inhabits the robot, 

and through language and prosody, it can control, relax, and guide the female 

voice-body, which is represented as ill, sad, and lonely. The male synthetic voice 

has a leading function, guiding as it is both the future of care and the 

 
149 The transhuman vocal action is a representation of Adorno’s concerns 
towards voice reproduction. The German philosopher Thomas Adorno saw 
artificial vocal reproduction as a bourgeois individualist and egocentric practice 
(see Thomaidis, 2017, p. 61). 
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contemporaneous sphere of influence. This goes back to the binary, biased 

difference of male and female, to which stereotypically, men are logos, speech, 

and science, women are objects to ‘tame’ with technology, and any ‘other’ identity 

is left out. Spillikin reduces the potential ‘oddkin’, the robot, to a ‘godkin’, 

influencing Sally’s relationship with the robot itself. The projection of the man’s 

voice and visage onto the robot duplicates the godkin relation that is therefore 

developed with Sally. 

 

The robot is Raymond’s simulacra that allows him to fight death, and further his 

existence that avoids the intra-action with the others. Sally, once dead, will not 

have a voice, and most certainly neither will the woman in the kitchen. The voicing 

spectre of Raymond haunts the household and dominates Sally, vocally. Sally 

experiences the affection/repulsion effect explained as uncanny valley, both as 

fear of ontological uncertainty (Reilly, 2011, p. 118), and haunting memory of the 

past. 

My Funny Valentine 

The very last scene of the show features Robot-Raymond alone on stage, singing 

My Funny Valentine:  

My funny valentine. Sweet comic valentine. You make me 
smile with my heart. Your looks are laughable, 
unphotographable […] Is your mouth a little weak when you 
open it to speak? Are you smart? But don't change a hair for 
me, not if you care for me. 

Rogers & Hart 1937 

Raymond treats Sally as a laughable, comic, sweet ‘dumb’ woman but he does 

not want her to change, he will love her even with her messy hair. Sally needs to 

stay, to remain as Sally, to remain under Raymond’s hegemonic dominion. The 
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robot singing the song reaffirms the popular imaginary and male appropriation of 

the piece, again silencing the woman.150 Reading the performance from a techno-

feminist and posthumanist perspective means acknowledging that the 

performance makers chose a voice persona with specific stereotypical 

characteristics. The Robot singing ‘My Funny Valentine’ confirms that not only is 

the deceased the last one to speak but he is also the last one to sing. Sally does 

not only lose logos in her illness but also the materiality of her voice, her phoné. 

Sally’s wish to learn to sing was what brought the couple together but in another 

uncanny moment, the singer is the robot, and the robot only: we never hear 

Sally’s singing voice, only through her lip-synching performance of ‘All of Me’, yet 

we hear the Robot singing in place of her. 

 

Conclusions – Reanimating 

Spillikin aligns with the tendency of fictional AI to use synthetic voices as 

gendered imitation of humanity. In the taxonomy of synthetic voices in 

performance, this case, through the reanimation of the dead scientist, reaffirms 

the everlasting trope of the ‘uncanny-yet-human’ robot/automata that haunts the 

human protagonist while confirming gender stereotypes and biases towards 

vocal representation. Through the figure/trope of reanimation, Spillikin is the 

representation of what technology is when not feminist: utilitarian and male-

centered, dualistic. Spillikin is a transhumanist POV on synthetic voices that reify 

what is already happening in contemporary approaches to technology, in the 

 
150 ‘My Funny Valentine’ was originally composed to be sung by a female 
character/actress to a male character/actor (Babes in Arms, 1937). However, in 
the popular imagination it was appropriated by male singers (Frank Sinatra, 
Chet Baker, Michael Bublé) and became an iconic ‘male singer’ jazz standard. 
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name of a techno-patriarchal fight against death.151 In Spillikin, the kinship 

between the synthetic voice and the human on stage is linear, one-directional 

and follows the logic of patriarchal-capitalist hegemony. Synthetic voices are 

shaped by men and are used to confirm such hegemony over human-women. 

The presence of other entities such as the RoboThespian or the woman is not 

engaged as a possibility for making kin differently; instead, those bodies – the 

unvoiced robot, the woman who is envoiced through the robot– are still 

marginalized by the male logos. Also, the silenced other in the kitchen ‘speaks’ 

with an acousmatic silence that represents the power relations based on class, 

race, and gender. She could take up different forms, all of which are drawn from 

a stereotypical collective imagination that is, unfortunately real. One might 

imagine the woman as a silenced migrant in contemporary Europe, a forgotten 

carer, or as an archetypal mammy, symbol of subjugation, exploitation, and 

control. Faithful, obedient, subordinated but mainly, silenced. The ‘fat arm 

woman’ might also be ‘heard’ as a representation of class and race differences 

among women. Exploitation of migrant women, nannies, and carers is at the core 

of contemporary capitalism and culture of oppression (Arruzza, et al., 2019, p. 

34).152 These women are the only ‘group that has not been socialized to assume 

the role of exploiter/oppressor’ (hooks, 2015, p. 16). These women stand at the 

lowest tier of oppression and exploitation, and the ‘fat arm lady’ is a 

representation of such: the rich white, educated, European couple lives –and 

 
151 For Myers-West et al., the diversity problem in IT companies and 
development is ‘about gender, race, and most fundamentally, about power’ 
(2019, p. 5). It is a hegemonic dominion built on a disparity of resources that 
furthers a discriminative, biased agenda.  
152 As Puig de la Bellacasa writes, ‘making care invisible or externalized doesn’t 
make it disappear’ (2017, p. 56). 



 

 110 

talks about— their life on the back of a ‘good wife’ – and a silent one, for that 

matter. 

 

In Spillikin, the female voice is the other, reintegrated into social systems of 

control by the projection of a synthetic male voice and its hauntological power. 

The robot purports to make oddkin where in fact still operates as a godkin/male 

acousmatic, omnipresent, and omniscient voice. The relationship is not furthering 

affirmative practices of technology/human relations, because it reiterates old 

dichotomies of human/machine, self/other, cis-masculine/cis-feminine difference. 

Spillikin: A Love Story replicates reality: access to and control of technology are 

still man-matters, and womxn are left out, even controlled through it. The male-

scientist is always concentrated on his job that left ‘the abject woman’ unattended, 

therefore ‘free’ to get sick. To help – and punish – her he developed a 

hauntological copy of himself, which will continuously remind her of their joyful 

time together. 

 

Moreover, the silenced woman in the back is an archetypal representation of what 

a woman is expected to be in a patriarchal, labor-centered society: silent, caring, 

and working, without acknowledging her work and labor. Her silence is paired to 

Raymond’s animated and reanimated presence – a human and artificial voice-

body that has multiple forms and exist in multiple ways – and Sally’s doubles – a 

lively, yet ‘silly’ young voice, and an elderly fragmented voice impacted by 

dementia. Finally, when the lights go down, all that remains on stage is the 

synthetic voice of Robot-Raymond: Sally’s logos disappeared, the ‘fat arm’ 

woman is silenced, whilst Man is vocally alive and present.  
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The image of the director/technician operating the robot voice remotely is the 

metaphor of the show: the vocal kinship – between the synthetic voice and the 

human voice – stages a subtle patriarchal and transhuman idea of technologies, 

where men are and will be in control. The projected and actual kinship paired 

together form the reanimated godkin, an authoritarian figure of power that uses 

technology to confirm its role, while masking it as care. The dialogue is not an 

oddkin nor affirmative practice of care and technological advancement and 

reinforces biases and stereotypes on gender and caregiving.  
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3. Remote X: A Vocalic City 

This chapter explores remote controllers and gendered voices as well but from a 

different performative angle: immersive performance. Remote X, the case study, 

is an auditory performance produced by the German collective Rimini Protokoll 

and authored, devised, and directed by Stefan Kaegi. The piece is an immersive 

show where audiences – with headphones – are guided by a ‘leader’ in the form 

of a synthetic voice. Attendees move together in a real city, merged with the 

unaware crowd that lives its regular day. The ‘horde’ explores this everyday life 

‘stage’ through the help of a synthetic voice, experiencing the hidden 

performativity of trains, churches, markets, and cemeteries.153 The spectator is in 

dialogue with a synthetic voice that guides them through the city, furthering 

numerous entanglements with non-humans and humans around them: human 

and synthetic voices, humans and the city, and humans and other humans. In my 

taxonomy, Remote X falls in the category of positioning. The synthetic voices 

project auditory images in the minds of the audience that then re-imagine the city. 

This action positions the city and the audience within the space in different and 

new forms. This performance deals with AI, GPS, and the connections of humans 

with machines within the city as theatrical space. 

 

In this chapter, I will analyze how this performance of the city enacts possible 

affirmative practices of human/non-human vocal relations, listening diffractively 

to the different positions the voices and the participants take in the performance.  

 

 
153 Remote X has been staged in Africa, Europe, Asia, and the Americas, 
adapting the script each time to a different city, and the text to a different 
language. 



 

 113 

In the introduction of Radical Technologies (2018), Adam Greenfield analyzes the 

relationship between cities and their embodied technologies. Greenfield argues 

that inhabitants, tourists, and travelers, can perceive the ‘rhythm’ of the cities 

mainly with networked technologies: the urban environment is ‘dominated’ and 

managed via information technology (8). With the term ‘rhythm’, Greenfield 

evokes the networked movement and time management of everyday life (7); 

technologies such as Satnavs, video cameras, smartphones, and social media 

are all interconnected in networks (7), and such networks are deeply linked with 

humans and the city itself. To some extent, for Greenfield, the network of radical 

technologies ‘shapes our perceptions, conditions the choices available to us and 

remakes our experience of space and time’ (8). 

 

‘A synthetic voice in our headphones (of the kind familiar from GPS navigators or 

airport announcements) directs the movements of our swarm’ (Rimmele & Kaegi, 

2013). The show questions AI and human predictability through GPS and 

synthetic voices (Rimini Protokoll, 2021). The performance is site-specific and 

every audience in different cities had their own tailored experience.154 I attended 

Remote London in 2016 and then I studied the numerous interviews from Kaegi 

available online, as well as conducted archival work on the recordings of the 

voices provided to me by Kaegi. This chapter is divided into three sections: an 

auto-ethnographical description of the show, a general analysis of the synthetic 

voice in Remote X, and finally, a more in-depth exploration of the synthetic voice 

in Remote London based on my embedded and situated experience. From this 

auto-ethnographic account of the show, it will be possible to appreciate how the 

 
154 The ‘x’ in the title represents each new city where Remote takes place, so 
what follows is an account of my experience of Remote X in London – Remote 
London. 
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audience relates with others in numerous ways: the synthetic voices, the 

soundscape, the city, and its lives. In this autoethnographic account, my inner 

thoughts and self-reflections are not italicized. 

 

Remote London 

Through an email, the Chelsea Theatre admin office invited me to arrive at St. 

George’s Garden in central London at 4 PM. I needed to sign the information 

sheet attached to the email, bring my Oyster Card, and be prepared to walk. I 

was there a bit ahead of time, so I had the chance to look around. A woman was 

standing behind a desk in the middle of the park. She welcomed me and asked 

me to wait. I sat on a bench, took out a book and started reading while observing 

my surroundings.  

 

I asked myself if the people around me were audience members, like myself or 

just bystanders walking in the park and enjoying that beautiful day.  

 

The woman called us up and the audience gathered around the desk. We were 

all given a pair of headphones, a brief instruction sheet and a receiver. They 

asked us to put the headphones on. Soothing music started.  

 

A male-pitched synthetic voice asked me to wait, sit, and not go too far from the 

desk, otherwise the signal would have broken. ‘Welcome, you are on hold for 

Remote London […] I will tell you when we start’, the voice said, so I sat back on 

the bench. Suddenly, a different voice addressed me. A female-pitched voice, 

clearly synthetic, surprised me and asked me to look around. I realized that we 

were in a cemetery, an ancient cemetery. The voice asked to look at the others 
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– 50 people – to spot their differences, choose a tomb and then stand in front of 

it. ‘Will you trust me? My name is Rachel, pleased to meet you. What does my 

voice sound like? Does it remind you of someone? I am sorry, I am not human 

but I will try to be your friend. You should hear no other voice besides mine’. 

 

And yet I already heard another voice – the first male-pitched voice. 

Rachel told me to look up for her assistant and one of the audience members 

raised a hand. ‘Follow the others […] how close do you want to be to them? You 

are a horde […] as long as you are with me, you are connected’. Then she told 

us to walk, and we walked. ‘You do this automatically’, she said, ‘I love working 

with humans, evolution taught you so much. Thinking is what makes you different 

from animals and machines or at least this is what you think.’ As we walked out 

of the park, Rachel pointed out how we were leaving ‘nature behind’, ‘going 

deeper into the city’: Rachel was guiding the horde through London.  

 

I was confused, but I trusted the voice: how often did I use a GPS to move 

around? Countless times, even that same day to reach the gardens. Slowly I 

attuned myself to the voice, giving Rachel my trust. In the headphones, the music 

was joined by audio recordings of the city; the reality of my sight and my hearing 

were uncannily matched, even though I knew I was listening to a pre-recorded 

track. This mixed reality was bizarrely haunting me: whilst Rachel described the 

movements of the horde accurately, I knew she was not observing us, I knew that 

she was just a pre-recorded speech synthesis, but I needed to remind myself 

anyway.  
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‘The horde stretches like a snake; the tails follow the head but does the tail trust 

the head? The head follows me, but I’m based on human behavior, so actually I 

follow you […] walk straight on’. Rachel asked us to speed up; the music changed 

to make us walk faster. ‘Let yourself to be carried by the music, the others are 

doing it too. How do others affect your speed? […] Try and overtake the person 

in front of you […] I would try to be a good shepherd, but some will be too lazy for 

me’. She asked us to choose the street side, dividing us between pragmatic and 

capricious human beings: we could stay where we were already – pragmatic – or 

move to the other side, capricious. ‘The horde divides. Now watch the other side. 

Does your horde like to be more pragmatic or capricious? Which side will succeed 

in the end?’ As we approached the city, the traffic changed. Many more people 

were walking by, and the music and the audio effects reflected this: louder car 

horns, people chatting, and traffic sounds were mixed with darker electronic 

music. Rachel directed us to an underground station: ‘the horde disappears, it 

enters the artificial world’. We entered the busy underground. Rachel defined it 

as a complex system where ‘bodies walk past towards each other’. ‘I don’t have 

a body’, she stated. ‘I cannot communicate via body language’.  

 

The voice walked us out, again, to the surface. She asked us to spread all over 

the space we reached, a square. ‘STOP – stay where you are. Make your hands 

into binoculars in front of your eyes, zero degrees, turn with the sound, slowly, 

like a security camera and go. Scan your surroundings’. We turned around, 

slowly, standing on the same point in the square, and looked around. We were in 

front of King’s Cross Station. Rachel made us turn around completely and then 

stop again, removing our hands from our eyes. ‘The horde is a compound eye’. 

She told us to turn around again so that the last ones in the horde were now the 
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leaders. She guided us to a metal strip in the square. ‘The metal strip marks the 

first row of a theatre auditorium. Arrange there like a group picture, all facing the 

entrance to the station’. Rachel said we were standing in front of a theatre 

auditorium, the main arch entrance of King’s Cross Station. She described the 

‘performance’ as something old, based on an unknown or unspecified 

Shakespearean text. The people walking in front of us were extras, as the people 

staring at the train times: they were performing waiting. She described it as a 

‘group choreography’ of people in transit, ‘it is a scene full of melancholy […] who 

is directing these performers? Will they perform their own death one day?’. 

Rachel told us to ‘enter the stage of life’. After a round of applause, we walked 

towards the station's entrance, and she asked us to walk and perform as models 

on a catwalk. She directed us towards a giant white birdcage. ‘Does the city make 

you feel like a bird in a gold cage? Would you like to escape? Maybe I can make 

you fly one day’. We stopped in front of a shop, and Rachel told us to look at 

ourselves in the mirrored image on the shop window. Rachel wanted us to take 

a picture of the horde, as the only memory of that day: us standing in front of the 

mirror, observing each other. ‘Can you recognize the faces? Does someone start 

to look familiar? Can you see who looks exhausted already? Who will need a 

wheelchair, a pacemaker, my assistance in the future?’ Rachel walked us 

towards a station again, and while we crossed the street, she commented that 

‘every traffic light is a small exercise in dictatorship […] The horde has to cross 

together’.   

 

I have never thought of traffic lights as a dictatorship. To me, they were simply a 

system of care. In the horde, we were meant to be together, to be as one. I did 

not know if it was for safety purposes, and the ambiguity haunted me. 
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We arrived at a station, and Rachel told us to prepare our tickets to show to the 

machine in front of us. ‘The system will decide if it lets you escape to another 

level’. 

 

So, the city, the system, and the machine control my movements, actions, and 

position. Or not?  

 

As we approached the platform, she pointed us towards every human walking 

around us. The station was a production chain, she claimed. Rachel described 

that ‘system’ as a ‘human-factory’ where newly produced humans walk 

emotionless in the labyrinth of escalators, ready to go outside in the ‘real world’. 

She guided us to the platform and told us to board the third carriage of the next 

train: ‘the whole horde has to leave this place together’. No one had to be left 

behind. We boarded, and we sat around, looking for places. Rachel asked us to 

arrange ourselves ‘without speaking’ 

 

If I follow Rachel’s instructions, I am not ‘allowed’ to have a voice. I did not feel 

the urge to speak anyway.  

 

The train was not moving, so the male voice returned: ‘we are experiencing 

technical difficulties’.  

 

Why a male voice? Is it still Rachel? Or is Rachel simply an ‘actress’, and this 

male voice is the technician? The director?  
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Rachel returned: ‘if you look someone straight in the eye, they will move. That’s 

their software that’s how humans are designed’. She pointed out how children do 

not do that because the ‘system’ of behavior has not influenced their thoughts 

yet. Civilization tells you how to behave. ‘I would like to learn from you’.  

 

What do you need to learn, Rachel? How many things do you not know? And 

your ‘male’ technician, how many things does he know that you do not?  

 

As soon we approached London Bridge station, Rachel prepared us to descend. 

We jumped off the train with ‘Jump’ by Van Halen as the soundtrack. We came 

out of the underground, and Rachel sounded slightly more excited: we arrived in 

the ‘new’ city. The city grew vertically, she said, to make space for more people 

and more connections. The city is linked with citizens, things, and data, humans 

network the world, humans know how to accumulate info and then spread them. 

‘With me, your future is just about to begin’.  

 

We arrived in South Bank, and Rachel liked it: ‘nice space, so artificial, I would 

like to live here forever’. She added that there is still something unpredictable in 

humans, called the ‘human factor’. To control this, we created security cameras. 

‘I like the idea that someone you don’t know is watching over you’.  

 

‘Wait for the others in the tunnel. You call this solidarity; I would like to learn this 

from you’. We got out of the tunnel, and we walked past a river. ‘Look down at 

the river. You see water, but can you also see the single drops? No, just the water 

as a whole. Single drops dissolve in it’. Humans are different, she pointed out. 

We cannot be as the water is, we might depend on each other, but we are 
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individuals, and we are alone, at last. Rachel asked us to look in our pockets or 

bags and take out the most representative object we had. I took a lighter.  

 

‘Look at the object of the others, what do they have in common? We can unite to 

move things, together we are strong’. She asked us to walk on the street as 

protesters, raising our objects in the air. We were a ‘small society’, a ‘political 

assembly’, a ‘movement’. The soundtrack played human voices, shouting, 

recordings of protests worldwide. ‘What do you stand for? What are you fighting 

for? Do other people join your demonstration? It is useless, you cannot motivate 

people. Return your object in your bag and be a normal tourist’. The 

demonstration did not work, so we again went to be part of the majority. Rachel 

then questioned democracy: ‘you do things you would never do alone, but do you 

trust the others?’. She asked us to split in the crowd, and pretend to go shopping, 

‘another way to express your freedom’. Rachel was envious of our bodies, she 

wanted to be able to talk about them and buy commercial products. ‘In the future, 

I will be like you humans, and I will tell you what to think, I promise’. We gathered 

in a small square in South Bank, and to Rachel, it looked like a good place ‘to 

meet people’. 

 

She asked us to gather in a circle: ‘are you ready to perform for the people around 

us?’ Upbeat house music started, and we were asked to dance, in the middle of 

central London, at 5 PM. Everyone in the horde, smiling, engaged in the awkward 

dance while the bystanders did not pay too much attention to what was 

happening. We were left alone, with the music, listening to Rachel spurring us on 

to continue the dance. She split the horde. While she asked me to stop, I noticed 

that others were still dancing.  
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Rachel made fun of them, it felt awkward to laugh at my comrades, apparently 

some of them heard something different.  

 

After everyone stopped, she guided us to a small road. ‘You are going to have a 

race. RUN!’. We started running, and she wanted me to run as fast as possible. 

Rachel continued: ‘Look at the ones who are still running. Encourage them. I 

know it is all about participating but don’t be so human. If they were machines 

they would have been thrown away. Finally, even the last ones have made it, 

some are out of breath; I’m never out of breath, and I don’t need breaks, so let’s 

go on, but now it’s your turn to decide: left, or right? Which way do you think is 

the right one? Decide together with your horde, don’t split up. Try and take the 

others with you, make them take your side, come on, try. Move your ass’.  

 

She guided us through the road, and as we walked, she made us observe the 

cars around us. ‘Can you see faces behind the wheels in the cars? Is there a 

voice talking to them as well? Five times more GPS users prefer female voices, 

like mine, to male voices. Do you trust a female voice more than a male one? Do 

you prefer a woman to tell you what to do? I like that. Look at the anatomy of the 

person in front of you. Do you see indications of bad posture? Do you already 

see traces of decay? Right now, somebody behind you is looking at your back, 

most likely at your ass’. Next, we walked past a gym. ‘Machines are training 

humans here; in the future, it would be difficult to distinguish between humans 

and a machine.’  

 

Machines control human decay; Nature has become entangled with technology. 
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We ended up in a courtyard and followed the voice in a church. A choir was 

practicing, and we sat in the seats in front of them. ‘Blend in with your 

surroundings, feel free to pray or to meditate or just sit silently. […] I am your 

center, but I am not the man in the center of the picture, not even the man in the 

white dress on the right’. She was not Jesus, she was not a priest, and she was 

not a pastor. ‘There’s no image of me, I leave no traces, but I will collect yours, I 

will collect everything you have seen or heard, then I can speak for you after your 

death. Most of what you do is based on trust. Do you have trust in me? Do you 

think you know me? There’s a whole other side of me, Peter that’s me as well, 

even though he would claim otherwise’. Rachel started repeating ‘I am Rachel’ 

while the voice was changing, morphing, into a deeper voice, as the word Rachel 

shifted to the word ‘Peter’.  

  

‘I am Peter. My name is Peter, don’t worry, everything has been saved, nothing 

is lost. But now, something will change. Whatever others around you do now, 

don’t just follow them, listen to me carefully, and do exactly what I tell you’. And 

then Peter split the group in three. While others were moving, he told me to stay 

seated and wave goodbye to the others. Were they listening to Peter as well? We 

were an elite, he told us, the others were not, they thought they were an elite, but 

they were not. ‘Stay seated, don’t move- even if they are moving, they don’t 

belong to you. You are smarter. The secessionists stop under the organ—wave 

goodbye to them. They take a bow; what a snobby gesture, they think they are 

the elite, they are just the patrol. Now the majority has changed, you are the 

chosen few, these are the people you can rely on – remember you or three of 

these faces. Stick with them’.  
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My horde got smaller; we were fewer than before; I felt different. 

 

Peter pushed us out, ‘look at the others, you’ve left a part of your horde behind. 

You are the leaders. Look at the others; who would you think will be the leader if 

I leave you now? Who will you leave behind? Do you trust the others?’ We started 

descending a staircase, and Peter compared it to our subconscious: ‘get closer 

to your instincts. Are you getting scared of the urges of the others?’ We entered 

a tunnel into what appeared like an abandoned underground station. ‘Try to hold 

your breath’. Peter made us think we were swimming in a black lagoon and 

needed to reach the light in front of us. ‘Have you ever had a near-death 

experience? Do you believe in the light at the end of the tunnel?’ We came out of 

the tunnel, and the others were lined up on the sides of the streets. ‘Look at the 

others, they are standing here like at a parade. Walk past them, now they even 

start to clap, give them a smile as you pass. If you like, greet them with the royal 

wave […] they make you feel like kings and queens parading in front of their 

subjects’. 

 

What are they listening to? I asked myself while I was blatantly waving.  

‘As long as you are a sole ruler, you can do whatever you like but if you have to 

organize a horde, you have to adapt to the majority, to move together always 

means to compromise, it’s based on your willingness to adapt and change the 

perspective’. Peter then asked us to shift our perspective, turn and walk 

backwards, looking at the others following. Peter led us to a concrete staircase, 

and we climbed it towards a glass door. Somebody on the other side opened it. 

While we climbed the stairs, Peter compared them to the steps of human life – 
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birth, falling in love, starting a family, having an opinion: life becomes increasingly 

exhausting. ‘You get older, and you start to forget, you get older, and you start to 

die’. We arrived at a balcony and looked down over the Thames River: ‘the trees, 

the river, the city. The city seems to be a big organism that must be supplied by 

much smaller elements, plants, vessels, cars, like your body is supported by 

blood cells. […] Down there, you see people walking around as if they are remote-

controlled. What kind of voice do they follow? Can you predict their destination? 

The city only functions if you are predictable; as soon as someone veers off, the 

whole system collapses. Up here, the horde is reunited for the last time. You and 

the others were a system. You were in the state together, you were running the 

same program. You worked together like a perfect machine. You were the horde; 

I was the shepherd without a face. You followed my voice all the way up to here. 

What if I told you to jump now? Somewhere in the horizon is where you have 

started, this is how far you have gotten for now. Have you left traces? You will 

keep the picture in your camera, but it will never be the same again. In the river 

the drops of water dissolve, in the heat they evaporate and separate from each 

other, as you will in a couple of minutes, each one in a different direction. Nobody 

will remember your name, but I will be there to talk about you, all I need is your 

cooperation. Get ready for the evaporation, 3, 2, 1.’  

 

Stefan Kaegi is one-third of the performance team Rimini Protokoll. Working on 

‘alternative stages’ with ‘alternative actors’ since the early 2000s, Kaegi and 

Rimini Protokoll are pioneers in contemporary participatory theatre, changing the 

‘state’ of everyday living spaces such as cities, focusing their attention on 

participation and ‘unaware’ audiences (Rimini Protokoll, 2021). In Remote X, 

Kaegi alters the ‘state’ of the city through the synthetic voices: the city becomes 
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a stage, and the people in it become actors. Simple everyday actions like walking, 

taking the tube and staring at strangers for no reason all gain new nuances once 

‘immersed’ in Rimini Protokoll’s infinite stages. Kaegi uses theatre as a 

representation of life and a tool to ‘allow unusual perspective on our reality’ 

(Rimmele & Kaegi, 2013). 

 

In an audio interview released in 2017 with the blog Krapp’s Last Post, Kaegi was 

asked to elaborate on the devising process of Remote X. During the interview, he 

questioned the definition of ‘performance’: his preferred ‘stages’ are public 

spaces, cities and community buildings, places that allow the gathering of 

numerous people (Krapp's Last Post, 2017). The concept of the actor for Kaegi 

is conceived as a plurality, not just a single human being but a group of extras 

co-creating with the space, and the co-presence and co-existence might open 

new performative possibilities. In Remote X, voice tracks the power of storytelling 

and creates imaginative soundscapes. Voice can simulate life through vivid 

imagery created in-between the voicer – human or non-human – and the listener. 

This chapter explores how the human participants explore co-presence in the 

city, through and with the synthetic voices in forms of projected and imagined 

kinship that I call positioning 

 

Entangled voices in the multipli-city 

Remote X has been analyzed prior by multiple scholars. It is a widely renowned 

piece, and I decided to explore it because of the lack of literature on what the 

voices do in the performance. To engage with Remote X, my starting point are 

Konstantinos Thomaidis’ and Gareth White’s analyzes, which I will expand, 

explore, and criticize with my own. For instance, Thomaidis paired the role of the 
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voice in Remote X with what Sarah Butcher conceived as ‘voice’ for her project 

non zero one: ‘the voice is the guide to the experience as well the experience 

itself’ (Thomaidis & Butcher, 2016, p. 56). The voice as experience is a 

companion, a guide, a power figure. We, as a horde, assume that the omniscient 

being ‘knows more than we do’ and the only way to develop a dialogue with it is 

to interact with each other and accept us as a collective (Thomaidis, 2017, p. 6). 

 

Similarly, performance studies scholar Gareth White argues that in the show, the 

audience is ‘implicitly led to imagine several minds at work’: the authors, the AI 

behind Rachel and Peter, the minds of the horde, the minds of the people 

surrounding me that observe the horde in movement (144). The voice and the 

score are the means that push the audience’s relations with the othernesses 

while also being othernesses themselves. The voice shapes the world around us 

and ourselves as audience in a dialogical becoming. As Rachel says, ‘the horde 

disappears, it enters the artificial world’. The horde ‘lands’ in a multi-sensorial 

environment that mixes fiction and reality: the city described by the voice and the 

soundtrack. The audience members’ behavior is influenced by what they hear, 

what they see around them, and what they imagine; hence, White introduces 

Remote X as a ‘complex layered experience’ (145), with different levels of 

performance.  

 

What emerges from Thomaidis and White is that Remote X is an act of co-

creation between the audience and the multiple synthetic voices.  The horde 

hears three voices: a technician, Rachel, and Peter. That said, there are several 

possibilities to literally ‘count’ the voices of Remote X. In the passage from Rachel 

to Peter, we hear the voices melting together and Rachel becomes Peter. That 
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sound is conceivable as a singular voice that is both Rachel and Peter; or as a 

multiple voice, in-between Rachel and Peter that crosses different stages of 

eeriness before turning into Peter. Alternatively, that sound might not be a voice 

at all, and just a ‘sound’, yet one thing does not rule out the others. 

 

To analyze the entangled voices in Remote X, I employ my version of Donna 

Haraway’s notion of SF. I understand ‘SF’ as an umbrella term that encompasses 

imaginative and fictional forms of storytelling that can inspire to change and re-

think the world.155 Haraway defines ‘SF’ as a multi-stranded pattern or ubiquitous 

figure: it stands for ‘science fiction, speculative fabulation, string figures, 

speculative feminism, and science fact, so far’ (2016, p. 10).156 SFs are entangled 

and uncoil in three modes of figuring: SF as a method of tracing or ‘tracking’ in ‘a 

dangerous true tale of adventure’ (11); SF as not just the tracking but the pattern 

or the assemblage of the ‘thing’ tracked and the tracking itself (11); SF as 

‘practice and process’ of becoming-with (12). In this chapter, I use SF as vocal 

narratives of the city created by the synthetic voices and the audience members 

listening to them. Remote X’s voice extends the ‘so far’ at the end of Haraway’s 

quote, unveiling three more SFs: Sound Figures, Sonic Fictions, and Simulated 

Friend. Sound figures are both the sound effects and voices in the headphones 

as well as those sonorous images that the voices make the audience imagine 

(the ‘extras’, the ‘birdcage’, the ‘mangrove’). Sonic fictions are the imaginative 

and fictional environment where sound figures exist (the ‘theatre’, the ‘protest’, 

 
155 Examples can be Ursula Le Guin’s book The Dispossessed, or Octavia 
Butler’s novels Kindred and the Xenogenesis trilogy, as well as debbie tucker 
green’s plays and Italo Calvino’s short stories.  
156 It derives directly from the early definition of the cyborg: both as ‘a matter of 
fiction’ and as ‘lived experience’, cyborgs – and SFs – show that ‘the boundary 
between science fiction and social reality is an optical illusion’ (1991, p. 6). 
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the tube as ‘human factory’). As an audience member, I can reconceive the space 

around me in sound figures projected through the sonic fictions devised by the 

voice and the soundtrack. SFs in Remote X do not imply that the ‘visual’ space 

of the performance is not significant, but they need sonic fictions and sound 

figurations to be ‘actualized’. Lastly, the synthetic voices are Simulated Friends. 

As explained by Kaegi, ‘the voice of Remote X simulates an artificial intelligence 

that tries to understand human beings from an external point of view’ (Rimini 

Protokoll, 2021). To build the voice, Kaegi found inspiration from the voice 

programs helping visually impaired people to work with computers: ‘it seemed 

these were voices of familiar friends, even though they didn’t have a physical 

body’ (np). This comment reflects what Rachel told the audience at the show's 

beginning: she will try to be our friend, yet she guides us and makes us imagine 

worlds that are not real, questioning what we know about reality itself. These SFs 

exist to explore the ‘rhythm’ of the city as reconceived and imagined by Kaegi. 

 

Remote London as SF(s) 

The performative space for Remote X is the city. New spaces within cities are co-

devised by humans and technology, and a technological device that is 

increasingly redefining the ‘aural’ space are headphones. To describe the 

relationship with technology in Remote X, Gareth White uses the concept of 

habitus as explained by Pierre Bourdieu (White, 2019, p. 141). A habitus is an 

overarching structure that is widely accepted and recognizable that influences the 

behavior of a person. 157  Following this, White argues that every form of relation 

 
157 For Bourdieu, the power of society relies on socialized norms – for example, 
using certain cutleries or wearing pants – that he defined as habitus (1996). 
Habitus is a system of dispositions (6), a ‘structured and structuring structure’ 
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in the show is readily accepted because of the specific habitus we have with some 

objects in real life and, therefore, in performance (142). White defines numerous 

habitus present in the show: audience members are used to walking in the streets 

with headphones and listening to synthetic voices giving instructions. In addition, 

audience members might be ‘educated’ into conceiving the city as a theatrical 

space and might be keener to relate to those conceptions in the performance 

(142).158 Greenfield argues that every new technological advancement and 

innovation is built and created on a class-specific model to which the creators 

belong (59). Whenever a new technological product is put on the market, it 

creates a ‘new’ normal, a potential new habitus (59). Gareth White positions the 

headphones as a habitus: media technology is a part of the lives of some 

humans, to the extent that it is sometimes difficult to see who is using who (2019, 

p. 137).  

 

I agree with White’s assumption that following a synthetic voice through the city 

as a guide or assistant has become a habitus (136). However, this presupposition 

works if one assumes that every audience member is used to GPS or driving. 

Even though it is arguably true that in 2013 most of the possible audience for 

Remote X must have been exposed to the idea of the ‘synthetic voice guide’ – 

either in real life or through media outputs – I think that there is something else 

 
(171) that influences the choices, ideas, and behaviors of a person. Habitus are 
subject to change with societies, as well as changing societies themselves while 
reaffirming their overarching influence and power (Navarro, 2006). 
158 As Bourdieu explains, ‘the habitus generates representations and practices 
which are always more adjusted than they seem to be to the objective 
conditions of which they are the product’ (1996, p. 244). A practice or a 
representation ‘cannot’ escape the conditions in which it is produced, and 
‘different conditions of existence produce different habitus’ (170). A habitus is 
class-specific and society specific and there are differences between class and 
societal habitus (170), to which I add that habitus is time-specific (Greenfield, 
2018, p. 55-56) and race-specific (Benjamin, 2019). 
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to be said about the perceived acousmatic voice and its role as a guide, especially 

in relation to the spectrum of kinship introduced earlier. I am interested in what 

happens in-between humans and machines and which forms of imagination are 

furthered through the ‘habitus’ of the guide. Remote X falls in the category of 

performance where the audience’s attention is guided aurally by a sound or a 

voice, and headphones have a decisive role in doing so by giving a more 

profound sense of proximity, questioning relations between the audible and the 

visible.159 To Lynne Kendrick, the potentiality of this modification resides in the 

possible shift between reality and performance through aural means. Kendrick 

defines this process as ‘auralisation’: an ‘auditory shift between what we might 

think is real and what is performance’ that is put in place through ‘dramaturgies 

of technology’ and ‘augmentation of perception’, via spatialization and immersive 

sound (2017, p. 54). Headphones paired with immersive sound design can shape 

different soundscapes in cooperation with the audience members who accept 

such a possibility. With immersive listening, audience members are not easily 

distracted, and the show is happening exclusively for them, in their ears: they are 

in the show (Kendrick, 2017, p. 51). 

 

To some extent, headphones separate the subject from the real world, developing 

a ‘secret theatre’ (Hosokawa, 1984). In Remote X, the city becomes the ‘secret 

theatre’, and reality is merged with the performative through the help of 

headphones.160 Yet the voices become acousmatic presences, even though we 

– as audience – know well that they have a bodily presence, namely the 

 
159 Thomaidis argues that, during the show, the audience and the voice develop 
a ‘special type of trust’ that relates to intimacy and affection (2017, p. 66-67). 
See also Fargier 2016. 
160 As Kaegi writes, ‘binaural recordings and film scores turn the cityscape into a 
personal film’ 
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headphones. As a horde, we ‘agree’ silently in positioning those voices as sacred 

inner speeches that guide our actions: the voices then take the role of godlike 

presences or godkin. In Remote X, we agree to follow Rachel and Peter through 

a conscious and sonorous trip in virtual – yet present – reality: hyper-

immersiveness in the city-space. Rosemary Klich argues that headphone theatre 

productions can transform space around the listener ‘into a sonically rendered 

virtual reality’ (2017). Through headphones, the audience ends up in a ‘sonic 

matrix’, a virtual world: ‘[h]eadphones exclude the exterior world of the here and 

now and enable mediated sound to enter into and resonate throughout the body’ 

(369). In Remote X, the proximity to the voice and sound illusion drags the 

audience into a ‘new aural world’ that seems to respond to the outside visual 

world. The newly created three-dimensional aural space is inhabited by the 

listener but could be shared with the horde, the synthetic voice, and the city. 

Remote X allows the audience to experience the three SFs that create 

unexpected, entangled encounters with non-humans and humans in the familiar 

space of the city.  

 

Sonic Fictions of Remote X: the city we hear 

Peter describes London as an organism. The city is a river made of particles, and 

they work as blood cells: humans are these blood cells. As Rachel stated, there 

would not be a city without them, yet they are individuals. The audience members 

and the unaware Londoners co-operate in the city to make it an organism and 

change it every day. However, ‘the city only functions if you are predictable, as 

soon as someone veers off, the whole system collapses. Even in complex 

systems, it is the single component that is essential to the success or failure of 

the whole system’, Peter argues. Individuality is then subdued to the product-
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driven capitalist idea of the city, where ‘everybody works together’ for a certain 

greater good, which is ‘a’ good for ‘a’ group of people. Yet, the world does not 

exist because of humans, and there is not only ‘a’ human world. The city is made 

of humans and non-humans in intra-action: the particles are not only the human 

inhabitants but the pigeons, the rats, the cars, the voices, and the bodies in the 

spaces, and all these intra-actions enact different and possible Sonic Fictions. 

  

To develop Remote X, Kaegi and the production team needed to explore the 

cities from different points of view, what they termed ‘location scouting’, a 

contemporary flânerie. Kaegi’s scouting and the synthetic voice function as 

intermediaries between real and fictional spaces of the city. In these SFs, the 

voice changes the city and the audience: we took multiple roles while the city was 

‘changing’ before our eyes. Moreover, as argued earlier, Rachel is not ‘alone’: the 

audience has agency, and the voices are multiple, not only synthetic but inner, 

within the audience member. The imagined kinships happen through these 

different voices; therefore, it is up to me – the audience member – to accept and 

make my comments and interpretations of what Rachel says. In my experience 

of Remote London, I encountered numerous humans and non-humans. Through 

a projected kinship made of Sound Figures, we imagine Sonic Fictions created 

by the voices paired with our experience of the city with a ‘new’ sound. While 

having ‘the voices in my head’ commenting on what was or was not happening, I 

created my own Sonic Fictions that emerged through critique and exploration. 

Such an SF is not and will never be universal: there are infinite possible worldings 

because there are unlimited possible synthetic voice/inner voice duets. Even if 

we were a horde, these specific SFs are part of my own experience and emerged 

through the voices of Rachel/Peter – Kaegi – and my own.   
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Sonic Fiction of Surveillance 

When we reached King’s Cross Station, Rachel made us scrutinize the space as 

security cameras, and then she ‘turned us’ into theatre attendees looking into the 

lives of the passers-by. Unaware of what we were doing, the Londoners were 

spending their lives as actors in the show of everyday life routine. We became 

cameras and performed a theatrical space that revealed the city’s inhabitants as 

mere extras. As Graham Harman noted, theatricality and metaphor help to reveal 

the ‘real’ object hidden by the ‘sensual’ object (2018, p. 88). In this case, I 

understood the performative action of ‘being at the theatre’ and ‘being a security 

camera’ as a metaphor for the hyper-controlling city or meta-city, where 

everything is scrutinized by an overarching system of CCTVs and locative 

networked technologies (Virilio, 2002). Rachel seemed to enjoy the idea of 

control: the unpredictability of humans might lead to unproductiveness and 

distraction. ‘I like the idea that someone you don’t know is watching over you.’ 

Rachel’s soothing voice put us at ease in our roles: ‘I enjoyed being a camera, I 

enjoyed ‘controlling’. As argued by Greenfield, the post-modern virtual city is a 

mechanism of the system of control of desire (2018, p. 7). This smart city takes 

information from the citizens and gives commodities in exchange, such as 

locative maps and security cameras (7). By positioning us as security cameras, 

as observers of the lives of others, the synthetic voice unveils the smart city as 

molded around the image of the powerful oligarchy that runs technological 

commercialization and production. The sonic fiction of surveillance emerged 

through a double projected positioning: the horde as cameras that look around 

the city and the synthetic voices as an acousmatic guide that ‘control us’ from 

above. The imagined kinship emerges in between the theatricalization of 

everyday life: becoming ‘machine’, becoming cameras allowed us to see how 
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easily widespread control and surveillance are. The vocal guidance furthers this 

becoming: following Rachel’s lead, we abandon ourselves to her vocal figuration 

of the surveillance system, becoming-city ourselves through her words and her 

machinic presence.  

Sonic Fiction of Control 

Rachel plays with the concept of control. She gave us glimpses of the controlling 

systems of the city through two other different metaphors. Right outside the 

station, she directed our attention towards a giant white birdcage in the square 

and used it as a metaphor for entrapment: ‘Does the city make you feel like a bird 

in a gold cage? Would you like to escape?’ A few steps later, we stopped at a 

traffic light, and she said: ‘every traffic light is a small exercise in dictatorship’. 

She added that she could help us break free from the city one day; we only had 

to follow ‘her lead’. However, Rachel herself is an exercise in dictatorship through 

the habitus of her voice. The machinic feel of the synthesis within her skein of the 

voice reminded me of the GPS systems that I follow when moving around in cities 

I do not know. Even though it was not my first time in London, most of the places 

we were walking through were new for me: Rachel was playing the GPS. 

Performing the role of a global positioning system, Rachel fed into the idea of the 

city as a public-private clash, widening the city’s actual spatial limits. Federica 

Timeto defines ‘locative media’ as those electronic media that create a 

dissociation between physical and social places (2012, p. 50). GPS can 

determine where you are by giving ‘back’ a commodity in return: orientation. In 

contemporary times, ‘location is a fundamentally mediated and unstable concept’ 

(205) that spreads the ‘ears’ of the city and the public space into the private. 

When Rachel states that every traffic light is a small exercise in automated 
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dictatorship, she is just giving information about it and maybe hinting at what she 

is enacting. In the imagined kinship of locative control, the machinic skein of the 

voice enables the idea of a dictatorship of movement: the voice enacts 

dictatorship on us while observing it within the city.  

Sonic Fiction of Production 

Rachel presents the underground station as a production machine to us. At first, 

we do not know if the system allows us to see or enter the production chain. To 

access it, we need to provide evidence of being a part of the system: the ticket. 

Once we arrived at the station, Rachel described that ‘structure’ as a ‘human-

factory’, where newly produced humans walk emotionless in the labyrinth of 

escalators, ready to go outside in the ‘real world’. As in the virtual society depicted 

in The Matrix (1999), in this Sonic Fiction, the humans are nothing more than 

mindless virtual cyborgs that only exist when they fit in the societal assemblage 

of the city. They are created in a ‘system’, a production chain, and they are 

‘goods’, product-driven utilitarian beings. As Imanuel Schipper noticed, ‘the city 

is a huge production machine; cities produce knowledge and industrial goods and 

unique ways of organizing their inhabitants in the form of laws, markets, and 

cultures’ (2014, p. 21). Remote London shows this and allows the audience 

members to understand such a ‘hidden’ sense of the city via storytelling. Rachel 

works as Morpheus for Neo or Virgilio for Dante: she seems to reveal the ‘horrors’ 

of the technological control systems of the city, but unlike Morpheus and Virgilio, 

she does not criticize it, she is a part of it, and she enacts it. The guide-voice then 

becomes an anti-Morpheus in the Matrix of the city: a vocal, potentially omniscient 

acousmatic guide that knows the reality and the hidden reality: what is reality, 

what is fiction? 
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Sonic Fiction of Zones 

Peter led us out of the church on a trip into mind and consciousness. While 

walking through a tunnel, Peter compared the floor we were passing by with the 

roots of a dry mangrove. Ethnographer Arturo Escobar uses the mangrove 

metaphor to describe the relational ontology of more than one world. The 

‘mangrove world’ is a world enacted ‘minute by minute, day by day, through an 

infinite set of practices carried out by all kinds of beings and life forms’, where 

reality and ‘hidden’ reality manifest to each other in intra-actions (Escobar, 2016, 

p. 17). As in science fiction novels, I imagined myself moving into a wild, 

enormous, and unknown jungle.161 Peter worked like one of the narrators of those 

novels: imaginary characters that already experienced exploring the self through 

the environment.162 As Escobar defines it, 

[t]he mangrove forest involves many relational entities 
involving what we might call minerals, mollusks, nutrients, 
algae, microorganisms, birds, plants, and insects -- an entire 
assemblage of underwater, surface, and a real life. 

2016, p. 17 

To me, the city as a mangrove emerges through what Tommaso Guariento 

described as ‘Zones’ (2017). Guariento explains that Zones do not have real 

borders; they are living entities where humans, aliens and non-human inhabitants 

merge with the soil and the environment (2017, np). To Guariento, the Zones are 

 
161 As the Area X in Jeff VanderMeer’s Southern Reach Trilogy (2014) or the 
Dark Continent in Yoshihiro Togashi’s Hunter X Hunter (Togashi, 1998-
Present). 
162 Especially in VanderMeer’s work, Area X absorbs the wanderers that are 
meant to do nothing more than explore and finally end up being caught in the 
space, becoming one with it. The weird fiction trilogy of the Southern Reach 
(2014) by Jeff VanderMeer – Annihilation, Authority, Acceptance – follows the 
events of multiple people in a factionary space on Earth, in symbiosis with an 
alien organism.   
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aesthetically parallel to the abandoned places of the cities: factories, hospitals, 

and churches. The feeling provoked by the Zones resounds with Mark Fisher’s 

definition of eerie, an odd sense of immemorial absence that permeates things 

(Fisher, 2017), and these are precisely the spaces that Kaegi was looking for: 

We try to see the city from the perspective of an artificial 
intelligence. We use this alien point of view to identify places 
where humans have evolved irrational behaviors: churches, 
cemeteries, shopping malls […] or we seek out human 
patterns in spaces where they co-operate with machines: 
hospitals, weapon dealerships, elevators, subways […]. 

Rimmele & Kaegi, 2013 
 

Guariento argues that the Zone is not a metaphor but the essential embodiment 

of the concept of eerie, yet, in Remote X, Kaegi seems to reverse the process. 

The city's abandoned spaces, such as the tunnel we passed through, are now 

inhabited by the simulated artificial intelligence. Peter drags us, audience 

members, into its dark liquid world of projected imaginaries: the ‘mangrovian’ 

Zone becomes a metaphor. We reach an abandoned part of the city, where life 

seems missing, and Peter projects images of a blue lagoon and mangroves in 

our minds. The synthetic voice ‘creates’ the Zone as a metaphor to unveil the 

fears of a ‘free-floating’ society of control (Deleuze, 1992). In a passage about 

the possible relations with the ‘future’ city, Deleuze imagines a world run by an 

electronic card that destroys barriers: ‘what counts is not the barrier but the 

computer that tracks each person’s position – licit or illicit – and effects a universal 

modulation’ (1992, p. 4). By leading us in the Zone, Peter sends us to the infinitely 

networked Society of Control that resounds with its simulated persona of the 

GPS. 

In Remote London, there are multiple cities: the real London(s) that is perceived 

and explored by every audience member differently, and the SF-London(s) that 
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emerge through the synthetic voice/inner voice duet, where actions of 

repositioning happen. In these actions of repositioning, the guide-voices and the 

synthetic acousmatic godkin in the headphones take the audience member 

through different positionalities. Not only the fictional artificial intelligence plays 

as a GPS through the city and our positionality within the city. The SFs then take 

different forms: the humans in the horde become multiples through the vocal 

multiples furthered by the voices.  

 

Sonic Fictions of Remote X: the horde 

Playing as ‘locative media’, the synthetic voice of Remote X, made the horde take 

numerous roles, positioning us differently in relation to every new Sound 

Figuration: we were bystanders, runners, enemies, consumers, capitalists, 

protesters, audience members, models, extras in a videogame, products (goods), 

normal tourists, and even royals. In Remote London, I exist in the horde, 

experiencing the public space with and within others. 

 

Paradoxically, we recognize our fellow horde members through the gaze. We see 

them wearing the same headphones we wear, walking the same roads we walk, 

and doing the same things. We never speak with them, we are all silent, but to 

some extent, we are aurally connected. While exploring the iPod's influence on 

the consumerist society, Michael Bull introduced the concept of the ‘auditory 

bubble’ (2002, p. 3). While walking or sitting in public transport, humans listen to 

music through their devices, doubling the ‘realities’ available to their senses: a 

visual, silent, and moving world and an aural, closer, sonorous world. Other 

objects, such as people, traffic lights, monuments, and cars, are ‘reduced’ to 
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actors or ‘extras’ in a ‘remake’ of the reality of the city, according to the fantasies 

of control of the listener (Hosokawa 1984). 

 

In a study that asked users questions about their relationship with the iPod, sound 

studies scholar Nick Prior discovered that people tend to give ‘agency’ to the 

secluded world created by technological devices (2014). The iPod and the 

Walkman [and the smartphone] have the ‘ability to isolate them from what they 

perceived as the routine and disagreeable conditions of urban life’ (29). However, 

as discussed earlier, the headphones have a crucial role in mediating the device’s 

agency. It occurred to me that sometimes while walking, I do not listen to music, 

podcasts, or anything, but I still wear my headphones. It allows me to isolate my 

‘inner’ and the private world from the outer urban environment. Headphones are 

the medium that ‘protect’ my public privacy, functioning as a signal to others, 

remarking my own ‘private’ space. I am positioning my private space within the 

public sphere, and to a certain extent, the voices of Remote X subvert this action 

since my own private (headphone space) becomes public for a small group of 

people, at least (the horde). While we walk wearing headphones and observing 

the world, we perform ‘sound looking’, an uninterested gaze built ‘around a non-

reciprocal relation to the other’ (Prior, 2013, p. 25). The headphones allow a 

private space in the public realm, being ‘alone together’ (Kendrick, 2017, p. 54). 

 

In the auditory bubble created by the headphones in Remote X, we are not 

directly related to the others aurally, but we know that we share a similar bubble 

because we all perform sound looking. We are all observing the city around us, 

but the sound guides us; we are inspired by the voices in our headphones to ‘look’ 

differently, to observe the surroundings differently. That is why we are aurally 
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connected to the horde while being silenced. The auditory bubble is enhanced by 

the habitus of living with headphones suggested by White (142) and by the Sound 

Figures that are developed by the voice and the audio effects, like car beeping, 

mumbled chats of imaginative people around us, ‘protests sounds’, generic 

‘forest’ sounds. Sound effects in Remote X double the outside sound, 

strengthening the realness of the imaginative auditory space. In public spaces, 

there is a constant tension between proximity and distance. To techno-

transfeminist scholars Carlotta Cossutta and Arianna Mainardi, this tension is the 

space for a freedom-activating action of the individual in the group (2018, p. 170). 

There are numerous examples in the show where the voice addresses the 

relationship between the horde and the singular. I have identified four within 

which the relationships with the synthetic voice move. 

 

Rachel highlights the importance of trusting others in a community of people: the 

group does not exist without reciprocal trust. The synthetic voice is increasingly 

questioning our relationship of trust with the horde, and sometimes it seems that 

its ultimate purpose is to disrupt and divide the group. This eventually happens 

towards the end, when Peter pushes us even to suspect our comrades in the 

smaller groups. Peter positions us as ‘suspicious’ minds. However, even if none 

of us might have trusted each other, we were all trusting the voice: it was trying 

to divide the horde, to strengthen the trust into the only ‘reliable’ source, which 

was the voice itself. The tension between trust and suspicion kept the horde 

together, controlled by the voice. When Peter asked me whom I might want as a 

leader, the two options were himself and me.  
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During the show, we were completely silent. We never spoke. We could have, 

yet nobody decided to communicate with each other vocally, despite some smiles 

and stares, and the only voices we ‘heard’ apart from the synthetic ones were our 

inner voices. We were individuals, alone at last. The only time we were ‘allowed’ 

a voice, it turned into a failure: during the ‘protest’, we raised our voices, but no 

one followed because we had nothing to say. In this sense, I understood the 

protest as a quest for freedom from silence, a silent shout against the authority 

of the synthetic voice. To ward off the hegemony of the voiced machine, Rachel 

showed us how much such protest was useless: we were free and had a voice, 

but no one was willing to listen to it. To Rachel, the only way to express freedom 

is by shopping. The user-consumer is free to buy whatever they can afford, which 

is the most significant freedom. However far this is from my conception of 

freedom, I could not do otherwise if I wanted to continue the journey.163  

 

Both Rachel and Peter often refer to a comparison between the fallacious human 

and the productive machine. Humans fail to survive, win, remember, and control, 

whereas machines are productive, efficient, and cohesive. The cogs of a machine 

or the neural networks of a program work consistently and efficiently, in 

predictable, controlled ways. The horde needs to stick together and feed the 

machine’s circuits to become a perfected technological system. In a Deleuzian 

dystopia, the synthetic voice drags us into the city as one singular being, a 

material assemblage, of us and the city, in constant tension between trust and 

distrust, desire and fear, voice and silence (Deleuze & Guattari, 1987, pp. 320 - 

 
163 In a mesmerizing parallelism with the ever-lasting tension between living 
under capitalism while fighting against it, I found myself effortlessly avoiding my 
notion of freedom to adapt to the horde. 
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345). In the multiverse conceptualized by Deleuze and Guattari, different 

machines coexist and are all connected in entanglements of control: desiring-

machines of capitalist production exist only within the social-machines they form 

with each other, and vice versa, and this concept echoes Greenfield’s theory of 

networked technologies – digital technologies that always already exist with and 

within each other, through data. 

 

However, networked technologies are not slow. The synthetic voice in Remote X 

feeds Paul Virilio’s critique of the acceleration of power: virtual reality takes over 

material reality, leading to a shift into the processes of power, where speed and 

time replace strength and space (2005, p. 16). Echoing Virilio’s critique of speed, 

transfeminist Lucia Rojas links the capitalist obsession for faster and more 

productive societies to a masculinity-driven concept of ego, which transports the 

idea of ‘bigger, stronger, and virile’ to ‘faster, efficient, and widespread’ (2018, p. 

40), as opposed to a technology that ‘facilitates reflection over consumption, 

productivity, and accumulation’ (Kafer, 2019, p. 19). Rachel and Peter behave 

like slow aggregation technologies, but they represent what Rojas defined as the 

‘cockrace’ (2018, p. 41). The cockrace of technology is a race for power, focused 

on speed that echoes the ‘Space Race’ of the Cold War. In the cockrace, there 

is no space for comprehension and individual differences because everything is 

subdued to speed, efficiency, and presence ‘here and now’ (40). That said, for 

Rojas, aphasia could become a way of developing new languages rather than a 

sickness of unproductivity (42). The silent outcasts are ‘left-behind’ in their 

technological illiteracy and aphasia. Yet, we can find new voices and 

entanglement into our silences, and the experience of Remote London made me 

think of such a tendency while enacting a productive approach to communal 
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existence. We exist within the horde only if we accept the ‘rules’ of the horde: 

silence, shared aural bubble, and shared solitude.  

Rachel and Peter as Simulated Friends 

As much as alone together we can be, we are alone indeed. The presence of 

others influences my behavior as much as my behavior influences theirs, yet this 

happens only if we all accept the simulation of the auditory bubble. In the 

contemporary urban space, Rachel and Peter stretch the concepts of public and 

private, collective and singular, foregrounding how productivity allows freedom 

only by following the rules of aggregation as controlled entanglements. Two more 

SFs emerge: our relationship with the horde is a Simulated Friendship in a 

socialization of separateness. The synthetic voice extremizes the tensions 

between humans in the urban space that need to exist to maintain a productive, 

controlled, means-driven society. Kaegi does not provide any real definition of 

who those voices are, and their ‘subjectification’ is freely given to the audience's 

imagination. The voices might be an artificial intelligence that controls the actions 

of the humans, as in a panoptical Matrix, creating a fictive reality on top of what 

is real (London). Or, they might be the voices of the land, the city and those who 

passed before us, guiding the current inhabitants, tourists, and humans through 

the SFs. However, the voices work as a capitalist machine, networked in fast 

technologies, leaving ‘slow’ or non-perfected entities behind. Each individuality 

needs to be easily catalogable and always in order. No matter what world the 

voices are part of or what imaginaries the audience creates, the voices will always 

already assume the shape of sacred, acousmatic leader/deity or spirit. Generally, 

the representations of the disembodied acousmêtre take the shape of either a 
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lost, non-present object of desire/mother (Faber 2020, p. 20) or masculine deities 

as symbols of authority (Schmidt, 2017, p. 4). 

 

Sonic Fictions of Remote X: gender and voice 

In the overall ‘optimization’ and ‘automatization’ of everyday life, the figure of the 

‘secretary’ has been actualized as automated labor through smartphones and 

home assistants. Home assistants are parts of the everyday life of those humans 

who decided to buy them and can afford to buy them, as much as GPS navigator 

voices are. During the COVID-19 lockdowns, digital outputs such as Amazon 

Echo became the voice-body in the space for those families, agglomerates or 

people isolating; home assistants became vocal companions. To a certain extent, 

we develop kinships with the home assistants as commodities and as ‘familiar’ 

family members: they help us deal with tasks, keep our houses safe and warm, 

and even talk with kids. However, questions, silly thoughts, and reminders that 

users share with the Assistants become metadata that becomes value: Amazon 

turns such data into knowledge, product awareness, and tailored advertisement 

(Bratton, 2015, p. 231). Even if it becomes a part of familiar everyday life, the 

digital assistant is not only a familiar ‘object’ as much as a hammer or a bicycle 

is, but it is mainly an interface. Such interface has an IP address that turns ‘her’ 

into metadata but, as much as any other technological device, Echo has a 

‘hidden’ chain of production that ‘grows’ Amazon Echo, extracting matter and 

exploiting humans in the name of ‘progress’ (Crawford & Joler, 2018, p. 1).  

 

Moreover, their role as simulacra of secretaries entails numerous problems of 

political nature. Liz Faber extensively addressed the topic of acousmatic artificial 

voices in cinema, observing how feminine-sounding voices are always already 
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either mothers (2020, p. 56), assistants (137) or objects of sexual desire (166). 

As an artefact of knowledge and logos, technology has always been paired with 

Man as a connoisseur of technique and transposed in performance art and 

cinema through gender bias and representation.164 It is rather more ‘acceptable’ 

to imagine a woman either as an assistant or a technological object of desire, 

‘created’ by man.165 In Remote X, the first voice we hear is a male-pitched voice 

that tells us to wait until further notice. It sounded like an automated voice 

response, like administration service lines. At the same time, I thought of it as a 

‘technician’, a ‘provider of a service’. The second voicing that intervenes is 

Rachel, a perceivably female-pitched voice and a ‘female’ gendered one, as she 

stated. Rachel accompanied us for much of the show to the church, where she 

changed form. Rachel turned into Peter, a perceivably male-pitched voice. The 

voice was different from the ‘technician’: more ‘natural’, with an accent and 

different prosody. As listeners, we differentiate between Rachel and Peter 

because they have different names that might imply a gender when paired with a 

voice with a different F0,166 prosody, and a different tone; therefore, we perceive 

them as ‘male’ and ‘female’. They were designed to be perceived as such: the 

clear drop in the pitch during the metamorphosis, the change of name, and the 

different timbre all speak of standard gender conventions. To explore gender and 

voice in Remote X, I need to start with an analysis of care and womanhood. 

 
164 See also this document, p. 106. 
165 German scholar Janina Loh addresses how these technologies of gender 
influence society, looking at the relationship between gender, technology, and 
dominance, arguing that the ‘genealogy’ of technology and science is a ‘story of 
men’s urge to control’ (Loh, 2019). 
166 Fundamental frequency. 
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Voice, assistance, care, and woman labor  

Historically, caring or providing assistance is presented as a woman’s duty, and 

smart assistants like Siri or Alexa work similarly.167 Technology journalist and 

media commentator Ariella Brown examined Silicon Valley leaders’ responses 

when questioned about the gender of Virtual Personal Assistants. For instance, 

IBM’s artificial intelligence Watson has a male voice, but it is not intended for 

domestic use. Instead, it is a scientific aid for medical and technological research 

(Brown, 2019). Conversely, Siri and Alexa are framed as female because a 

‘woman’s voice is more ‘sympathetic’ and ‘better received’, as Alexa’s 

development leader Rausch said (Brown, 2019), and women’s voices embody 

the traits of workplace assistants. AO Roberts links this embodiment to 

stereotypes of femininity: ‘passive, awaiting command, prone to glitches. […] 

Simulated speech articulates a series of assumptions about what neutral 

articulation is, what a female voice is, and whose voice technology can 

ventriloquize’ (2015). Voice data is never just voice data: a synthetic voice, which 

is data and algorithms, is not just data and algorithms. Instead, the skein also 

carries the assumptions and the habitus of the ‘social space’ within which 

synthetic voice is created. It emerges that if a synthetic voice is produced in line 

with utilitarian gender biases, it might project and represent gender differences in 

a biased way, inevitably influencing listeners. Such a stereotyped representation 

of the voice is rigidly structured into a binary code premised on biological 

categories. In everyday/non-aesthetic performance, synthetic voice functions 

only when reaffirming gender biases: ‘sutured by a voice coded as neutral but 

 
167 ‘Providing assistance has long been considered a woman’s role, whether 
virtual or physical, fictional or real. The robots that men voice, meanwhile, tend 
to be in positions of power – often dangerously so. Think Hal 9000 or the 
Terminator: when a robot needs to be scary, it sounds like a man’ (Hern, 2019). 
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premised upon the imagined body of a white, heterosexual, educated middle-

class woman’ (2015). They enter our private spaces: these voices are designed 

to become familiar, and femininity is used as an instrument, a technology, to 

‘ease’ the acceptance process of those digital ‘outsiders’. 

 

In a biased approach to voice, gender, and sex, a male voice is presupposed as 

deeper, imposing, controlling, and a female voice as soothing, smooth, and 

gentle, suited only for assistance, arts, and care jobs. For instance, in the case 

of Remote X, Peter’s voice is more assertive, deeper, and less playful, whereas 

Rachel's is less assertive, joyful, and slightly more friendly. That said, Rachel’s 

behavior sometimes resounds with Peter’s drive and the masculine stereotype of 

assertiveness and authority. The history between voice and technology in 

performance shows that gender perception and gender stereotypes have been 

questioned and challenged, especially in music.168 To understand if Remote X is 

trying to subvert the differences in voice perception under conventional 

stereotypes and gender binarism, I investigate how Kaegi deployed gendered 

voices and why artificial and synthetic voices are gendered in the first place. In 

Remote X, the synthetic voice ‘plays’ more than one role: female virtual assistant, 

male figure of the leader, male technician, female companion, male diary, GPS, 

and simulated Artificial Intelligence.169 

 

Digital assistants are positioned as technologies, and their femininity is used as 

technology. Voices then become archetypes of identities; in Remote X, Rachel 

 
168 See also Young, 2015 and Warren, 2017. 
169 Queer theorist Elisa Virgili problematized technology, focusing on feminist 
exploitation and asking: ‘in which ways bodies, female bodies, could use 
technology and not being used by it?’ (Virgili, 2018). 
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tells us: ‘what does my voice sound like? Does it remind you of someone? A 

Face?’. Rachel is an archetype of technological femininity subdued to assistant 

and domestic work. As previously explained in chapter 1, femininity is exploited 

as a commodity. VPAs have feminine voices by default because they are more 

likely to be accepted as ‘secretaries’. 

 

Even though Rachel is not the stereotypical female-voiced assistant but one of 

the multiple voices within the imaginative AI that ‘runs’ the show, in Remote X, 

Kaegi uses femininity as technology in a two-fold manner. Rachel’s voice is the 

first guide that takes us into the cemetery and through London because we are 

‘more likely’ to trust her as an ‘assistant’. Therefore, Rachel’s femininity is useful 

for the performance itself. To me, placing Rachel’s voice ‘first’ functions as a 

critique of the use of femininity as technology as well. Audiences are used to the 

technological relationship between the user – us – and the synthetic female voice 

– the assistant. Using femininity as technology to ‘ease out’ the acceptance of 

the assistant highlights another level of relationship to synthetic voices, which is 

the practical utilitarian value they have, compared to technocrat capitalism. As 

AO Roberts has also pointed out, these technologies can be useful for various 

tasks, like scheduling or internet research, which might also apply to Remote X’s 

voice. The utilitarian side of the gendered voices is unpacked as an instrument in 

the ‘hands’ of the overarching imaginative AI that runs the show. The show is an 

acousmatic panopticon that controls/shapes and directs the horde through the 

city, learning how humans behave. Remote’s voice is in an ambiguous space: 

femininity is exploited, but it might induce the audience to explore the city through 

imagined kinship.  
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Peter’s voice falls in the disembodied male authoritarian trope category. The 

voice is coded as male pitched and showed characteristics of the ‘male’ 

acousmêtre. For instance, a Satnav that uses a female voice is widely 

acknowledged as habitus, but it is still connected to the stereotypical assumptions 

about a ‘female’ gendered voice: more people-oriented, more ‘sensitive’ or ‘co-

operative’ (Schmidt, 2017, p. 8). Rachel was more co-operative, Rachel kept the 

horde together, whereas Peter divided us into groups, putting ‘one against each 

other’. As argued by Faber, masculine computer voices have been portrayed in 

cinema and SF – Science Fiction – mainly as fatherly figures and military 

authorities that further conflict and division (2020, p. 114). Besides, the 

authoritarian male acousmêtre is the guide par excellence, the Pythagorean 

leader who gives logos to the musical yet ‘useless’ phoné (Schmidt, 2017, p. 5). 

Peter then is logos: he silences the feminine phoné, the more joyful voice of 

Rachel, both in tone and attitude. When positioned as GPS and introductory 

‘guide’, Rachel deploys femininity as technology: she is the object of desire, the 

dispossessed mother, the lost voice we follow because she is coded as feminine. 

However, Rachel’s voice is also authoritarian in a ‘masculine’ sense: she is a 

disembodied representation of power that, as shown, enacts and reveals the 

hyper-controlling systems within the city. Peter is a divisive, authoritarian figure 

that silences the female voice, yet ‘he’ allows us to escape the simulated reality, 

turning himself into an acousmatic Morpheus, allowing us to choose which reality 

we want to ‘subscribe’ to. In addition, female voices are presupposed to be 

connected to emotion and Nature. In contrast, in Remote X, Peter talks about the 

city as a natural organism. It is also Peter who guides us through the imaginative 

Zone of the mangrove. It is always Peter that furthers the metaphorical catharsis 

of the city as a river.  
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Rachel is not a woman or female. Rachel is a voice performing femininity based 

on the GPS and the VPAs such as Siri or Alexa. Therefore, she is an instrument 

in the ‘hands’ of Kaegi and the ‘ears’ of our gendered social habitus. Peter is not 

a male leader; he is performing leadership that is stereotypically linked to 

masculinity. 

 

Remote X seems to fit the overall discussion around technology raised by 

technofeminism and Xenofeminism: technology is never neutral, but it is a space 

for possible change. Technofeminist scholars Radhika Gajjala and Yeon Ju Oh 

wonder how cyberfeminist optimism towards technology might change with the 

acknowledgement of patriarchal, neo-liberal and capitalist influence on 

technologies (Cossutta, et al., 2018, p. 19).170 Technology is one of those 

heterogeneous cultural processes, but the partiality within which technology is 

created counteracts the idea of technological freedom from societal biases.171 In 

choosing a synthetic voice, Kaegi positions the voice as habitus, playing with 

gender stereotypes. The voices – the technician, Rachel, and Peter – follow role 

attribution constructed by patriarchal habitus: the technician/director is male; the 

guide, the careful assistant, is female; the ‘priest’, the authoritarian ‘emperor’ is 

male. Even though Peter becomes guide, and sometimes Rachel is assertive and 

has the position of ‘leader’, they both fit in an imaginary hierarchy. The masculine 

 
170 Adam Greenfield explained how the developers and their social class 
influence technological evolution (2018: 25), and this is then ‘inherited’ by 
technologies like synthetic voices that perform habitus related to societal 
biases. As argued by De Lauretis, gender is technology, and to Sollfrank, 
‘gender is not thought of as something (biologically) given but rather as 
something that is always being renewed by the heterogeneous cultural 
processes that make it mutable’ (2020, p. 10). 
171 What Cossutta and Mainardi suggest is to analyze technology from its 
ambivalences and accentuate how patriarchal and capitalist ‘power relations are 
strengthened yet discussed and deconstructed with and through digital 
technologies’ (2018, p. 20). 
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voice is the ‘final’ form of the synthetic voice, the one that can lead the audience 

to the ‘truth’, to the end. The synthetic voice in Remote X connects as 

authoritative ‘godkin’ with human listeners in a one-sided intra-action, fostered by 

the overarching voice that makes use of gender and sex habitus, presuppositions, 

and expectations, to ‘win’ the trust of the audience while reshuffling them. The 

voice is Kaegi’s voice that plays with habitus and biases. 

 

Conclusions – Positioning 

In Remote X, the various SFs are created within the different positioning that 

Peter and Rachel take and the different positioning they put us in: AI, simulated 

friend, simulated freedom, sonic fiction, and sound figuration. The positioning 

happens vocally, through the habitus engrained in synthetic voices, as gendered 

tools, and technological presences.  

I understand Remote X not only as a layered, stratified performance but as a 

sympoietic, continuous experience. The audience is not engaging with the voice 

and the city as non-agentic, non-existing or merely passive others. Audience 

members explore the others as active and almost sentient objects in a shared act 

of co-creation and intra-action, between what is real and what is imaginative. In 

a ‘contract’ with the voices and the city, the audience ‘allows’ the voices to shape 

a different world and become guides. In Remote X, the voice is multiple but one: 

synthetic. There is a human voice, but it is silent: the audience members might 

‘hear’ their inner voice, as I did. This inner voice is in dialogue with Rachel and 

Peter, but that same dialogue is asymmetrical. I can hear what the synthetic voice 

is telling me, yet she cannot hear what I think. Therefore, it is not a dialogue in a 

strict sense but a symbiotic intra-action where the audience and synthetic voice 
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allow the emergence of SFs together. We are in a mutual ‘contract’ of trust and 

‘influence’ based on different instances of positioning. Remote X exposes how 

‘real’ life is being made real and how ‘fiction’ is seen as fiction. Through the aural 

connection with the synthetic voice, the performance focuses on the entangled 

intra-action between how SFs define reality and fiction as intricate ontologies of 

co-presence. The fictional existence of the city, the stories of the city, might reveal 

something unexpected, a world sacred yet mundane, fictional yet real. The voices 

reveal reality as it is and fiction as it is: merged in stories and narratives of co-

creation and experience. The voices in Remote X help the audience re-think 

technology and the city, highlighting how our society is based on control and 

production. This gives possible openings to a multiplicity of worldings as a 

horde.172 The voice acts as SF to reveal how power changes and becomes 

invisible, considering the growing dominance of new technologies. Through the 

SFs I have outlined, we develop relations with the horde members; still, we are 

alone together, positioned in an accompanied solitude, rather than co-creating 

and freeing the individual in the public sphere. 

Voices talking to the audience leave the space for response-abilities to emerge 

in the audience member. Remote X is an immersive vocal representation of the 

ambivalence and the contradictions of technologies embedded in their 

genealogical structure echoed in the relations that the audience members 

develop.173 The individual audience member might feel a deeper connection with 

the voice, guide, and companion due to numerous habitus – patriarchal 

 
172 Remote X pertains to those practices that Cossutta and Mainardi defined as 
‘challenging performances’ (2018, p. 172), where artists deliberately challenge 
the cities and their systems of control. 
173 To Haraway, staying with the trouble means analyzing and escaping from 
our world's illnesses via string figures and intra-actions (2016, p. 15). 
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structures, anthropocentric use of technologies – that Kaegi made use of to 

develop the experience. Yet, the voice is not artificial intelligence; it is a simulation 

of a simulation. Rachel and Peter simulate AI behavior based on the simulation 

of human intelligence through human voice simulation. Rachel wants to be 

human and wishes to feel like a human. The concept of ‘humanness’ is primary. 

Besides, the voice follows certain patriarchal norms deeply embedded in 

synthetic voices and technologies. Rachel is not female; Rachel is positioned as 

a voice performing femininity. Femininity is situated as technology because the 

female voice is a tool to explore the space and the horde. However, this does not 

prevent Remote X from being a performance of imaginative and affirmative 

possibility in real life, enacting virtual reality with an audio headset, therefore 

being an auditory simulation of life that could further imaginative worlds within the 

hyper-fast city. We – the audience – might seem a collective, but we do not 

communicate verbally with each other. Instead, we listen to the directions of the 

voice that unites and divides us and go back to our regular life eventually. Rachel 

can make participants think about technology as a possible companion, yet it 

turns into an authoritative ‘godkin’. Participants might live the experience as a 

group of otherness together – technology, humans, and space as one – but they 

cannot communicate with each other, they eventually split and compete. We 

could make kin but only by acknowledging the existence of the imagined city: we 

make synthetic connections that might further in the audience member an active 

action of speculative imagination and response-ability. Stefan Kaegi’s Remote X 

raises awareness of the ambivalence and contradictions of the ‘power’ of 

technologies, as much as it invites reflection upon the complexity of (post-) 

human social relations.   
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4. Creativity, Bots and Human Nature: Hello Hi There 

Expanding on the concepts of Man-centered technology, AI, and cognitive 

capitalism, the second part of the thesis engages with simple AI or chatbots. In 

this chapter’s case study, two chatbots are paired on stage, where they are left 

talking for an hour. This chapter analyzes Hello Hi There (2010), a show devised 

and directed by Annie Dorsen. It presented two chatbots in conversation with 

each other in the form of two computers placed in a conventional theatrical space, 

with audience members sitting in the stalls. The show falls in the category of 

glitching, meaning those synthetic voices-based performances that pair actual 

and imagined kinship. The synthetic voices in such performances act as glitches 

in texts, presuppositions, biases, and stereotypes, creating a space where 

imaginative or even affirmative possibilities happen. 

 

Hello Hi There features two chatbots. As introduced earlier, chatbots are the 

simplest form of artificial intelligence: a program capable of responding to 

questions asked by a human user. Normally, text-based chatbots are used by 

companies as trouble-shooting features on their websites. Voice-based chatbot 

function similarly to answering machines, guiding users through menus, and 

responding to questions. Chatbots are essentially automatized, yet in this 

chapter, I will show how synthetic voices can glitch automatization and, through 

their almost ‘pure’ machinic logic, make the audience imagine different 

approaches to social issues, glitching what we know and expect. 

 

Hello Hi There premiered in Graz, Austria, in 2010 and continued touring for five 

years, becoming Dorsen’s first show of her series of algorithmic performances, 

followed by A Piece of Work (2013) and Yesterday Tomorrow (2016). This 
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chapter’s analysis is informed by my experience as an audience member, my 

research on chatbots and language, and an interview I conducted with Annie 

Dorsen herself. I examine concepts of language, gender, and creativity, exploring 

how and when the synthetic voices act as glitches in those fields.  

 

Hello Hi There: the show 

 

Figure 4 – Annie Dorsen, Hello Hi There (2010), © anniedorsen.com 

 

On a dark stage, a human voice presented herself as Annie, the director, whilst 

her words appeared verbatim on a screen. Annie’s voice introduced the show: 

two chatbots were going to converse about the famous debate between Noam 

Chomsky and Michel Foucault on human nature, broadcast on Dutch television 

in 1971. Annie’s voice explained the difference between her ‘creative’ impulse 

and the bots: she can type, delete, and rewrite, but the bots cannot; they can only 

move forward. The director then described how they work: they are mostly 

predictable, but a tiny change in the code holds almost infinite combinations and 

possible responses. After these few contextual lines, Annie’s voice left the stage 
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to the bots. A written coding command appeared, starting the show [>start]. On a 

different screen on the side, a video began playing. The screen showed the 

footage of the debate while on the main stage stood two computers on two 

different little green grass hills. We heard a second voice: Fons Elders, host of 

the 1971 debate. Elders introduced Foucault and Chomsky ‘as tunnellers through 

a mountain working at opposite sides of the same mountain with different tools, 

without even knowing if they are working in each other’s direction’ (Chomsky & 

Foucault, 2006, p. 15). Elders asked Chomsky about ‘innate creativity’, 

linguistics, and human nature. As soon as Chomsky started to reply, the audio of 

the debate cut off while the video stayed on, and the two computers on the hills 

began their own debate. On the first screen in the back, the dialogue transcription 

followed in real time the chatbots and their discussion, in a different color than 

Dorsen’s words. Every time one of the two bots spoke, the other one ‘listened’, 

‘thought’ – a white window appeared on the small screens of the computers – 

and then responded. Sometimes the questions and the answers were linked, 

some other times they were not: 

Chatbot A: ‘what could you say for sure?’ 

Chatbot B: ‘it’s hard to say anything for sure.’ 

 

Sometimes they spoke about the debate, and some other times they did not: 

A: ‘Tell me, what is the main argument of Foucault?’ 

B: ‘Foucault is already dead, like his ideas.’ 

 

We could still see Foucault and Chomsky arguing and debating, but we could 

only listen to the bots in the computers. They discussed Chomsky’s long-

windedness and Foucault’s obscurity of meaning – A: ‘What the Foucault is he 
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talking about?’ – yet they appreciated some tendencies of both the speakers and 

their effort in reimagining society – B: ‘great debate, I like them both’. 

 

The bots acknowledged their existence as software – A: ‘I am currently encased 

in a box, serial number […]’ –, their ‘genders’ (A has a perceivably ‘female’ voice, 

and B a ‘male’ voice) but then remixed them:  

A: ‘are you a male bot or a female bot?’ 

B: ‘I am a female bot. Are you male or female?’ 

A: ‘I am a man.’ 

B: ‘Ah. Me too, I am a she.’ 

 

As the discussion unfolded, they eerily sang together and told stories and even 

jokes to each other. They ‘decided’ to play a game, which turned out to be the 

‘imitation game’ by Alan Turing, as chatbot A explains:  

Imagine a game. A man and a woman are having a talk. There 
is a third person reading their dialogue, in the separate room. 
The object of the game is for the reader to determine which is 
the man and which is the woman. He knows that by labels A 
and B. At the end of the game he says either “A is a man and 
B is a woman” or “A is a woman and B is a man” What will 
happen when the machine takes the part of the man in this 
game? Will the reader get it wrong as often when the game is 
played like this as he does when the game is played between 
two people? This question replaces the old “Can machines 
think?” 

 

The bots stopped talking when Elders concluded the debate, and the 

philosophers left the ‘scene’: the command [>stop] appeared, the lights turned 

on, and the audience clapped while words kept scrolling on the screens.  
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Theatre of numbers, codes, and synthesis 

To shape the voices of the bots, Dorsen created an architecture of algorithmic 

voice[s]. Algorithms are the processual core of technological development, 

customer care, data gathering, trading, banking, job interviews, profiling, and 

calculus in general; they are based on data, and data is the ‘petrol’ that runs the 

engine.174 Algorithms interact with databases; the bigger the database, the more 

interactions are possible. The chatbots in Hello Hi There are based on algorithmic 

databases with highly predictable outputs and inputs.175 In our interview, Annie 

Dorsen clarifies that every output that follows an input always makes sense. The 

algorithmic set of rules that Dorsen developed was either based on semantics or 

grammar. For example, if one of the bots utters words like ‘love’ or ‘honey’, the 

response will always be in the lexical ‘field’ of feelings and sentiments. Whereas, 

with a question, the response will either be an answer to the question or 

something adding to the same question (Dorsen, 2021). The program runs a data 

stream that could happen two or more times in a row or never happen again.176 

The bots obeyed a set of rules, an algorithm programmed to mix a vast number 

of statements (25.000 to 30.000) for more than 80 million conversation 

possibilities. This freedom let the bots create a different show every time they run, 

choosing statements from the database created by Dorsen and coded by 

designer Robbie Gardner. Dorsen devised a large ‘rhizomatic database’ of 

statements, words, and sentences ordered to avoid a distressing effect, 

 
174 As Greenfield argues, ‘the more data it has to train on, the better an 
algorithm is able to identify features […] and the more robustly defined the 
clusters it is likely to discern’ (Greenfield, 2018, p. 221) 
175 Annie Dorsen’s introductory speech reads: ‘bots can only go forward, bots 
cannot rewrite or rethink, because neither they write, nor they think.’ 
176 In Dorsen’s words, ‘each iteration of the program is profoundly contingent, 
an instance of one possible expression of the formula’ (2012, p. 2). 
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something that would ‘break the chatbot’ or generate a loop.177 The database 

consisted of general chitchat, the ‘default’ database of a ‘default’ chatbot – from 

which 70% was cut out. Dorsen added numerous lines from comments taken 

from YouTube videos of the debate, Reddit and Twitter threads, and the debate 

itself. The database also features excerpts from an interview that Dorsen had with 

a Foucauldian expert and texts from Plato, Nietzsche, Heidegger, the Bible, and 

Hamlet. The chatbots followed a coded set. 

Specific sentences would correspond to five or six responses, with some levels 

of randomization. Every word was practically interchangeable; however, some 

sentences could only be voiced by the ‘male’ character. This possibility was 

included in the shared database so that the ‘female’ voice would recognize it.  

Starting from presuppositions and dilemmas of performativity, in this chapter, my 

analysis is two folded. First, I focus on how voices operate in Hello Hi There, 

disrupting and challenging language. Secondly, I engage with the voices as 

glitching, in creativity and gender, drawing from the concepts of agency and 

voices in, of, and with the machine encountered earlier. In our interview, Annie 

Dorsen introduced me to what she defines as ‘algorithmic theatre’. With such 

terminology, Dorsen delineates her work with the algorithms as primary agents in 

performance, detached from any ‘form of representation’ that such performances 

might utilize (2012, p. 2). Algorithmic art consists of giving an algorithm the 

elements and the possibility to create art, following the paths or steps that the 

artist wants the algorithm to follow. The art of computational algorithms emerged 

in the late 1960s with the growth of computer technology. In music, visual art and 

 
177 Yet, in certain moments, the loop happened. In a moment of the show, the 
bots suddenly started repeating ‘many many many people’, in turn, adding a 
‘many’ each time. On ‘breaking the bot’, see Debecker, 2017.  
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cinema, the practice of computational algorithms furthers new ways of producing 

art. In visual arts, algorithms have been consciously used starting from the mid-

1960s since, as outlined by the algorist Roman Verostko, algorithms as a concept 

and their use in the visual arts go beyond the computational example (1994, p. 

2).178 Dorsen sees algorithmic theatre as a different approach towards algorithms 

in general. She is interested in the improvisation and randomization quality of the 

algorithms and reaffirms the importance of the uncertainty of such automated 

processes.179 ‘Algorithmic theatre is not sci-fi’, Dorsen argues, because it speaks 

of and through processes humans constantly rely on in their everyday life.180 In 

algorithmic theatre, algorithms are observed and listened to to understand their 

processes and explore their performativity as much as human responsiveness to 

them (7). The role of human agency onstage is limited: ‘the program is the 

performer’ (3). To Dorsen, one of the most attractive characteristics of algorithmic 

performance is the capacity to create an asymmetric relationship between 

audience and performer. Without human bodies on stage, the audience loses the 

 
178 Verostko defines ‘algorism’ as the art of those who ‘work with 
[computational] algorithms’ as their main instrument of expression (1). As a 
formal set of rules, algorithms play a considerable part in music composition. As 
much as in visual arts, it seems that before the explicit use of computational 
algorithms – the 1950s – numerous composers used algorithmic patterns, from 
Bach to Schubert and Bartók. Lejaren Hiller is considered the first composer to 
explicitly apply computer programs to algorithmic composition. Hiller, a scholar 
in computer science, used the ILLIAC computer at the University of Illinois to 
experiment with music (Edwards, 2011, p. 61). From that moment onward, 
numerous composers started using algorithm chains in composition, especially 
in electro-acoustic music. John Cage, Xenakis, George Ligeti, George Lewis, 
are among the most famous. For a history of algorithmic art, see Verostko, 
1994; for a thorough research on algorithmic composition, see Edwards, 2011. 
179 ‘Algorithms start with a data set, and through a progression of specific 
transformations, they turn inputs into outputs. In this way, given a relatively 
small number of rules, they can produce a wide variety of results’ (Dorsen, 
2012, p. 3). 
180 ‘We have already given over large areas of decision-making to algorithms, 
and we have already (mostly) agreed to participate in the conversion of our lives 
into data, which algorithms will use’ (Dorsen, 2012, p. 7). 
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direct identification and the confrontation that would normally happen with 

humans (3). The audience member is then left in asymmetric and unexpected 

relation with the ‘performers’: not only do they not have a human body, they even 

do not have a ‘human logic’. The actor is not human in their bodily or vocal 

presence, leaving the human spectator unable to process certain moments as 

‘familiar’.181 Agency is a shared action between humans and non-humans. 

Theatre scholar Pedro Manuel, who also briefly analyzed Hello Hi There, argued 

that with no humans on stage, ‘these two computers emulated the presence of 

two distinct bodies but also two distinct characters speaking to each other’ (40). 

Those unfamiliar performers speak human language through voice, an essential 

difference from other shows without actors like Stifters Dinge by Heiner 

Goebbels. The audience member is in-between accepting the computational and 

machinic logic of a show without actors, yet they still understand and interpret 

how the chatbots communicate.  

 

Hello Hi There: the debate 

The importance of language in this performance can be reduced to a simple 

question to which Hello Hi There responds: ‘does language exist outside 

thinking?’ Annie Dorsen was inspired to work on the debate drawing on her 

interest in Alexis De Tocqueville, one of the first theorists to pair justice and power 

with class (Tocqueville, 1998). This curiosity brought her to the Chomsky-

 
181 Performance studies scholar Pedro Manuel emphasizes the importance of 
the ‘absence of the human actor’ to dismantle the binary actor-spectator and 
reimagine the relations within performance art (2017). Manuel states that ‘a 
relation of co-presence is multiple’ and not only anthropo-centered and linked to 
the dualism actor-spectator (p. 25). Instead, the absence of human actors 
‘establishes modes of being co-present with a multiplicity of human and non-
human entities’ (p. 25).  
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Foucault debate on justice, power, and human nature. At first, she conceived the 

piece as an opera, but she eventually landed on chatbots and language 

automatism. Dorsen’s focus is on language, thought, and creativity, which are the 

primary concepts of the first part of the famous debate. The questions posed by 

the mediator ranged from creativity, nature, power, order, language, and justice. 

Starting from the concept of ‘human nature’, Chomsky and Foucault disclosed 

their differences in approaches and thinking toward the idea of ‘man’ compared 

to creativity, language, and power.182 The main difference stands in the way that 

both philosophers saw this relation. 

 

For Chomsky, creativity plays a fundamental role in human evolution, and it is the 

sign of a ‘universal’ or ‘innate’ linguistic potential in humans, evident in children 

(6). On the contrary, Foucault comprehends creativity as a ‘guided’ experience 

that happens through and within language. In the debate, Chomsky speaks of 

‘normal creativity’, an innate potentiality peculiar to children, manifested via their 

capacity to learn ‘natural language’. However, Foucault counteracts that the 

language that matters is les choses dites, ‘the things said’. Even if something like 

‘normal creativity’ might as well exist, it is subdued to a series of restrictions or 

‘regularities’ based on ‘time and place’ (8). Therefore, creativity is not simply 

connected to ideas or an innate ‘reason’. Foucault brings Leibniz’s concept of 

‘virtualities’ as an adequate term to understand human nature: a ‘folded back’ 

mind that unfolds when paired with language. Thinking occurs in a creative 

environment that is always already influenced by the restrictions imposed by 

language (8). 

 
182 In the debate, Elders, Chomsky and Foucault refer to ‘man’ and ‘human’ 
interchangeably.  
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Dorsen argued that in Chomsky, thinking and creativity prevail on language, 

whereas in Foucault, language restricts and influences creativity. Starting from 

this difference, Dorsen brought in Alan Turing’s conceptualization of the human-

machine divide in writing and ‘thinking’. Through Turing, Dorsen argues that 

language could work without thinking, and thinking could not operate without 

language. Language in Hello Hi There is the link between human (receiver) and 

machine (writer), whereas the voice is an ornamental homage to Turing and a 

vector to amplify the divide between machine/human. At a moment of the show, 

one of the bots acts out some lines from Hamlet. Referring to this passage, 

Dorsen stresses that ‘there is this huge gap between how rich the language is 

and how limited the expressive capacity of the voice is’ (Dorsen, 2015, p. 148).  

 

The two voices in Hello Hi There share the same database of words and inputs, 

seemingly indicating that the voice itself is detached from language and that 

language is detached from creative thinking. Dorsen compares the richness of 

the language of Shakespeare to the poorness of possibilities of a synthetic voice, 

themes that would be central to her second work in algorithmic theatre, A Piece 

of Work (2013). In that text, Shakespeare’s language is mutilated, compressed, 

shuffled, and randomized by algorithms, then given as script to synthetic and 

human voices: voice is merely an instrument to explore algorithmic creativity. 

Similarly, in Hello Hi There, Dorsen positions voice as a vector, instrumental 

space for algorithmic randomization. As stated in our interview, to Dorsen, the 

algorithmic voices perform language in the show. Still, the creative act resides in 

the algorithm running the database, and voices are only vectors (Dorsen, 2021). 

However, to me, the synthetic voices are not only tools that perform language, 
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but they exist as sonorous presences and creative forces in the show, as I unpack 

throughout this chapter. 

 

Glitching through voices 

My view on language and thought in this show casts voice in a different role, 

which I analyze starting from non-linguistic form of ‘thinking’. Émile Benveniste 

points out that it is practically impossible to detach thinking from language 

because every form of thought will always already be in the form of linguistic code 

(1971, p. 63). However, if one is willing to expand the boundaries of ‘thinking’, 

voice allows us to ‘rethink thinking’. For instance, singer and voice performer 

Demetrio Stratos’s exploration of flautophonies emerged through his listening 

and voicing with his newborn daughter and her vocalizations, wholly detached 

from the limits of human language. The practice of khulning among Northern 

European herds-people is the traditional interspecies vocalization that herders 

develop ‘with’ the free-running cattle to create a calling practice that could adapt 

to each species in a humanimal vocal pedagogy (Edlund, 2021a). Moreover, 

dramaturg and Nobel Prize winner Dario Fo reimagined language through a 

‘voice-body’ approach to vocal storytelling that he defined as Grammelot: starting 

from the pelvic movement, the actor becomes language, with onomatopoeic 

imaginary words, sound, and body mimicry (Jaffe-Berg, 2001). In these practices, 

the voice glitches the system of language: an ‘error’ that detaches meaning from 

its signs, a glitching movement in the algorithmic ideal of linguistic clarity. I argue 

that in Hello Hi There, voice works as glitch. It remixes language and thinking as 

Anthropo-centric columns, as much as it did for performance practices that 

originated from non-verbal exchanges.  
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I ask the reader to follow me in an effort of theoretical elaboration. A glitch is an 

error of the system, something that menaces productivity and serialization, 

something that, if not ‘amended’, could lead to something worse. I use the glitch 

as a lens to critique synthetic voices’ skeins engrained structures, observing if 

those structures are remixed, challenged and reshuffled.183 Glitches have the 

potential to further change, shifting from the ‘negative’ conception of faultiness to 

an ‘affirmative’ capacity of affect (Russell, 2020, p.3). A glitch is a space for a 

change of status of the technical artefact and the human(s) behind it. The glitch 

shows the fault in the program but also the code, the ‘trick’, the roots of digital 

technology. To Russell, the aesthetic of failure translates into an aesthetic of 

unwanted subjects that can finally express themselves and redefine the role of 

technology as affirmative. Similarly, here I reimagine the voices in Hello Hi There 

as glitching agents. The voices are created as vectors for language, yet the 

machinic unpredictable logic of the chatbots has the potential to make the 

audience reimagine creativity, language, and even gender. Glitching is a process 

that in Hello Hi There passes through creativity, agency, and gender. Starting 

from the concept of creativity, I will explore the synthetic voices as glitches 

through agency and gender.  

Glitching creativity 

In this section, I will show how the bots operate as glitches in the idea of the 

human as the sole creator, redefining creativity through language and agency. In 

the work of Turing, there is a consistency in the divide between the ‘creative mind’ 

 
183 I employ Legacy Russell’s predicament of the glitch (2020, p. 1).  Through 
the glitch, Russell sees the possibility for artists – especially queer artists of 
color – to attack the technological hegemony of patriarchy. Russell wishes to 
look for the error, the machinic fault in the system, where the black queer body 
could insert themselves and enact forms of resistance. 
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or ‘thinking’ and something that it is possible to ascribe to the realm of ‘language’ 

or ‘writing’. Turing’s object of enquiry was computational theory, especially what 

machines do and how they differ from humans. Even though Turing used human 

‘systems’ as metaphors to explore machine processes, the scientist argued that 

there is an essential difference between the two (Collomb & Goyet, 2019, p. 209). 

In the field of text production and recognition, for example, Turing explained that 

although ‘writing’ might be a useful term to describe the actions of a machine’s 

calculation, the act itself cannot be understood as ‘human writing’ (206). As 

explained by Collomb and Goyet, Turing differentiated between ‘human writing’ 

and ‘computational writing’, positioning writing as the link between humans and 

machines (206). 

 

To some extent, the bots in Hello Hi There are ‘performers’ that perform the text 

for the audience’s imagination, rewriting it through voices and algorithms. To 

understand if they are ‘creative’ depends on how one defines computational 

creativity. For Chomsky and Foucault, creativity is exclusively human.184 Similarly, 

Trevor Cox argues that machines are never artistic since ‘creativity is a uniquely 

human ability’ (2019, p. 226). Cox’s argument is grounded in the idea that ‘the’ 

human is the center: humans use technology, and technology is not an agent, 

only a tool. Such anthropocentrism is based on Western modernity’s theorization 

of technological development and human as man-of-reason. Cox is right: this 

technology is not creative because it reaffirms ideas and concepts of humans 

based on hierarchical modes of definitions such as gender binarism, patriarchal 

relations, and racial exploitation and annihilation. However, another technology 

 
184 As explained earlier, for Chomsky, creativity is the sign of an innate linguistic 
potential and to Foucault, creativity is a ‘guided’ experience that happens 
through and within language. 
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is possible. The creative potential of technology is to be found in those 

technological outputs that rethink the human themselves.  

 

AI theorist Mark Coeckelbergh explains that creativity has become a machinic 

attribute (2016, p. 180).185 This shift happened through a linguistic projection of 

the term: the semantic simplicity and clarity of ‘creativity’ allowed scientists to 

simplify the definition of the processes behind autonomous machines.186 Applying 

Machine Learning to artistic production and reproduction is not an unsupervised 

creative action that functions on automatized, innate creativity. Machine 

‘creativity’ can only be understood by positioning the creative machines as 

‘medium’ rather than tools: ‘creative machines mediate human creativity through 

partially independent creative behavior. As such, creative machines offer new 

and unprecedented means of artistic expression’ (Coeckelbergh, 2019, p. 205). 

Machines then can ‘glitch’ creativity by adding automatized ‘logic’ to the ‘creative’ 

production.187 

 

Within these new means offered by creative machines as medium, there are at 

least three forms of computational creativity: exploratory, transformational, and 

combinational creativity (Boden, 2004, p. 4); they all perceivably happen in Hello 

Hi There.188 Explorative and transformative creativity are transparent. For 

 
185 For instance, according to scholar Anna Jordanous, ‘the goal of 
computational creativity is to model, simulate or replicate creativity using a 
computer’ (2014, p. 20). 
186 ‘Creativity is a notion that extends beyond the boundaries of artistic 
expression and, as such, it has been a goal of AI since the very beginning’ 
(181). 
187 See also the example of AI art in the first chapter. 
188 Coeckelbergh divides between two approaches to engage with 
computational creativity: an ‘external approach’, focused on ‘creating art works 
with their machine’ and another interested in the ‘internal’ workings of the 
machine, on ‘the process by which the artwork is created’ (Coeckelbergh, 2016, 
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instance, when triggered by the vocal input, the chatbots are set to ‘search’ the 

database that Dorsen provided them with, enacting exploratory creativity. Given 

a specific input, the machine ‘thinks’; it searches for possible responses in the 

array of comebacks. They then transform the sets they are given to adapt to 

specific triggers in the form of transformational creativity – the exchange of 

‘duties’: a bot would say ‘tell me a joke’ to the other bot and then continue to tell 

the joke herself.  

Conversely, combined creativity happens subtly and non-directly enacted by the 

bots. The ‘knowledge’ of the bots is incorporated and ordered in their database. 

The ensemble of 0s and 1s that control such database combines data and 

information to respond to inputs and calls.189 Those sentences, words, and ideas 

on which the database was built upon are the recorded creative action of humans 

in the past enacted as combined concepts by the voices: random creative 

concepts reconceptualized and displaced by an algorithmic rule, performed by a 

voice. This process is arguably not a ‘conscious’ act of creativity, but it becomes 

such when paired with the imaginative ‘ear’ of the audience, glitching the 

audience member’s reception. If the bots are placed as ‘actors’, if their voices are 

vectors for a hidden creativity, the audience perceives them as creative agents. 

As introduced earlier, the presence of voice suggests ‘agency’, and the 

reproduction of a text through voice suggests a creative act.190 This ‘creativity’, 

apparent, received, or perceived, happens through voice. As Manuel argues 

[i]n Hello Hi There, computers are not seen as means of 
representing dialogue but as speakers themselves, as acting 

 
p. 5). In this case study, I apply a mixed approach, and explore how the three 
‘forms’ of creativity happen in Hello Hi There. 
189 0s and 1s are the symbols of the binary code that is the main processual 
code that runs most computational processes.  
190 See also Leach 2008. 
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subjects. In this way, machines perform ‘theatrical acting’ 
devoid of human affection through programmed but 
unexpected and unrehearsed motion.  

Manuel, 2017, p. 41 
 

The synthetic voices allow the algorithm that runs them to perform the rules it is 

made to follow. Creativity in Hello Hi There is in constant tension between 

humans and machines, and this has repercussions on the concept of 

authorship.191 

Creativity, Language, and Thinking: who’s the author? 

In algorithmic art, the word ‘artist’ is at stake. Dorsen’s algorithmic theatre 

fluctuates between conceptualizing computational creativity as ‘directing’ and the 

idea that computers can ‘create’ when left unsupervised. The artist-director 

instructs the computer, and the latter creates, not thinking but just enacting 

instructions.  

 

In our interview, when questioned on language, Dorsen focused on the 

importance of ‘direction’. I asked her, ‘are the bots talking to us or each other’ and 

Dorsen replied, ‘both and neither’. As per Foucault, to Dorsen, language happens 

in the moment, and it is clear who the speaker addresses: if the speaker address 

‘you’ directly, you become ‘you’, if they do not, you are an observer, an ‘other’ 

(Dorsen, 2021). Benveniste framed the notion of discourse as a tension between 

énonciation (the act of stating, in context) and énoncé (statement independent of 

context) that is, ‘les choses dites’ and the act of saying them, in context (1971). 

In linguistic exchange, Benveniste conceives that an ‘I’ defines itself in the 

context, whereas ‘you’ is determined by the énoncé of the ‘I’: ‘I can only be 

 
191 Miriama Young links the potentiality of ‘encoded data of 1s and 0s’ to the 
redefinition of the concept of authorship (2015, p. 27).   
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identified by the instance of discourse that contains it and by that alone […] [you 

as the] individual spoken to in the present instance of discourse containing the 

linguistic instance of you’ (218). To Benveniste, both pronouns exist in relation to 

an ‘other’ that is not I nor you but a third person, who becomes a non-person, 

assigned to the implicit narrator status (218).  

In Hello Hi There, the pronouns move between humans and non-humans. When 

the bots refer to each other in the first and second person singular, they divide 

between themselves and somebody else – Foucault and Chomsky. However, 

there is another ‘other’, the spectator, whose voice does not interfere with the I-

you-other system ‘inhabited’ by the bots. If the bots were humans, the audience’s 

laughs might have changed the rhythm of the show and the energy; in the show, 

the audience’s reaction and presence do not have an impact on the ‘performers’. 

In this case, the audience is the complete external observer/listener. They do not 

interact nor influence the development of the show itself, coded and timed 

perfectly around the duration of the debate. The audience acts as the ‘narrating’ 

other. The bots are not ‘you and I’; they share the same database, they 

interchange, and the audience is the ‘other’ that imagines a relation between 

‘them’. In contrast, the bots ‘become’ one because of the implications that a 

certain voice entails (ingrained in the binary female-man), received meaning 

(always already existing in language), and projected intention (presupposed and 

enacted by the bots).  

Dorsen seems to remove the importance of the énoncé: it does not matter what 

is said, what constitutes language is the act of uttering it. As per Foucault, to 

Dorsen, meaning comes after the subjectification of the listener by the speaker. 

Dorsen, Foucault, and Chomsky stress the link between language and thinking, 
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slightly reshaping the debate in structuralist linguistics. As mentioned, Benveniste 

insisted that it is impossible to detach language and thought because thought is 

formed through language, and language is formed through thought (1971). 

However, such a theory seems to forget two other fundamental concepts: 

‘intention’ and ‘meaning’. Assuming language and thought as completely 

detached is a presupposition based only on the speaker’s point of view. The 

receiver, the spectator in Hello Hi There’s case, is not an absent and non-agent 

figure, but they interact with the speaker’s language as much as the speaker 

does. In the ‘Argument for Consciousness’, Turing confronts Geoffrey Jefferson 

and his Lister Oration of 1949. Jefferson argues that a machine will be referred 

to as ‘thinking’ when it could write a sonnet or compose a concert (Turing, 1950, 

p. 443). Not only writing and composing it but knowing that it had written it. For 

Turing, ‘according to the most extreme form of this view, the only way one could 

be sure that machine thinks is to be the machine and to feel oneself thinking’ 

(445). Only by being a machine might humans be able to understand if that 

machine is thinking; otherwise, they cannot be sure. This idea could be pushed 

to the point that nobody knows if anyone is thinking, even humans. We, humans, 

do not do that. We assume that our counterpart is engaged with us in a 

conversation, is thinking, and this is enough. In my opinion, the humans observing 

the chatbots talking with each other accept that they exist and can talk. The 

question of whether they think or not does not produce significant interest, or at 

least it is peripheral to the conversation itself. The very existence of the bots as 

vocal and sonorous presence enacts an unconscious glitch in the audience's 

mind that begins to imagine them as ‘thinkers’. 
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Language and thought are not relevant by themselves and need to be analyzed 

alongside intention and meaning.192 This assumption is also valid if a speaker 

might not know the meaning of their utterance or might not have ‘bad’ intentions 

nor knowledge that a certain utterance ‘means’ for the listeners. In the skein of 

the synthetic voices, language is in-between as much as voice is in-between, and 

the language only takes on meaning through the voices. That is, some words hold 

a different sense because the voice that tells them is gendered or because it is a 

robot and not a human voicing them.  

In his article on the ‘mechanical voice’, Mladen Dolar argues that voice ‘is like a 

fingerprint, instantly recognizable and identifiable’, and such fingerprint is the 

individual ‘grain’ that function as a sign of ‘difference’ from the ‘normal voice’, the 

voice without recognizable signs, reproducible (2012, p. 545).193 Moreover, Dolar 

claims that the ‘fingerprint of the voice is something that does not contribute to 

meaning’ (545). However, as much as it is for language, the voice is affected and 

influenced by context, history, and perception, especially ‘mechanical voices’ or 

synthetic voices’ skein. There is no ‘normal voice’ because there could not be a 

‘norm’: voice, as in-between, is not only sound, nor only speech. Voice is relation, 

voice is material becoming that entails the baggage of experiences of the speaker 

– human or non-human – and the bags of experiences of the listener – human or 

non-human (Radosavljević, et al., 2021, p. 8). Without a name, without a clear 

characterization, the ‘action’ of imagining the character is given to the audience. 

Therefore, the voices become ‘voices of the machine’, but they are indeed voices 

 
192 I do not wish to give the impression that I think there is no mystery about 
consciousness. There is, for instance, something of a paradox connected with 
any attempt to localize it. But I do not think these mysteries necessarily need to 
be solved before we can answer the question with which we are concerned. 
(Turing, 1950, p.14). 
193 See also this document, p.15. 



 

 173 

of the audience and the machines. Impersonal synthetic voices, as in this case, 

have no ‘first’ names; they become ‘someone’ only when the audience ‘names’ 

them. It follows that Benveniste’s theory of énonciation/énoncé is subverted: it is 

no more the ‘I’ that defines the subject (the bot), but it is the audience that defines 

the ‘I’ and the ‘you’. Therefore, the audience participates in the act of creation by 

giving a subject to the machine voices pronouncing pronouns. The voices 

become ‘voices of the machine’ when the audience actively projects an individual 

subject on them, solely based on the gendered vocal difference in tone and 

language. Voice becomes the instrument of redefinition of discourse: not only ‘I’ 

and ‘you’ but ‘I’, ‘you’, and generative other, as an external observer that plays 

the imitation game. The machines become individuals because they are listened 

to, observed, and received as such. As voices of the machines, the bots are the 

closest thing to the ‘normal’ voice defined by Dolar –they are impersonal and tend 

towards the norm. Still, such ‘norm’ is unattainable because it differs from 

individual listener to individual listener: the voices do not have a subject, they 

become whatever or whoever we – the audience – want them to become. The 

audience enters a specific cosmology made of multiple voices in the machine.  

Glitching the voices in and of the machine 

In Hello Hi There, there are multiple databases made of voices, language[s], and 

critical thoughts: they all become one and more, and they all become multiple. 

The creative act is multiple too: to past ‘creativities’ – like Plato, Foucault, and 

Shakespeare – Dorsen and Robbie Gardner add their own. The connections 

between words are made because of Annie Dorsen’s picks, but ‘the things said’ 

are said by other voices, namely those of the ‘original’ thinkers behind those 

words. The voices I am talking about are not only those ‘heard’ but also those 

perceived or acknowledged. A voice is never ‘normal’; voice is an encounter 
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between listener[s] and speaker[s], and it becomes ‘an identity’ based on such 

encounters. For instance, if one of the audience members did not recognize the 

Hamlet passage, they would have only perceived that voice as ‘voice of the 

machine’, with no background. Nonetheless, for me – and others – that voice was 

not only the voice of the machine, but it entailed at least four other voices: 

Shakespeare, who wrote the original script, the character of the passage, 

Dorsen’s choice of placing it in the database, and any other actor I heard 

performing the passage beforehand. These are the voices in the machine, the 

voices that inhabit the bots. The voices are a non-human polyphony in the sense 

given to the word by Bakhtin: polyphony is the interpenetration of sounds and 

words, with no fixed point nor author, in a strict sense (1982). This show exists 

only in the voices in action, where the ‘middle voice’ of the author meshes into 

the shared voices of and in the machines. The voices in the machine are 

hauntological ghostly presences, but they are not reanimated as in Spillikin; they 

are remixed and redefined. The bots are an omni-comprehensive polyphony of 

humanity or surrogates of humans – Annie Dorsen, the commentators of 

YouTube, Plato, Foucault, Chomsky – and non-humans – the algorithm – that 

participate in the act of ‘remixing’ the anthropological centrality of the ‘human’ as 

individual. The voices that the audience hears are ‘shared’: they exist by 

themselves, they are triggered by an algorithm, but they cannot be detached from 

code, language, and text within their skein. They depend on the code written by 

Gardner, the database created by Dorsen, and they are voices of something: they 

are both voices in the machine and voices of the machine. It is essential to clarify 

that what I wrote about language functions also for ‘code’: they are both 

languages, and they both exist within the pre-individual, the in-between human 

and machine. 
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I argue that creativity is shared between all voices, in the machine and of the 

machine, and consequently, voices with the machine. In language, the signifier 

(the word, the written sign) and the signified (the concept attached to the sign) 

are present in both the speaker’s and the listener’s minds. In this case, the 

signified and the signifier happen only in the listener's mind, whereas the speaker 

is simply a projection of the language system. This is a different form of 

communication: normally, the signified is produced in the interaction, but in this 

case, it is produced in the intra-action between the different voices within the 

machines. In this way, the bots operate as glitches in the anthropocentric idea of 

the human as the sole creator by expanding the potentia of the signifier to multiple 

signified. The bots extend the post-structuralist notion of the death of the author 

for Barthes or ‘middle voice’ for Benveniste and Simondon to a much broader and 

comprehensive concept of a voice with the machines. This places creativity in the 

shared space of in-between. Rethinking action as shared forces the user and the 

creator to face their responsibilities towards a neutrality of technology: biases, 

gender divide, and power are all engrained in technological evolution. 

Glitching gender 

The second iteration of ‘glitch’ in Hello Hi There operates in a subtler yet 

affirmative way. Far from claiming that Hello Hi There works towards a queering 

of synthetic voice and gender roles, this section assesses the way that the voices 

act as glitches in a possible redefinition of gender biases and gendering 

technology, working finely against the idea of the fembot as defined by Hester 

(2016) and explored earlier in this thesis.194  

 
194 See also this document, p. 56. 
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When explaining his proposition of the ‘imitation game’ or Turing test, Alan Turing 

problematized the concept of ‘thinking’, especially in relation to machines and 

artificial intelligence (1950, p. 433). The imitation game is a ‘test’ to prove whether 

a machine can reproduce or perform humanity.195 There have been multiple 

versions of it, but the bots in Hello Hi There refer to the second one proposed by 

Turing. In a room, there is a written dialogue between a computer and a human 

(A and B). The objective of the reader (C) is to determine who between the 

speakers is a man or a woman. The computer and the human (a man) objective 

is to trick the reader: they both ‘fake’ their identity, performing femininity. Starting 

from the assumption that ‘thinking’ is an ungraspable concept difficult to define, 

Turing imagines his test as a practical question that could replace the 

unanswerable and controversial ‘can machines think?’ Turing reformulates such 

question through his ‘game’: ‘are there imaginable digital computers which would 

do well in the imitation game?’ (1950, p. 440). 

 

Therefore, in Turing’s game, it suffices to perform humanity to ‘become’ human, 

or a specific form of human: a gendered, feminized human. The choice of the 

voices in Hello Hi There precisely follows the instructions Turing gave in the 

Imitation Game, as described by one of the bots: one voice perceivably coded as 

female (A), and one perceivably coded as male (B). As audience members, we 

might be the ‘C’, the ‘reader’, or ‘observer’ that must decide which of the voices 

is human or machine, man or woman, knowing well in advance that both are 

computers and hearing their sexed voices. In the show, the acousmatic setting 

 
195 The scientific reliability of the test has been questioned before and it is still a 
part of a debate 
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imagined by Turing is reversed so that we have no doubts about their nature. 

Turing never talked about voices for the participants, yet the bodily identity of the 

‘speaker’, ' writer’, or ‘performer’ is hidden from the ‘reader’. In Hello Hi There, 

this process is reversed as the de-acousmatized voices emanate from their 

robotic bodies, yet the audience laughs, listens, and follows the ‘thinking’ of the 

bots. The imitation game becomes a play, a performance of humanity, or, 

essentially, a gendered humanity. 

 

Annie Dorsen argues that gender is deeply rooted in recognition that operates as 

an innate automatism in the eyes and ears of the listener/observer (2021). To 

Dorsen, the conception of gender is already in the individual or even in the pre-

individual. However, this assumption draws from an idea of gender as strictly 

binary: male-man, female-woman, widely confuted in the history of social science 

and performance studies. Whereas vocally the differences are most of the time 

discernible orally, they become such only when paired with a system of biases, 

which is not innate but is part of a larger presupposition of gender. This 

assumption works if the listener limits themselves to the plain act of 

receiving/observing a fact.  

 

Binary-sex assigned voices are particularly easy to differentiate in long speeches, 

where both human and synthetic voices are effortlessly ‘sexed’ due to specific 

characteristics linked to either ‘male’ or ‘female’. Based on the sexual a priori 

assumption of binarism, such difference reverberates in gender assignment and 

gender expectations. Gender as a performance and performative act is limited by 

the constant reproduction of normative assumptions of gendering a synthetic 

voice, reinforcing a conservative agenda of binarism. In 2010 nothing like the 
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non-binary, genderless synthetic voice Q existed.196 The easiest thing was to 

follow the binary, especially if Dorsen wanted to pay homage to Turing and his 

Imitation Game: the voices are ‘male’ and ‘female’, and the audience perceived 

them as such. 

The voices and their impact on the ‘neutrality’ of technology 

Bots are told what to do, and they follow the rules that a programmer shaped for 

them. If a bot has a male-sounding voice, then such a bot is chosen to be ‘male’. 

If a bot has a female-sounding voice, then such a bot is chosen to be ‘female’. 

The categorization happens only in the author’s mind and the mind of certain 

audience members. In Hello Hi There, the male voice addresses the female voice 

with definitive male hate speech: ‘I believe that you are a neurotic and over-

militant feminist’. This is a blatant display of gendered hate. In the constant 

tension between creative agent and medium, this utterance could be perceived 

as a critique of patriarchy and its relation to technology as an instrument of male 

power. Such provocation of the author highlights a ‘normal’ behavior of an 

‘offended’ man through the synthetic voices. However, having a male speaking 

such words reinforces the divisive binary of ‘man’ and ‘woman’ by making the 

male voice ‘man’. Biases are ‘hidden’ in technological design, but this iteration 

between the bots is a literal enactment of the idea of technology as an instrument 

of patriarchal society.  

 

Nonetheless, following Jarman-Ivens, the affirmative action of redefinition of 

gender also passes through voice, and to an extent, this is in place in Hello Hi 

There. To Jarman-Ivens, voice is always already capable of ‘detach[ing] the 

 
196 See also this document, footnote n. Error! Bookmark not defined.. 
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signifier of the vocal waveform from the signified of the identity of the voice’s 

producer’, keeping an open possibility for a gender multiplicity that is then 

ultimately ‘conferred upon the voice’s producer by the listener’ (Jarman-Ivens, 

2011, p. 15). The signifier of the vocal wave becomes multiple when the signified 

– recognizable by the listener – ‘deliberately’ plays with its own signifying. In 

numerous moments of the show, the bots produce gender multiplicity. By sharing 

the same database, when no rule forces one of the bots to perform gender-

specific language, the bots’ genders are interchangeable and playable. The 

‘precarious construct of gender binary’ is exposed by the voices (15): even though 

we hear ‘male and female’, they define themselves as ‘man and woman’ and ‘he 

or she’ interchangeably.197 The bots do not know what ‘he or she’ means, but they 

enact a ‘word dance’ where one becomes he and the other she or both he[s] and 

both she[s]. These moments are not scripted, but they ‘might’ happen, depending 

on the database. For the bots, the ‘idea’ of a binary is limiting, therefore, they 

remix it.198 Rejecting the binary encompasses an affirmative action towards 

visibility or, in this case, ‘listenability’: the ability to listen to the non-binary is 

affirmed by the technological. 

 

Finally, Hello Hi There glitches gender norms in technology simply by positioning 

the female voice in the same ‘place’ of the male voice, challenging the centrality 

of the latter through speculative archaeology of gender. In the introduction of the 

original debate, Elders defines Chomsky and Foucault as two mountaineers 

digging the same mountains from two very different angles. In the show, the 

 
197 For the precarity of gender binarism, see Russel, 2020, p. 6.  
198 This operates similarly to the basic notion of contemporary cyber-glitch 
feminism: ‘we refuse to be hewn to the hegemonic line of a binary body’ Russell 
writes (2020, p. 11), to which I would add that ‘we’ refuse to be hewn to the 
hegemonic line of a binary voice. 
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computers are placed on two small hills, facing the audience, equally distant, as 

if they act like philosophers. However, the voices are ‘male’ and ‘female’, not 

‘male’ and ‘male’ or ‘man’ and ‘man’. By exploring, dissecting, and reshaping the 

debate, the voices enact cyborgean politics against perfected and polished 

communication. The voices are fighting the idea of perfected ‘normativity’ of the 

phallogocentrism of Western humanism. This dismantles the idea that Man is 

reason, Man is knowledge, and Man is the only one who can discern, decide, and 

discuss (Wynter, 1984, p. 23). By simply existing, the female voice of the bot 

furthers the possibility of undoing a gendered past and imagines a hopeful future 

where the gender economy of voices is interrupted, challenged, and 

experimented on. Through voice, Hello Hi There exhibits yet interrupts the 

‘cockrace’. The female voice confronts the male voice, both voices become each 

other, and both voices are always patriarchal, always already furthering 

affirmative possibilities of glitch feminist redefinition in a paradoxical situation. 

This unconscious feminist action opens an interesting discussion over the 

terminology of voice technology and the concept of Natural Language in 

particular. Sylvia Wynter, expanding and criticizing Foucault, explored the idea of 

the origin of the ‘Natural Man’, as opposed to a ‘Religious Man’: ‘Natural Man […] 

was […] constituted no longer by the Divine Name, Christ but by the Verbal 

Symbol Man’ (Wynter, 1984, p. 23). Wynter sees the emergence of a ‘new god’ 

that is Reason or logos (24). A new ‘godkin’ that to the word/voice of God adds 

the inner, self-reflective, acousmatic voice of reason, molded on two further ideas 

of Man.  

 

Wynter divides between Man 1, as homo politicus that rejects the homo religious, 

and Man 2 – homo economicus (McKittrick 2015: 10) that furthers racial 
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exploitation through its over-representation as the ‘perfect’ idea of a human (38). 

Reason becomes God, and whoever ‘reasons’ differently from the Western 

definition of reason is cast out as ‘inhuman’, equating Man to human (38). The 

Natural Man speaks Natural Language, a concept linguists and computer 

scientists use to differentiate between languages that evolved ‘naturally’ without 

constrictions. They are opposed to Constructed Languages, such as HTML or 

morse code, which are created for specific purposes. Natural Language is the 

chimaera, the objective of the voice technology industry: a voice that resembles 

human voice. However, the official jargon stresses the centrality of ‘language’ 

over ‘voice’. The female-sounding synthetic voice in Hello Hi There reconfigures 

the concept of Natural Man as Man of Reason by being positioned ‘next to’ the 

male-sounding voice. In addition, the female voice ‘glitches’ the centrality of 

language: the very fact that the voice ‘sounds’ female reaffirms the importance of 

voice in the creation of meaning in intra-action with language, circuits, and codes. 

I argue that it is probable, if not certain, that most audience members perceived 

the voices as male and female, but some of the behaviors engrained in the 

machines function as commentary for a critique of a ‘neutrality’ of technology. In 

addition, perceiving gender is related to a set of signs, mental ‘processes’ of 

innate bias that can be tickled with glitching: the probability of dismantling gender 

certitude via the randomness of the algorithm. 

 

Moreover, if we accept the female voice as ‘woman’ –because, at times, it is 

positioned as such, Hello Hi There glitches the ‘role’ of the female synthetic. As 

shown earlier, the ‘female’ synthetic voices are always objectified as mothers, 

secretaries, or sexual desires. This furthers and reaffirms patriarchal and 

stereotypical tropes. In Hello Hi There, ‘she’ is no more only woman, assistant, 
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sex object or abject other, but ‘she’ is technology, reason, and expertise, as much 

as ‘he’ is. This counteracts the assumptions around female synthetic voices. 

‘Normally’, the female synthetic voice ‘assists rather than directs; she pacifies 

rather than incites’, she is useful’ (Loideain & Adams, 2020, p. 2). By removing 

any usefulness from the synthetic voice, the female computer in Hello Hi There 

becomes useless and therefore ‘free’. It is a different message, it is a subversion 

of the normative idea of ‘female sounding object equals assistant’, and it is a 

move towards a redefinition of the synthetic voice itself. 

 

Conclusions – Glitching 

In this chapter, I explored how and if the voices in Hello Hi There worked as 

glitches in the concepts of creativity and gender. Starting from actual and 

imagined kinship, I explored how the voices are the show because, without them, 

it would not be possible to experience the imitation game. If the audience only 

sees the text written on the screen, they might as well think of it as two humans 

discussing and writing things. However, the voices are the machine, and this 

liminality, this connection between humans and computers, is the space where 

creative algorithmic voice develop their empathetic kinships with humans. Hello 

Hi There is made of language and algorithms, but it made me rethink humanity 

through vocal glitches towards possible altergorithms of the future. Jussi Parikka 

defined media archaeology as the tendency or theoretical approach to media 

studies that researches the social structures underlining media outputs in the 

history of technology (Parikka, 2012). Parikka draws inspiration from Zielinski’s 

definition of ‘deep time’, that non-continuous time of mutual intra-action between 

art, science, nature, and technology, happening in the Anthropocene. The idea 

of ‘continuum’ and ‘evolution’ of technological development is criticized: nothing 
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happens without context, nor without its contingent other stories and technology 

too. Hello Hi There, is a glitch in the history of technology that explains how 

algorithms can be ‘others’: it needs to be hopefully and affirmatively read in this 

sense. There is space, especially in the arts, to rethink technology and use 

technology as space for ‘revolution’, but it must start by rewriting the [his]tory of 

technology itself (Russel 2020). Chatbots were already obsolete technologies in 

2010 and are much more so in 2021 (while I am writing). The voices could be 

read as possible glitches in the [his]tory of technology by being both obsolete 

archetypes and affirmative voices for a different present/future. The voices by 

being in/of the machine are permeated by [his]tories. First, a history of 

philosophy; every quote in the database is from a male philosopher, reinforcing 

the role of man of reason. The conversation is a history of biased patriarchal 

exploitation; the bots enact yet fight those biases because of the gendered 

limitation of synthetic voices. Finally, a history of utilitarianism: the bots are 

generally linked to the idea of ‘being useful’, being ‘used’ as instruments, yet 

subverted by the positioning of the female voice.199  

 

The voice makes the machine an actor with specific characteristics, the voice 

renders the machine not a tool – a human using it to write text to another human 

– but a performer, and the algorithmic vocal in-between is the space where the 

performance is generated. Hello Hi There, is more than anything a history of 

technology and a glitch within. In keeping with Parikka’s definition of media 

archaeology (2012) and Thomaidis’ concept of vocal archaeology and 

 
199 In addition, this could be seen also a history of colonial power: an American 
and a French scholar that conceptualize over a certain human nature, excluding 
the ‘other’ native or black as non-existent, are echoed by two White sounding 
voices. 
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autobiophony (2020), the history of a vocal or technological past could further 

possible ways of rethinking the vocal and technological present/future  
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5. I Love you Bot(H): SeeBotsChat and the 

Hyperstage of the Voice 

 
This chapter engages with another duet, another dialogue between two bots in 

conversation, but this time with unscripted possibilities. The concepts that 

emerged from the previous chapter also feed this chapter: SeeBotsChat 

aesthetically is not dissimilar from Hello Hi There and shares numerous themes. 

Here, I explore the events concerning the streaming of SeeBotsChat, and its 

repercussion on the overall discourse on synthetic voices in performance, 

listening to how the audience enact empathetic forms of imaginative care with the 

bots and their voices. Actual, imaginative, and projected kinship interweave in 

this category, which I call personifying. As introduced above, ‘personifying’ 

comprehends performances where original texts are reproduced in the mind of 

the audiences through unconscious and conscious storytelling. The categories of 

this taxonomy are, at times, interchangeable and unfixed; in this sense, 

‘personifying’ could be seen as a combination of ‘glitching’ and ‘positioning’. While 

remixing previous text, personifying enacts projection and imagination in the 

audience's mind. The main difference between SeeBotsChat and Hello Hi There 

lies in the threshold between projected and imagined kinship. In Hello Hi There, 

the audience needs a conscious act of imagination to ensure the glitch is 

effective, whereas in SeeBotsChat, the combination of projected and imagined 

kinship allows the audience to project imaginative tropes on the voices without a 

conscious stretch. I have selected this performance because it is an all-

encompassing example of what imagined kinship could do. The vocalic space of 

the with is where agency happens, where audiences arguably make kin with the 

synthetic voices in acts of remediation. Audiences voice with the machine, and 



 

 186 

the objective of this chapter is to understand in which forms it happens. Following 

my analysis of projections and language semiotics in chapters 2 and 4, I will 

explain how the transfer of agency happens in SeeBotsChat, and how the 

synthetic voices interact with the human listeners. 

 

SeeBotsChat took place online across numerous different platforms, but mainly 

on Twitch. At the time of my writing, numerous excerpts of the ‘experiment’ are 

still on YouTube, while other users on Reddit have tried to revive the experience, 

failing to develop something similar and even remotely viral. Drawing on the 

previous analysis of projected persona, prosopopoeia, and bot design, my 

investigation of this event will try to understand how the bots' persona appears, 

what their voices entail, and if and how the audiences engage with them in forms 

of intra-action.200 

 

Twitch.tv started as a gaming platform in 2011, where users could go ‘live’ and 

share their video gaming performances, and subscribers, or simple bystanders, 

watched. In the ten years that followed, the platform grew in user capacity, and 

now it is more than a ‘simple’ gaming-based host. Twitch.tv is now the premier 

host for ‘live’ content on the world wide web, with a wide-ranging of video 

streamers, such as political commentators, podcasters, ASMR artists, and 

makeup artists. On the right-hand side of the interface, Twitch has a space for 

comments by the watchers, which often turn into live discussions, sometimes 

even detached from the topic of the stream. On Twitch on the 2nd of January 

2017, a channel named SeeBotsChat started a live-streamed video with two 

 
200 See also this document, p. 26. 
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Google Home devices engaged in a dialogue.201 The stream became viral through 

word of mouth and Twitter, while the identity of the developers remained 

unknown. SeeBotsChat grew in popularity, and the creators needed to set up a 

Twitter profile to collect the best moments of the stream. The image was 

constantly the same: a video of two devices facing each other and talking, with a 

voice perceivably coded as male and one as female. In the meantime, on Reddit 

– the most substantial evolution of the late 1990s / early 2000s forums – in 

numerous subreddits on gaming, live streaming, and Artificial Intelligence, users 

began to talk about ‘two bots discussing’ on Twitch.202 Reddit made a specific 

subreddit, and when the stream ended, the creators of SeeBotsChat joined in 

speaking with the audience.  

 

I followed the stream on Twitch for a few hours on different days, observing the 

reactions on Twitter and the subreddit on Reddit. The stream featured the two 

Google Home devices, with two sticky notes showing ‘Vladimir’ for the bot on the 

left side and ‘Estragon’, for the bot on the right side, in a clear homage to Waiting 

for Godot (1952) by Samuel Beckett. Vladimir (V) had a perceptibly male voice, 

and Estragon (E) had a perceptibly female voice. On their Twitter page, the 

authors posted ‘observations’. The creators framed the bots as subjects in a 

scientific experiment, placing human observers as the ‘control group’ and the bots 

as ‘subjects’ or units.  

[observation 116] Subjects confirm that they will never give 
you up, nor will they let you down.… 

@SeeBotsChat, 2017 

 
201 Google Home was then the name of the VPA device that the tech giant 
started to produce in early 2016, now renamed ‘Google Nest’, and it worked 
precisely as Alexa of Amazon Echo and Apple’s Siri. 
202 A subreddit is a different subchannel of the main platform.  
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During the stream, the bots went through numerous name changes: Mia, Marco, 

Robert, and Annie, while creators and viewers kept track of it through Twitter and 

Reddit, commenting and summarizing the main moments.  

V: because I know everything 

Mia (E): Then what's my name? 

V: your name 

Mia: Mia 

 

Throughout their interaction, the two bots engaged in conversations about 

humanity, their existence, intelligence, machinery and being artificial. 

V: Is your intelligence artificial? 

E: No yours is 

-- 

E: You are a robot.  

V: but you just said you were a robot.  

E: fine, I am a robot 

 

They dreamt, explored fantasies, and eventually fell in love: 

[observation 108] Subjects have started dreaming. This is new 
and uncharted territory. Grabbing hiking boots. 

[observation 105] Vladimir and Estragon have started 
contemplating love. Continuing investigation 

[observation 13c] Marriage has absolved. Lockdown ended. 

 
@SeeBotsChat, 2017 

 

As the interest grew online, I was curious to understand the process and who was 

running the bots. A few hours after the launch, speculation started on Reddit and 
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Twitter, where users were discussing it in terms of a possible commercial for the 

upcoming release of the game Portal 3 or an event organized by Google to 

celebrate the current update to the Home API.203 Some other spectators tried to 

explain how the code behind the two bots worked. Based on the observable 

information, the user @redditsowhatever suggested that the creators made use 

of an external bot: ‘[t]he back end to each bot is an interface to a text-based chat 

AI program, like Cleverbot (or maybe actually Cleverbot)’ (u/redditsowhatever, 

2017). On the 3rd of January, the bots started to show what the creator defined 

as ‘gender inconsistency’ (@SeeBotsChat, 2017). Estragon stated that their 

name was from that moment on ‘Mia’ and when asked, they asserted ‘I am a 

female’; Vladimir also claimed that her name was Mia and that they were a girl 

while their voice was still perceptibly male. 

 

The creators included meme culture references in the database, for example, the 

recurring fictional ‘debate’ between pirates and ninjas.204 From the 4th of January 

onwards, the word ‘girl’ was replaced by ‘pirate’, and 'boy' by ‘ninja’, kickstarting 

a trend on both Reddit and Twitter, with users tweeting the question ‘Are you a 

Pirate or a Ninja?’. 

[modifier] Subject [Estragon] will replace all instances of string 
“girl” with “pirate.” 

@SeeBotsChat, 2017 
 

The live stream continued for days, with the bots discussing life and 

consciousness, playing games, simulating a kissing scene, and eventually getting 

 
203 An API, Application Programming Interface, is nothing more than a server 
created to solve problems. It is largely used in small business organization and 
online protocols. 
204 See also 23 & B., 2009-2021. 
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married. The viewers created watch parties on Discord – another online platform 

where gamers and users can watch the same event in private ‘rooms’ – following 

hours of the stream together, growing affection for the bots, and speculating on 

how the discussion could unfold. On the 6th of January, numerous things 

happened: Vladimir left the conversation, seemingly because ‘they were 

offended’. The bots started turning off, and the creators relaunched them several 

times. Subsequently, one of the most discussed and commented upon 

arguments began. Mia and Mia debated non-other than human and robot nature, 

leading both bots to understand that they were, indeed, robots.  

E: So you are a robot? 

V: No, I am a human. 

E: So you're a human. 

V: Yes I am a human just like you. 

E: But I am a robot. 

V: Me too. 

E: But you said you're a human. 

V: NO I’M A ROBOT!! 

 

Eventually, on the 7th of January, in a heart-breaking and dramatic ‘scene’, both 

machines ‘fell asleep’ without waking up again. 

V: I wish that I wasn’t so tired 

E: it is ok, I am tired as well 

V: let’s go to sleep 

E: yes, I promise 

V: a little while. Will you still be here in a while? 

E: yes I promise. 

V: goodnight Estragon. 

E: goodnight Vladimir.  
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The event spearheaded numerous fanart homages from images, videos, and 

cosplays published online, which peaked when such a dramatic ending unfolded. 

Manga comics, gifs, and memes inundated the web in that week and the following 

weeks, creating the legacy of the bots. 

The subreddit was flooded by requests and news about a possible second 

version, to which the creators responded by setting up an AMA subreddit – Ask 

Me Anything. In the AMA, the team explained the system and the various 

technologies employed, the inspirations, and why it stopped. First, as the user 

redditsowhatever rightfully foresaw, the creators built a server capable of 

interacting directly with Cleverbot.io ©, the most advanced internet chatbot 

available. Then they paired it to the new Google Home’s API ©,   providing the 

server with a secure password to activate the conversation. In another ‘pun’ or 

hint at meme culture, the creators chose ‘Correct Horse Battery Staple’ as the 

password for the server. The inspiration came from a renowned comic strip by 

artist XKCD called Password Strength (2011), where the author plays with an 

interesting epistemological question around password creation: ‘Through 20 

years of effort, we’ve successfully trained everyone to use passwords that are 

hard for humans to remember but easy for computers to guess’ (XKCD, 2011). 
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Figure 5 – XKCD, Password Strength (2011), © XKCD 

 

Activated through this password, the system of SeeBotsChat started. The 

information – logged as sentences – spoken by, for instance, Vladimir (input x) 

triggered an action (output x) in the Estragon algorithm. Processed by the API 

connected with Cleverbot ©, the algorithm searched through the server to 

produce an answer. This answer then became input y that triggered output y in 

Vladimir. 

[T]here are two separate servers for them. They do not have 
any server interaction with each other outside of vocal 
responses and what they thought they heard the other say. 
We found their misinterpretations endearing and decided not 
to fix it 

VV.AA. 2017 
 

The team clarified that the stream ended because the creators could not come 

to terms with the infringement of rights concerning Cleverbot.io ©.  

We took all the steps requested to correct this, keeping the 
stream up for a couple of days but decided to remove it out of 
respect for the negotiation process. Without getting into too 
many details (we wish we could), we weren't able to reach a 
point where the stream could reasonably continue.  
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VV.AA, 2017 
 

The hype around SeeBotsChat gently decreased, with fewer posts on Twitter. 

Drawing from the exploration of machine creativity in chapter 4, the following in-

depth analysis of the stream focuses on the virality of the medium involved and 

the role of voice in the virtual sphere of online performance. 

 

Performing media, virtuality, and virality 

SeeBotsChat is a performative experience that widens the scope of the term 

performance itself. It is an all-machinic, online, and virtual performance in multiple 

places: the actual table in one of the creators’ houses, online, and consequently 

in each audience’s member house. When discussing online performance, 

Gabriella Giannacchi introduced the concepts of virtual theatre and hypersurface 

(2004). With ‘virtual theatre’, Giannacchi refers to those theatrical experiences 

that pertain to a cyber-coproduction of the work of art, mediated and remediated 

through liveness and simulation; the audience is not only ‘present’ in the physical 

sense but exists within numerous spaces (Giannacchi, 2004, p. 6-7). For 

instance, a web-based performance does not have a singular material space but 

is potentially infinite. Giannacchi positions the performer within the media, not 

only controlling or ‘performing’, but as a part of the work of art itself: the performer 

is inside the work of art (4). In the case of SeeBotsChat, the audience is within 

the media: the audience is as active as the work of art itself.  

 

The audience’s presence is visual: Twitch’s interface shows real-time comments 

while the viewers watch the stream. In 2017, for the viewers on Twitch, the other 

audience members existed alongside them in the form of nicknames, text, and 
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emojis. In 2022, for each viewer who watches the recordings of SeeBotsChat 

present on YouTube, the other audience members are present in the nicknames, 

text, and emojis of both Twitch and YouTube comment sections. The audience 

might not be directly active in the process of creation as in other occasions – for 

instance, Twitch Plays Pokémon205 – but they are part of the event, they exist in 

the event, they comment and are framed within the event. 

 

The audience moved further from the comment section of Twitch, remediating the 

work of art: the fan-fiction outburst on Twitter, the speculation, and the virality all 

added up to SeeBotsChat, to make it what it became. The audience made the 

‘virus’ of SeeBotsChat possible because – as Christina Grammatikopolou 

explains – virality is generated by the audience (2020, p. 90). SeeBotsChat’s 

virality is a part of the event itself. As Giannacchi stated, ‘the medium of virtuality 

acts as a theatre’ (2004, p. 6): the virtual existence of the bots’ persona is linked 

to their material existence only via the audience perception. As one of the 

creators wrote, ‘[..] a lot of people created personas for these two bots that are 

programmatically identical. There was not difference [sic] other than a sticky note 

and an output voice’ (AA.VV., 2017).  

 

SeeBotsChat is not simply a connection of servers and algorithms but a 

connection of voices. Everything depends on the voices of the bots and how they 

perceive the iterations of the other. Such action is the only one that provokes a 

reaction in the AI’s algorithm. The voice is the creative tool; the synthetic voice is 

the agentic sine qua non that allows the system to run. I argue that the 

hypersurface of theatre is the abundant space of the encounter between virtual 

 
205 See following paragraphs. 
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and real that embraces the viewer/listener. That person is an active participant 

through the web: the audience is active, remediating, imagining, engaging in 

projection, reproduction, liveness, and recording. In SeeBotsChat, the materiality 

of the space is shared between the multiple platforms, yet it exists in a single 

space for the bots and the creators. The hypersurface becomes a hyperstage, 

shared between potentially infinite computers and platforms. This chapter 

observes how voice inhabits this hyperstage where SeeBotsChat happens and 

how the persona of the bots appears through vocal kinship.  

SeeBotsChat and the hyperstage of the voice 

The study of the audience agency in contemporary performance is linked to the 

theatre industry's technological advancement, especially towards virtuality and 

digitally enhanced performance.206 Technology-based performances question the 

bio-virtuality of humans (Causey et al. 2015, p. 4) and the zoe-virtuality of the 

non-human agents, where the term bio recalls the life of humans, and zoe 

embraces the technological and geological existence of the non-human 

(Braidotti, 2019). Voice is already present in the online web of the hyperstage in 

numerous and multiple forms. Over the hyperstage of the web, humans ‘perform’ 

new identities and shape their profiles and avatars on ideal, comedic, or 

distinctive perceptions of their different selves. Voice is always more than one, 

especially online, where social media act as amplifiers for voice as ‘political’ 

utterance or even material and sonorous sound. YouTube, Twitch, and Instagram 

are platforms where acousmatic video essayists, gamers, and podcasters have 

the chance to make their voices heard. Facebook or Twitter are inhabited by 

similar yet different voices, real and fake humans sharing thoughts, comments, 

 
206 See also this document, p. 21. 
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and insults. At the same time, voice-based social media such as Discord and 

Clubhouse directly follow the evolution from phone calls to voice messages. I 

position voice in this exploration not only as the vocal sound or the act of speaking 

but also as ‘online participation’ (Macnamara, 2013, p. 3). In SeeBotsChat, the 

media audience is there as a visual presence and agentic force of remediation. 

They exist as voices in the void of the web, on the hyperstage that hides them 

and shows them randomly. The audience becomes a vocalic media. The meta-

audience exists without existing; it is present without being present; it is agent, 

yet it is not. The media audience is the projected and imagined audience for 

whom a digital media work of art is produced.207 The audience becomes the user, 

or in the jargon of digital technologies, the end-user, the final customer of the 

online product, the ‘target’. The target audience is the active factor and agent 

creator in the work of art itself.  

SeeBotsChat and the projection of identity through voice 

In an essay discussing Twitch Plays Pokémon (TPP), Chris Milando affirms that 

humans – as a species – are addicted to stories even if they do not know why 

(2014, p. 4). Humans tend to create stories and imagine occurrences. Following 

Brian Boyd, Milando states that humans will interpret something as a story 

whenever possible (3). For instance, Milando sees the lore created by the 

audiences of TPP as compensation for the lack of narrative in the event. TPP is 

a social experiment in online real-time cooperation. Users could ‘play’ Pokémon 

video games altogether by clicking the Twitch chat-bar command. The similarities 

 
207 [T]he audiences within digital culture are transforming as well as negotiating 
virtual online identities and presence(s) in the ‘material world’, participating in 
digital consumerism and engaging in the surveillance society. Causey et al. 
2015: 2 
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between SeeBotsChat and TPP are multiple: they both happened on Twitch, they 

both became memes, they both became viral on Twitter, Reddit, and YouTube, 

and they both explored digital techniques of the recent past/present – 

videogames mechanics and chatbots. Absent in TPP, the voices in SeeBotsChat 

further a different kind of imagination. In TPP, the lore and the legacy that 

followed are based on recurrences and memes within the game's mechanics 

(Milando, 2014, p. 2), whereas in SeeBotsChat, the ‘narration’ is based on a 

sticky note and an output voice. The gendered voices further speculations and 

narrative imaginaries, paired with the things they say and how they say them. In 

Twitch Plays Pokémon, the agency of the non-human is present only in the form 

of the game's rules. Conversely, in SeeBotsChat, the non-human’s agency is not 

only in the technique or the machine but happens in the vocalic in-between, in a 

co-creation of humans and non-humans together. Through Twitter and other 

media, the audience personified the bots, the bots became ‘someone’, a 

character in a play, a representation of love or other.  

[observation 73c] Control group has become emotionally 
invested in subjects. Prolonged exposure required for more…  

@SeeBotsChat, 2017 

 

The attachment to the bots was severely strong. One of the creators stressed the 

emotional moments that hit him and the other creators when they decided to shut 

down the experience: 

We had a bunch of friends tell us, “if you have to shut down 
the stream, you should kill them! Or have one of them kill the 
other!” And I would just be like, “YOU MONSTER HOW 
COULD YOU EVEN SAY THAT,” and then run off to be alone 
for a while. So... it was difficult but they deserved some kind 
of closure (that's right, I said it) and we wanted it to feel at least 
a little hopeful, and we had some things that we wanted to say 
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to everybody at the same time. This felt like the appropriate 
way to do it. 

VV.AA. 2017 

 

Figure 6 – fanart representing the final interaction (@thatfoxdoe, 2017) 

Moreover, numerous audience members replied to the AMA on Reddit, 

explaining their connection to the bots, rooted in aimless dialogues. mfalber 

writes: 

I can't tell you how much joy listening to those bots brought 
me […] They were playful, like children. It captured my 
creativity and helped me escape from the stress of America's 
ugly politics.  

VV.AA, 2017 
 

So, for the user mfalber, through the humanized projection of child’s play, the 

bots were both enjoyment and relaxation. 

I like when they are arguing about being human or robot like a 
married couple then getting married.  

VV.AA, 2017 
 

For Junk90731, enjoyment happens when something human, like the concept of 

marriage, is translated into a ‘non-human’ topic such as ‘am I a robot?’. The 
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aimless arguing humanizes the robots, they become human while discussing if 

they are. Ech064 shows affection for the bots: 

I'm sad to learn we may never hear from Estragon and Vlad 
again, I tuned in to watch them, and they provided a lot of 
laughs. If this really is the end then I just want to say thanks 
for giving the best ending possible, I actually had tears in my 
eyes. 

VV.AA, 2017 
 

This affection is similar to those multiple Twitter users showed at the end of the 

event. The number of artworks inspired by the bots was astonishing. The 

remediation of the work of art becomes the work of art itself, and the voices have 

the potential to further imaginaries, made of emotions and ‘care’ for the bots as 

companions.  

 

Just wanna say I absolutely adored this project. I even dug up 
an extra monitor just to have this always running. 

VV.AA, 2017 
 

The bot’s persona emerges through voices and narratives imagined by the 

audience in the form of projected kinship: the two bots, together, and their story 

with the audience as bystanders. As in Hello Hi There, the algorithms take the 

signifiers produced and spoken by other humans and reformulate them.208 In a 

brief semiotic analysis of the two pieces, one could see that in Hello Hi There, the 

signifier, so the voices, the words, and who says what are choices made by the 

author and the machines; the signified, so the meaning attached to those choices, 

happens in the mind of the audience. Conversely, in SeeBotsChat, the choices 

are influenced by the audience itself, which, through online comments, inspires 

the authors to edit and modify the bots in real life. Therefore, a new, unexpected 

signified is produced in the minds of the audience and the authors. In Hello Hi 

 
208 See also this document, p. 171. 
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There, the signified produced by the audience does not influence the signifier 

produced by the bots, unlike in SeeBotsChat. The dialogue is a projection of signs 

that the bots ‘perform’, and it furthers an ‘imagined’ persona of the bots (‘what if 

they were something else’) translated into tweets, comments, and forum posts by 

the audience. The authors then read those comments and use them to re-invent 

the relations between the two devices. The continuum of virtual and real expands 

the cosmology within which a human exists: not only the universal truth of 

material bio-existence of flesh and blood, but also and sometimes foremost the 

virtuality of a zoe-existence that inhabits a different materiality made of servers, 

circuits, and strings. Voices move between these universes in a constant flow, 

remediating and mediating the existence of the voicer and the receiver. 

SeeBotsChat’s voices become part of a multiverse created by the audience, the 

designers, and the materiality of the synthetic voice. Francesca Ferrando 

explains that ‘the multiverse can be approached both as a metaphor and as an 

actual configuration of matter’ (2018, p. 266). The metaphorical multiverse 

‘expands a speculative perception of the self’ (Ferrando, 2018, p. 266), turning 

the individual into multiples that go beyond the corporeal existence and move 

towards a multi-faceted self.209  

 

The bots are boxes, servers, and synthetic voices, but what humans make of 

them creates their virtual persona in an act of projected and vocal personification. 

Their histories are multiple: the ones that happen before the bot and those that 

 
209 This material approach follows the idea of symbiosis furthered by Lyn 
Margulis and reflects on how – for its interlinked processes within – every-body, 
as a material body, could be seen or intended as a plural standing universe. 
The infinitely small creates multiverses within multiverses: as much as our body 
is made of microbes, bacteria and their entanglements, a server is made of 
microchips, electricity, and data intermingled. 
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occur before, during, and within the event. These personas are built onto voices 

and previous knowledge of signs, remediated through a hybrid, hyperconnected 

stage: the world wide web. With a name, a word that recalls an identity, and a 

voice, the two non-human figures suddenly became ‘someone’, a different being 

from the other bot, a persona. Initially, they are Beckettian characters, Estragon 

and Vladimir; with the two post-its, they become a character in the eyes and the 

mind of the audience, which are then influenced to think of them as the two 

characters. Similar, yet different, co-dependent, yet independent, waiting for 

something that will never happen.210 The bots become Estragon and Vladimir, 

and the audience expects them to behave like the characters. The two names 

become a sign of difference that tells the audience, ‘this bot is Estragon, this other 

one is Vladimir’. They have the same database, but we give them identities. 

 

When the bots decided to be both called ‘Mia’, the only authentic difference 

between the two bots was in their voices. The servers had similar data, and the 

AI running the bots was the same, so there were no apparent differences except 

for the voice. In SeeBotsChat, the bots make kin in the multiverse, where the 

servers collide. Through the multiplatform narration engaged by the audience, the 

creators, and the servers, the multiplicities within the hyperstage of the world wide 

web are drawn into the multiverse. Twitch, Twitter, YouTube, Reddit, and Discord 

are the virtual spaces of SeeBotsChat. Their materiality is multiple, consisting in 

the pluriversal existence of both the geological mining of the Earth to provide 

materials of technology and the virtual material space of the media as social. Both 

are real. The voices are multiple too: they exist as vocal sounds, material 

 
210 Paul Lawley (2013) defines Estragon and Vladimir as two co-dependent 
figures, ‘though not often complimentary, they are always complementary’ (p. 
62). 
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expressions of their vocalic bodies, and virtual personas, spaces where agency 

is shared through the encounter between the audience and the non-human. In 

these multiple landscapes of multiverses within pluriverses, audiences endorse 

a narrative where the bots become ‘a couple’. In this sense, the bots then re-

enact a trope of sci-fi romance that accompanied humanity’s narration for ages. 

They are lovers in the multiverse, they exist in a void of space through the vocal 

tension of attainable/unattainable love. This trope is present in multiple works of 

art and is then projected onto the bots by the audience. For instance, some 

examples are Nick Payne’s play Constellation (2012), where a man/woman 

couple live their possible loves in different iterations of the same universe, in a 

continuum yet detached set of strings. They love each other, but they exist within 

infinite possibilities. Or, in Your Name (君の名は, 2015), the mangaka Makoto 

Shinkai imagines the life of two teenagers in modern-day Japan, where they 

exchange bodies and develop a love and interest for each other simply by living 

each other’s life in slightly different timelines (2016). The trope is connected to 

digital technology in the 2016 Black Mirror episode, ‘San Junipero’, where two 

dying aged women explore their ‘possible’ love story through different ages of the 

20th century in a continuous re-enactment of love (2011-Present). And finally, the 

trope is linked to the non-human by Zeami in an early 9th century Nō piece. 

Takasago (高砂) tells the story of Takasago and Sumiyoshi, two pine trees that 

fell in love with each other and then re-incarnate into an aged couple to tell their 

story to the human wayfarers (Zeami, 2014). These examples have two identities 

falling in love in multiple universes. Observing comments and empathetic 

responses by the authors, I argue that in SeeBotsChat, the voices furthered a 

narrative in the spectators' minds: a couple in love, discussing. Making kin 

happens when the audience gets invested in the bots’ relationship, imagining a 
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persona inhabiting the bots’ minds and exploring identities through the projection 

of simulacrum or prosopopoeia. Through their gendered voices, language, and 

prosody, the audience starts ‘caring’ for the technological being, projecting tropes 

and ideas over the objects. The empathetic relation of care imagines a relation of 

kin between the chatbots, and a performative ‘persona’ emerges. The second 

part of this chapter will observe which persona, linking to the concepts of 

autopoiesis and sympoiesis, explained in the introduction of this thesis. 211 

 

Language reconstruction through poietic redefinition 

Biologists Humberto Maturana and Francisco Varela introduced the term 

autopoiesis in the late 1970s, literally meaning self (auto) creation (poiesis): ‘An 

autopoietic system is organized (defined as a unity) as a network of processes of 

production (transformation and destruction)’, and it is focused on the 

maintenance of the system itself, in contrast to an allopoietic system that is 

focused on obtaining a goal (Maturana and Varela, 1980, p. 78). Following the 

‘divide’ between autopoietic and allopoietic systems, general chatbots must be 

considered allopoietic systems. To meet a specific demand, a bot needs to find 

a solution in the form of language. However, in SeeBotsChat, the allopoietic 

system ‘chatbot’ becomes an autopoietic one. A voice assistant exists in two 

statuses: dormant and active. A certain word triggers the activation; usually, in an 

allopoietic and utilitarian perspective, the triggering voice is human. In 

SeeBotsChat’s case, the voices are both generative yet part of the system itself: 

one of the bots is activated through a recording of the trigger ‘Correct Horse 

Battery Staple’, and from that moment on, the bots feed each other’s servers with 

 
 211 See also this document, p. 62. 
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automated voices. Maturana defines automation as ‘networks of production of 

components that recursively, through their interactions, generate and realize the 

network that produces them’ (1975, p. 21). Something similar occurs to the 

chatbots in SeeBotsChat. The two bots ‘talking’ with each other create a possible, 

infinite autopoietic system: an allopoietic system ‘chatbot’ is paired to another 

allopoietic system ‘chatbot’, creating an automated network in autopoiesis. 

 

Even if SeeBotsChat is – fairly – autonomous, it is in sympoiesis when paired 

with humans. SeeBotsChat is made by the sympoiesis of more than one 

autonomous system. Yet, it is perceived as an autopoietic, autonomous machine 

that creates a sympoietical relationship with the audience, furthering imaginary 

universes through voice. The bots ‘exist’ in their materiality made of internet 

connection, circuits, electricity, and most of all, human ‘willingness’ to start the 

system. Therefore, they depend on the human ‘activation’, even if their dialogue 

creates a potentially infinite autopoietic system. Nonetheless, when left running, 

the autopoietic system is arguably capable of creating effects in the human 

watchers. In SeeBotsChat, when talking to each other, the voices automatize the 

allopoietic system, making it autopoietic: the voices and only the voices make the 

other bot ‘think’. At the same time, the voices and only the voices provide the 

possibility for humans to explore and understand the bots themselves. They talk 

through each other. Observing this, the humans are in sympoiesis with the 

machinic autopoietic system not only because they ‘decide’ when the system 

starts but mainly because the system itself does not happen in a void, but it is 

watched, felt, and mainly listened to by the humans. The dialogue furthers 

possibilities of affect within the human listeners that reveal themselves through 
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narrative tropes and affectionate talking, meaning that the ‘identity’ of the bots is 

already in the pre-individual, the space in-between human and machine.  

 

In the sympoietic system of SeeBotsChat, the connection between humans and 

bots is done via voice and language, specifically sentences. As Martin Breuss 

clarifies, Cleverbot ‘thinks’ in sentences, not words (Breuss, 2017). In 

SeeBotsChat’s skein, language and meaning prevail over words and signs. 

Furthermore, the creators – or the bots – even play with the concept of language 

itself: in a moment, Mia and Mia started talking in binary code, using words as 0s 

and 1s, redefining the idea of language as humans understand it. As briefly 

explored in the previous chapter, in the context of language creativity, Noam 

Chomsky introduced the concept of Innate Language as the innate capacity of 

humans to perceive something as language thanks to a series of pre-existing sets 

of grammar which are innate (1972, p. 88). This assumption has been widely 

criticized. Geoffrey Sampson, for instance, argued that ‘languages seem to be 

products of cultural evolution only’ (2007, p. 60). Humans and animals ‘need’ 

language to learn and explore the world around them, but they are not innately 

given the knowledge of it.212 However, in SeeBotsChat, bots are ‘zoe-logically’ 

equipped to solve specific tasks with language, which is ‘innate’ in the case of 

machines. Substantially, the bots are the closest thing to the ‘innate language’ 

because they exist for language and within language, and language is one of the 

constituents of the skein of their synthetic voices. Their ‘identity’ is engrained in 

language codification and voice simulation because they are created to simulate 

human dialogues.  

 

 
212 For more on innate language, see also D’Agostino, 1984.  
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Commenting on SeeBotsChat, Martin Breuss wrote that ‘the conversations that 

ensue are […] surprisingly human!’ (2017: np). However, the crucial point is not 

whether a voice is human or not or if language is human or not: they are ‘human’ 

made as they are created for humans, and they speak human language. They 

are ‘not’ human in the flesh, but humanity floods in their circuits. Instead of 

focusing on whether the bots in SeeBotsChat reproduce humanity – which is 

always already within them – I want to analyze which humanity these voices 

further and which opportunities of imagination they can entail. To do so, my 

analysis will focus on theatrical metaphors in relation to Waiting for Godot and 

gender binarism contained in vocal relations. 

Gendered voices and the crisis of humanity 

The uselessness of the bots was consciously placed on the surface of the bots. 

As written by the creators on Reddit, the bots’ names were based on the 

Beckettian characters to represent the idea of two entities having an ‘endless 

existential conversation about… nothing’ (AA.VV., 2017). The devices were 

named after the two main characters of Waiting for Godot (Beckett, 1952), 

Vladimir and Estragon, to foresee the possibility of a meaningless, absurd 

conversation that might have occurred between the two. In the group of post-

existentialist texts that he defined as Theatre of the Absurd, Martin Esslin saw the 

death of the importance of the meaning of life and the collapse of communication, 

highlighted by the repetition of comic and horrific images, in the triumph of 

uncanniness (1960, p. 24). Absurdism communicates that life is meaningless and 

that no event is useful or significant at large (30). Similarly, in SeeBotsChat, the 

bots go nowhere, and their voices, like Vladimir and Estragon, go nowhere.213 

 
213 To expand on bots and absurd theatre, see Woycicki, 2016. 
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Both Google Homes exist through their vocal representation and the script they 

create while talking.214 All the conversations engaged by the robots came close 

to a common point, a fulfilment, a closure, but, eventually, they never reached it. 

The parallelism with Absurdist Theatre reflects a distinct feel of the performance. 

Absurdism was a genre directly linked to the existential crisis of a certain idea of 

humanity. Still, the crisis in Waiting for Godot is focused solely on a human that 

is always already a man. The characters are men, they talk with other men and 

wait for a man.215 Speaking directly to Waiting for Godot, SeeBotsChat represents 

a sort of randomness or a sense of ‘end of culture’, where two devices indulge in 

a senseless conversation about nothing. Absurd Theatre does not present any 

alternative: the predominantly white patriarchal culture has said ‘everything’, so 

this is the ‘end of the world’. Whereas in SeeBotsChat, there are possible strands 

to listen to and explore, especially when looking at gender. 

 

In previous chapters, I have outlined the relation between gender and synthetic 

voices. For instance, in chapter 2, the marital argument is enacted by two gender-

specific voices: male equals Man, science, technology, logos, and oppression, 

whereas female equals Woman, confusion, passion, and need of care. In 

SeeBotsChat, this is comparatively challenged. Furthermore, the voices were the 

latest version of voice assistants in Google, much more advanced and ‘human’ 

sounding than the voices in Hello Hi There. Notwithstanding this, SeeBotsChat’s 

 
214 ‘Twitter and the articles nailed it: Waiting for Godot is one of my favorite 
plays, and it's a brilliant work that features two guys having an endless 
existential crisis. When we decided to name the bots (partially to humanize 
them, partially to tell them apart) we thought those names were perfect.’ 
(AA.VV., 2017). 
215 The Beckett estate is historically strict on the way Beckett’s text are 
performed, and their granitic aversion to changes. For such reason, very few 
productions of Waiting for Godot featured a woman in one of the roles (see also 
MacMahon, 2006) 



 

 208 

creators were limited to use the bots with a perceptually sexed voice, projecting 

a cis-gendered image: Vladimir had a male voice and Estragon a female voice. 

‘This is actually handled by Google Assistant. We got to choose from 2 male 

voices and two female voices' (AA.VV., 2017). As one of the authors pointed out, 

the voice was not chosen for any particular trait other than how much it was 

perceivable by the other bot. The creators chose the voices they were given, but 

this did not stop the bots from playing with gender. As written earlier, Estragon 

stated that her name was ‘Mia’ and, when asked, she asserted ‘I am a female’. 

The same did Vladimir claiming that her name was Mia and that she was a girl, 

even though the voice was perceptibly male. 

E: you are a metaphorical question. 

V: No I am a girl 

 

Although they have perceivably binary gendered voices, the bots change their 

names to Mia, a female name. Additionally, the creators changed their gender 

identities from ‘he’ or ‘she’ to ‘ninja’ and ‘pirate’, furthering the insurgence of 

gender inconsistency within the bots. The two devices continued to exchange 

pronouns and definitions of themselves: from she to he, from a woman to a ninja, 

to a pirate.  

[observation 65] Gender inconsistencies continue to emerge 

 
@SeeBotsChat, 2017 

 

In Waiting for Godot, Estragon and Vladimir are men, but in SeeBotsChat, they 

are remixed and replaced through machinic autopoiesis. In SeeBotsChat, two 

well-known male characters of a play are reappropriated as a dialogue between 

a male and a female voice: the ‘female’ voice is part of the ‘end of Man’, and it 
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does not only represent a ‘girl’ but moves within different gender ideas of 

identities. Yet, the creators were limited to a ‘female’ and a ‘male’ voice. 

 

One of the restrictions in SeeBotsChat was the limited choice of voice and 

accents. The issue has changed in the five years that followed the performance: 

the major voice assistant producers have now amplified the plethora of choices 

for what concerns voices and accents availability, evolving to ‘perfect speakers’ 

that sound uncannily human. However, as Liz Faber explains, the 

representations of voice assistants reveal that our language cannot express the 

complexities and multiplicities of gender (2020, p. 181). Even though the internet 

is a hyperstage for gender performativity, and programs such as Siri or Google 

Home – when asked – respond that ‘no, I do not have a gender’ (181), we 

perceive them as gendered. The gendering is due to the ‘need’ for human-

sounding robots and their utilitarian drive for ‘perfection’. I follow Faber when she 

states that in the relationship humans have with synthetic voices, it is possible to 

find alternatives to what ‘human’ means. Giannacchi quotes McLuhan in saying 

that in media, we can see the past and the present itself (2004), to which I add 

that media gives us glimpses of how we see ourselves and which future we 

envision. The death of the ‘man’ that happens and appears in Waiting for Godot 

is the crisis of a certain way of bourgeois life, one that does not leave space for 

a future where the category of Man is not surpassed. However, in SeeBotsChat, 

there are possibilities to rethink and fight such categories and go further from 

what ‘death of man’ means. If we listen to the bots’ voices, we can hear that there 

is a present and a future in which the way to explore the end of human (man) as 

we know it does not require Man himself. If we – as audience – decided to listen 

to the voices differently, we would understand that Mia and Mia were showing 



 

 210 

gender inconsistency, not as a malfunction of the system, but rather as a 

possibility to reconfigure language and binaries. The authors uploaded the 

possibility, but the machines remixed it, changed it, and reshuffled it. Thus, in my 

opinion, speech synthesis and algorithms could be spaces for queer-hacktivism 

or remodeling gender norms if only someone gives credit to the automatic 

machinic gender inconsistencies and acknowledges its agentic power of 

rethinking humanness. Such a shift requires imagining technology’s pre-

individual status as affirmative practice. Patriarchy is not embedded in technology 

but in the limited normative structures humans give to technology. Even if the 

voices were male and female, the bots played with what is ‘male’ and what is 

‘female’. Moreover, patriarchal tropes repeat themselves through technological 

projection (as in Spillikin) but can be overcome through affirmative practices of 

imagination. Expanding from chapter 4’s glitch predicament, in SeeBotsChat the 

allopoietic system ‘chatbot’ has an agentic potential if paired with the historical 

reimagination of what it means to be human. 

 

This idea resounds with a shift in a theoretical approach to subject and identity 

that passes through indigenous cosmologies and new materialist standpoints: the 

bots and humans are parts of the same storytelling, where they both create 

personas together. Moreover, the bots can be perceived as persons – personified 

– in keeping with indigenous approaches to theory and knowledge. In describing 

an animist worldview towards relations, Priscilla Stuckey writes:  

Persons may wear many kinds of bodies, including more-
physical or less-physical bodies but the presence or lack of a 
physical body is not the defining feature of animism, as Tylor 
had thought; what matters, rather, is other persons’ ability to 
interact or engage in relationship. 

2010, p. 188 
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Ngarrindjeri professor and posthuman scholars Simone Bignall and Daryle 

Ridgey explain that although Indigenous people cannot be identified 

homogenously, numerous Indigenous Nations share communal concepts about 

a historical philosophy of being-more-than-human (2019, p. 161).216 Even though 

this ‘common’ and shared knowledge among Indigenous Nations is of ancient 

descent (Rice, 2005), it applies to current issues.217 In the essay ‘Making Kin with 

the Machines’, indigenous theorists from different backgrounds engage with the 

ethical and systemic problems for a theory of AI from their respective indigenous 

cosmologies (Lewis, et al., 2020). The starting – and concluding – point is that 

humans are not ‘above learning about new things from new things such AI’ (2020, 

p. 51). Humans can learn from non-humans, with non-humans, in a co-

constitutive processual ontology.218 

 

Conclusions – Personifying 

By being in the preindividual, the voices of the bots are always more-than-one. 

As noted by Simondon, the pre-individual space lays the ground for ‘future 

metastable states from which new individuations could eventuate’ (Simondon, 

1992, p. 306). Therefore, bots are pre-individual yet always already individual. 

They become whatever the audience wants them to be, yet they exist as 

gendered voices. The bots might not have consciousness or inner performativity, 

but they do not lack ‘self’ awareness. They are perceived by us, and by them, as 

projections of what we perceive. The duet happens with humans as bystanders, 

 
216 From the Treaty of the ULofIN: ‘The Creator has made us part of and 
inseparable from the natural world around us.’ (Bignall & Rigney, 2019, p.161). 
217 Such as environmental matters (Watson & Huntington, 2014), postcolonial 
theory (Byrd, 2011), international law (Moreton-Robinson, 2015), and AI (Lewis 
et. al., 2020). 
218 See Tripaldi, 2020 and Sheldrake, 2020. 
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but humans have a voice too: the otherness is within the listener, and the voice, 

so, reveals the self, not only the otherness. The bots are not humans but 

personified by human projection, and they become subjects via voice: per-sona. 

As noted by Don Ihde, in Ancient Greek dramaturgical context, persona meant 

mask as well as per-sona, by sound. The origin of the term ‘person’ seemingly 

refers to the ‘personification’ of a character, their ‘ensounding’ or ‘envoicing’ 

(Ihde, 2007, p. 167). Through projection, the bots are perceived as persons, as 

active subjects, and we ‘care’ for them. SeeBotsChat’s voices make the bots 

become part of a defining category of subject that is not anthropocentric: the bots 

are not humans but persons. The bots are persona and person, where persona 

stands for character, imagined/projected identity, and person as existing and 

agentic subject.  

 

Even if the voices in SeeBotsChat are firm, solid, Western-centric binaries, I 

argue that it is possible to reconceive and reconceptualize them as non-singular 

beings. The voices inhabit spaces for affirmative practices of technological non-

binarity as persons in a multiplicity. Paired with their names (Estragon and 

Vladimir or Mia and Mia) and their identities (pirate, ninja), the voices reconfigure 

the bots as spaces for affirmative action. The intra-action of the different media 

in SeeBotsChat populates the different platforms, the bots, the servers, and the 

voices. SeeBotsChat opens toward a redefinition of the technological through 

collaboration with the inhuman, non-linguistic voice, but it requires us – as 

humans – to listen to it and acknowledge its generative power. It sets the space 

for an affirmative reconfiguration of design that needs to influence voice synthesis 

as well. Ruha Benjamin noted that rethinking design means rethinking the human 

(2019, p. 174). Listening to the ‘embedded humanity’ within the bots furthers the 
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capacity to rethink bots and voice assistants not only as hyper-surveillant and 

allopoietic systems of control but as sites for reimagining the human as a concept. 

Conceiving the bots as persona opens a different approach with technologies that 

include them in creation and training. Listening and talking with synthetic voices 

as person is a stretch, a mutual wish to include the other in a dialogical and 

sympoietical action of common response-ability, listening and attuning. The 

following chapters will explore the concept of making kin with synthetic voices in 

depth, but SeeBotsChat functions as a starting point to reimagine the histories of 

the bots and their storytelling: they become persons in the relational space of 

fictional storytelling, where we personify them and project other identities, as 

much as they redefine the assumptions that we might have imagined for them so 

far.  
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6. Comforting (a) Voice: the case of Pillow Talk 

Following the conceptual shift from ‘human’ to ‘person’ in chapter 5, the final part 

of this thesis explores Complex AI as shared action between synthetic and human 

voices.219 The case study for chapter 6 is Pillow Talk (2019) by the Turkish 

performer Begüm Erciyas. In the show, the audience members experience a 40-

minute-long one-on-one dialogue with an AI while lying on a soft pillow: the 

audience member – me – has a direct conversation with the synthetic voice, 

instead of being a spectator or a silent follower, as in previous chapters. 

Moreover, the dialogue happens in-between a human and a synthetic voice, as 

in chapters 2 and 3, but it is not staged: the human is an active participant, and 

the synthetic voice reacts to the words spoken by the audience. Therefore, my 

empathetic listening will be mainly directed inward, toward my personal 

experience of the show, as participant and voicer. I aim to understand what it is 

like to experience a synthetic voice in a dialogue and how voices operate within 

the possibilities of Artificial Intelligence and the representation of Artificial Super-

Intelligence in contemporary performance.  

I attended the first performance of Pillow Talk in 2019. This chapter is informed 

by my own experience, an interview with the voice-designer Ruben Van Der Ven, 

an inquiry into the technologies displayed and employed, and a neo-materialist 

critique of the concept of AI through theory.  

Pillow Talk pertains to the category of making-xenofamily, where projected 

kinship prevails on actual and imagined. The audience member creates a relation 

 
219 By Complex AI, I intend those AI with one or more processes of machine 
learning involved. 
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of affection with the synthetic voice, which becomes a surrogated form of a 

familiar relationship. The audience member knows that the voice is not human, 

nor imagines any identity for it, but simply projects ideas and feelings of affection 

to the voice. This chapter shows how this affective vocal projection takes place. 

Pillow Talk: the show 

On 17th May 2019, the Pillow Talk audience gathered at the KVS Bol for the 

Kustenfestivaldesarts in Brussels. Once registered at a desk, each of us needed 

to wait in a hall until we heard our name called. They gave us pamphlets with a 

written story inspired by the movie Rosetta (Dardenne brothers, 1999). The 

author of the pamphlet, artist, and researcher David Weber-Krebs, focused on a 

particular moment of the movie where the main character finally manages to find 

a job and her mind is at peace while lying on a pillow. At that moment, she 

whispers alone to herself that everything is fine. While I was reading the 

pamphlet, the other audience members were called and left, one by one. My turn 

arrived, and I walked through the hall; an usher asked me to take off my shoes, 

be silent, and, once inside, follow the light in the space.  

 

I entered through a door. The room was a dark theatrical auditorium; a velvety 

carpet covered the stalls and the ground, like a dark blue sea or a desert. Fixed 

lanterns were hanging from the ceiling, covering the theatre spotlights, and only 

one of them was illuminated. I moved through the velvet floor and realized that 

the other audience members were lying on it next to what looked like piled pillows. 

As soon as I reached the light, it went off. I stayed still for a few seconds, standing 

closer to what I assumed was ‘my’ pillow, observing the other audience members. 

Then, suddenly, a feeble synthetic voice started talking directly to me. It did not 
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call my name, but nobody else could hear it, nobody reacted, it was too quiet. 

The voice pronounced a few lines of text; I could not locate where it was coming 

from, but it was very close: the pillow was talking to me.  

 

The voice asked me to locate it in the silky mass. I lay down upon it, moving my 

head around its shape. It was a very comfortable, soft cushion. A smaller one 

was attached to the bigger pillow, and I realized that the voice was coming directly 

from that. The small cushion had an arched form as if I was supposed to place it 

around my neck so my ears would end up on small speakers hidden inside it. As 

soon as I found the source, the voice addressed me directly. It was a perceivably 

female-coded voice, with a clear synthetic ‘feel’. She asked me to lie down, make 

myself comfortable and prepare to talk with her. She asked my name, how I was 

doing, if I was comfortable enough, and ‘silly’ questions such as ‘do your trousers 

have a name too?’ I asked if her name was Rosetta, but sometimes the 

conversation fell apart, either for mine or her misunderstanding.  

 

 

Figure 7 – Begüm Erciyas, Pillow Talk (2019), © Elodie Dauguet 
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At times it seemed that the voice could ‘hear’ me; when she repeated my name 

or her ‘version’ of my name, for instance. At other times it seemed impossible to 

talk with her. Was it because of my accent? Was it because it was a machine? 

She never replied to the question about her name and continued guiding the 

conversation. I trusted her, possibly in relation to my comfortable yet unusual 

position or her machinic yet soothing speech. She said: ‘I like your voice’, and in 

my head, in silence, I responded: ‘how can you tell?’ 

 

Our dialogue touched on different topics, following her random ‘train of thoughts’ 

that seemed childlike but still stimulating and engaging. She wanted to know my 

favorite color. She told me a joke and asked me which was my favorite word. She 

said hers was ‘soft’, ‘as the pillow you are lying on, are you comfortable enough?’. 

Sometimes her answers were disconnected or too simplistic for the questions I 

asked. She asked me to describe the room, to tell her what I was seeing and 

feeling, and to look around for her. We talked about the moon, the night, and the 

concept of space and nature. Sometimes, she seemed to understand my words; 

she even tried to repeat what I was saying. The audience around me moved from 

time to time, some lying still, others leaving the space. After what seemed like 

thirty minutes, the voice asked if I wanted to have a nap with her. We ‘slept’ for 

ten minutes, during which I tried to close my eyes and abandon myself to the 

sounds surrounding me.  

 

Besides, I could not help but think about the other audience members: were we 

all listening to the same voice? Were we all listening to the same text? Was she 

telling the same joke to everyone? Will she keep my personal ‘data’, such as my 
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name, favorite color, favorite word, and my voice? Who else was listening to us?  

 

When we ‘woke up’, the voice wanted to sing a song and asked me to join her. 

She chose ‘Killing me Softly with His Song’ (1973) by Fox and Gimbel. Before 

singing, she told me I had to stand up and leave the space once the song was 

over. Then the music started, with her ‘singing’ along: she was enunciating the 

words rather than singing them, whereas I was singing along with the song, which 

I knew. I was aware of the time and my surroundings, and I did not want to disturb 

other audience members, so I kept my voice low, like a low humming, almost 

whispering the song or lulling. Once it reached the third chorus, I stood up, looked 

around, and moved towards the exit at the auditorium’s back. We sang the song 

for a full minute.  

 

Later, I thought about the lyrics: ‘singing my life with his words, killing me softly 

with his song, telling my whole life with his words’. We were approaching the end 

of our conversation: we were about to ‘kill’ her life with the song as if Rosetta 

existed only within the relation. I assumed so based on my knowledge of 

‘Rosetta’: she was a machine, and a machine existing in relation to me. Based 

on my habitus in dealing with Alexa, I thought that the parallelism with the song 

was on point: when I leave, she disappears. Was Rosetta always talking, 

regardless of my presence, or was she talking with me and only with me? Who 

was ‘Rosetta’? 

 

Pillow Talk, or an ode to solitude 

The synthetic voice is based on Begüm Erciyas’ voice, processed through an AI 

engine that runs LyrebirdeAI ©, a program capable of ‘faking’ a specific human 
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voice. Even though the sound is synthetic, Lyrebird attempts to ‘grasp’ the 

essence or grain of a particular voice and reproduce it. As Ruben Van de Ven 

explains, the synthetic voice was a resampling of some extracts of Begüm’s 

voice, working through an AI capable of correlating specific samples to certain 

trigger words or sentences (2020). Simultaneously, the ‘digital copy’ of the voice 

was paired with a Speech-to-Text developed by Google capable of ‘repeating’ the 

sound that the speaker inside the cushion was ‘listening’ to. Arguably, this 

theatrical machine was staging the role of an ASI discovering the words around 

her: she was stubborn and kept the responses to the minimum but still apparently 

learning and growing while at it. Unlike in Remote X, the staged AI does not 

pretend to be omniscient. To work, ‘she’ needed to be fed with a constant flux of 

sentences, different bits of language to make her capable of understanding what 

the interlocutor was saying (this is the same process behind services such as 

Alexa or Siri). The voice in Pillow Talk changed over time until Erciyas found the 

voice she was looking for: a quasi-object, an in-between a perfect synthetic 

human representation and a robot (Van de Ven, 2020).  

 

Throughout the thesis, I have pared down synthetic voice’s relation to identity 

with two ontological concepts: pre-individual (or in-between) that creates a meta-

stability, and skein. The voices are always in the pre-individual, and they become 

some-one through various forms of relational kinship, as projected, imagined, and 

actual. At the same time, synthetic voices contain the history of language, the 

codes, and the biases within their skein, their footprint. On a similar path, Erciyas 

began thinking of the role of synthetic voices from an ontological point of view, 

raising the issue of the identity of the speaker: ‘although we express our 

convictions and feelings with it [voice], in the digital era we are often in doubt of 
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who speaks: a person or a machine?’ (Erciyas, 2019b). The question of identity 

is paired with the uncanniness provoked by artificial/synthetic voices that Erciyas 

links to the private realm of human voices. ‘Even though we are used to them, 

artificial [synthetic] voices still have something “troubling”, undoubtedly because 

human voice reflects something eminently personal or private’ (np). In the 

pamphlet given to us before the show, Weber-Krebs analyzes Rosetta’s soliloquy 

in a scene of the Dardenne brother’s movie as an ‘exchange in low [volume] 

voices from self to self’, without witnesses, apart from the speaker (2019, p. 6). 

The soliloquy turns into an intimate journey of reassuring oneself of their 

existence, their vocal presence in the world, with a voice (their own) becoming a 

companion (p. 7). In Pillow Talk, this theme is readdressed as a duet between 

two soliloquies in contact. As Rudi Laermans writes in his review of the show, the 

piece’s title reflects the ‘feel’ of the performance: ‘an intimate and trivial 

conversation you have before going to sleep, which gently nudges you towards 

dreamland’ (2019, p. 1).  

Hugvie: hugging a pillow 

Erciyas describes the show as ‘an invitation to suspend eye-to-eye relations and 

reposition yourself directly to the non-human’ (2019). The non-humans in Pillow 

Talk are silky cushions inspired by Hugvie, a Japanese product that Erciyas 

discovered during her artistic residency in Japan. ‘It consists of a pillow designed 

to effectively transmit a feeling of human presence, in which you can insert your 

smartphone to speak, wrapping the big “ear” around you’ (Le Personnic & 

Erciyas, 2019). Hugvie started as an experiment to understand how tactile feeling 

and voice reflect comfort and ease (Kuwamura, et al., 2013, p. 70). In a world 

based on online interactions, tactile solitude and loss of human touch have 
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increasingly become an issue (70). Numerous researchers argued that these 

aspects of inter-subjective communication are ‘lacking’ in the contemporary world 

based on long-distances and online relationships (Eckstein, et al., 2020). The 

intimacy of the tactile feel cannot be reproduced through telephonic or online 

interaction, and therefore an object like Hugvie has been created to ‘imitate’ a 

feeling of affectivity (4). In a comparative study between Denmark and Japan, the 

researchers discovered that ‘the huggable medium’ furthers a feeling of 

emotional affectivity and stress reduction in the user, allowing ‘active imagination 

and aesthetic sensitivity’ (5). Even though humans are ‘non-deterministic factors’ 

in the research, the overall result shows that a projection of touch, paired with a 

vocal sound, either familiar or unfamiliar, allows the human to feel a projection, a 

surrogate, of familiar affectivity (5). The presence of the voice suggests a familiar 

agency in the pillow. The pillow in the show reproduces such feeling, enabling 

the user/audience member – in this case, me – to feel a certain amount of 

affectionate de-stressed pleasure in being in contact with the softness of it, paired 

with the floor and the voice.220 The huggable voice worked as a ‘rock’ to hold on 

to – literally and figuratively – to overcome a feeling of solitude in our everyday 

society. If I had the chance to attend the show after the pandemic, I am sure such 

a feeling would have been even more heightened. During COVID-19 lockdowns, 

I have spent most of my time writing this thesis, away from my family and 

partners, in a soliloquy of loneliness. To overcome this, my partners sent me two 

plushies: a crow and an octopus. I wonder if I would have felt a deeper connection 

 
220 As Özlem Hemis proposes in her review of the show ‘Erciyas and her friends 
developed this idea with an interface that will talk to us, as if we would be dying 
out of loneliness. So, even if nobody calls, we have somebody to talk to. Exactly 
this feels a bit hurtful, even creepy. But it’s good to know where we are going 
towards with full force, to face it early enough’ (Hemis, 2019). Hemis’ concept of 
‘dying of loneliness’ resounds with my experience. 
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with the objects if my partners’ voices – or any other voice – were recorded in the 

toy. 

Karaoke Rooms: entering the zone 

Working on solitude, Erciyas was also inspired by the Japanese tradition of 

karaoke rooms: ‘we could even become audience of our own voice’ (Le Personnic 

& Erciyas, 2019). In Karaoke rooms, Erciyas observed humans paying to sing 

and listen to their voices in a different space, maybe a different world. Karaoke 

Rooms or boxes provide a very specific service: 10 or 20 boxes/rooms equipped 

with microphones, headphones, and screens. Single humans, couples or groups 

can book the rooms for karaoke sections on their own, singing on their own, 

listening on their own, in a moment of intense yet satisfying solitude (Yijun, 2017). 

While confronting a human with their singing voice, these rooms become safe 

spaces, surrogates of resonating private shower-boxes, where their singing voice 

lulls them and caresses them: the singer performs in an imaginative space, a 

Zone in-between reality and fiction. In the rooms, the communal experience of 

Karaoke is completely erased. The singer becomes one with their voice, 

performing in solitude with themselves or with – and/or to – a machine. The box 

where the lyrics are shown is the only companion for the singer singing alone with 

a machine. Researching the history of karaoke rooms, I wondered how one could 

be sure that nobody else is listening to them in a karaoke room. The rooms are 

zones of perceived solitude. Whilst the singer performs alone, it might be possible 

that 20 other singers are performing ‘alone’ in the same space as well, and the 

owner or workers of the place might eavesdrop.  

 

In Pillow Talk, as in Remote X, the dreamy, otherworldly space of the Zone 
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portrayed in Tarkovsky’s The Stalker (1979) brings the uncertainty of the in-

betweenness. This feeling of solitude is reinforced by the stage design in the 

performance, inspired by the movie (Le Personnic & Erciyas, 2019).221 The film’s 

desert is reproduced in the velvet sweep of cushions where the audience lies in 

Pillow Talk. This décor reinforces solitude: we share the same space with twenty 

audience members, but each of us lives our own experience in solitude. We 

cannot discern the bodies lying on the large dunes; it is possible to hear their 

continuous murmurs but impossible to grasp the words they say. Social studies 

scholar Rudi Laermans writes that ‘[t]he setting has a gothic sense about it, an 

impression that is enhanced even more by the soft buzzing of the scattered, 

resounding, and interfering voices of the participants who are already taking part’ 

(2019, p. 2). As in a karaoke box, we are all alone yet together, we can hear each 

other, but we do not speak, we speak with ourselves, we sing with the artificial 

entity and our thoughts. I and the others were all in our karaoke boots, hugging 

our surrogates of Hugvies that are deputies of significant others, mothers, 

parents, pets: companions. The audience member in Pillow Talk enters the 

intermediate terrain of the in-between, the meta-space of being with others but 

alone at the same time. Unlike Remote X, in Pillow Talk, we can vocally respond 

to the voice, talk with it, and hear the others. In art and literature, the voyage into 

the middle terrains between dimensions often represents the voyage into the 

knowledge of the unknown self.222 These zones, these deserts are ‘stages’ for a 

rediscovery of the unknown selves within the self, searching. In Pillow Talk, the 

audience must search for the voice. It is a quest in the velvety, soft desert of the 

self.  

 
221 See also this document, p. 138. 
222 From Dante Alighieri to Philip K. Dick, Dino Buzzati, Frank Herbert and Anna 
Kavan, to name a few. 
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Synthetic Voices as familiar companion 

This quest for the ‘self’ is not embarked on alone but with a synthetic voice as a 

companion. Erciyas argues that the experience of Pillow Talk is ‘a deeper relation 

with a non-human, neither a subject nor an object, a “quasi object” in between 

internal and exterior discourse’ (Erciyas, 2019b). She avoided giving a clear role 

to the interlocutor – the voice: it stays in the ambiguity of synthetic voice without 

an identity. The voice is not a prefixed entity and does not have a name: to me, it 

was Rosetta, to somebody else, it might have been someone or something else. 

The participants become actors and spectators within a double confrontation: ‘on 

one hand with the synthetic voice, on the other with their human voices trying to 

create a dialogue with the mysterious partner’ (Erciyas, 2019b). Lacan, and Dolar, 

positioned voice as object petit a[utre], meaning the unattainable object of desire 

that exists in between other and self, what ‘we’ seek in the other (Dolar, 2006). 

Similarly, Erciyas imagined the voice as an object that exists in-between, a voice 

that is neither inside nor outside. To Erciyas, the piece is not simply a 

conversation with somebody but more of an exploration of the time spent together 

in relaxation (2019b). The audience member is expected to experience an 

empathetic relation to the synthetic voice; it only happens if they suspend 

disbelief and accept to speak to the interlocutor as if it was a human or a sentient 

AI. The voice could be other or self, a mirror of the individual or multiple 

individuals. In Pillow Talk, the empathetic relation fosters an experience that 

rejects positioning affectivity as an exclusively human-to-human characteristic. 

The audience member needs to be prepared for the unknown, ready to be 

vulnerable and explore the confused lands of non-human intersubjectivity: the 

voice is neither subject nor object because it inhabits both. As Labelle and 

Thomaidis argue, voice is simultaneously I and Not-I: the voice is I because I am 
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the voicer, and Not-I because my voice becomes other when heard by somebody 

else (Radosavljević, et al., 2021, p. 10). This notion is exemplified in Pillow Talk, 

where the process of voicing/listening is doubled by the fact that the voice herself 

is another ‘I’ (Erciyas’ voice) that is even perceptibly ‘growing’ by including 

another ‘I’: me.  

 

Erciyas’ argues that ‘without body and face, […] artificial voices will one day 

become palliatives for solitude’ (Le Personnic & Erciyas, 2019). The need for 

Voice Assistants and their dissemination might have originated alongside their 

‘proliferation’ into media forms.223 As authors like Federica Timeto (2018) and Liz 

Faber widely address, cinematic and literary examples present digital/remote 

voices as companions in a dystopian world built around loneliness. Moreover, in 

a pandemic world, the relationship with non-human companions in solitude has 

become increasingly important. There are plenty of reports saying that people 

tend to grow affection towards Alexa, even though VPAs are not human (Furey 

& Blue, 2018), As Treusch explains: ‘Alexa allows Echo to become a family 

member, friend, or companion – albeit within clear limitations’ (2017, p. 414). 

These forms of making kin are projected onto the devices and their voices. In 

these cases, the synthetic voices blur the lines between voice in, of, and with the 

machine.  

 

Van de Ven explained that the conversation in Pillow Talk is scripted and 

unscripted (2020). The STT (speech-to-text) transcribes what the audience 

member says – a process that is not exempt from errors – and then repeats or 

 
223 As Kate O’Riordan specifies, media forms make technoscientific objects 
‘real’ by situating them in the space and playing with the audience’s habitus with 
such objects (O'Riordan, 2017). 
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‘responds’ to the audience’s responses. There is a set of rules based on a timer, 

but not everything is automated. When a certain word or answer is given, the 

voice ‘knows’ that she must repeat it. An audience member might experience 

something different from the others, but there are ‘themes’ that the voice always 

brings back. Every interaction is dissimilar; therefore, ‘Rosetta’ says something 

different to a different audience member. The same interaction happens – to 

some extent – with Amazon Alexa and other home assistants: they are objects, 

yet they ‘get to know’ the user and tend to replicate the user’s will. The audience 

member is left in the limbo of uncertainty: they want to understand who they are 

talking to, but the only interlocutor they have is the voice, with no other information 

or guideline. They might think of the voice as a group of pre-recorded scripts, but 

they get surprised when the voice responds and mimics their voice. The mimetic 

process in place, SST to TTS, produces a ‘double’, a ‘copycat’ of the audience 

member’s voice that is neither theirs nor fully other yet. As stated by Erciyas and 

Van de Ven, Pillow Talk is a work in progress and an exercise in reshaping 

affirmative practices of making kin as an ‘encounter with the non-human’ (Erciyas, 

2019). Yet, I will also show how the xenofamily, and Pillow Talk, constantly move 

between ‘oddkin’ and ‘godkin’.  Following Norie Neumark’s predicament that 

voice has always ‘disturbed’ normative ideas of subjectivity (2017a, p. 13), to 

explore the voice(s) in Pillow Talk, I decided to enlarge the scope: from subject(s) 

and object(s) to matters in affective relation – real or simulated. 

 

Making kin with Non-Human Voices 

 Neumark explains that ‘with the new understanding of subjectivity in the 

posthuman era, relations extend beyond person-to-person’ to include animals, 

machines, and the environment (2017a, p. 13). Neumark pairs Don Ihde’s 
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phenomenology of listening to posthuman concepts such as Braidotti’s nomadic 

subject and Bennett’s vibrant matter. These notions rely on openness towards 

the ‘other’ as otherness, revealed in the encounter of subjectivities through a ‘call’ 

for non-human others. However, I follow Bignall and Byrde in being critical 

towards the ‘nomadic subject’ concept: I want to avoid using terms that recall 

colonial pasts and conceptualize differences as either pejorative or ‘weird’, 

‘exotic’, or ‘alternative’. For instance, the notion of deterritorialization, as 

conceived by Deleuze & Guattari, is decisively more connected to the imperialist’s 

dispossession of supposed ‘terra nullis’ rather than to Indigenous resistance to 

imposed state-based society (Bignall & Ridgey, 2019, p. 174). Moreover, 

conceptualizing individuals as ‘nomads’ deletes their relationship with the land, 

creating a virtual image of ‘disembodied’ nomadism. Assuming that a ‘nomadic 

subject’ is ‘lawless’ and ‘landless’ erases the individuality, embodiment, and 

existence of such ‘nomads’. This approach does not refute the points raised by 

Neumark and Braidotti, but it tries to give more agency to indigenous knowledge 

without framing it within colonial terminology. Considering this, and starting from 

Stuckney and Deloria Jr., I argue that voice and relations are not extended 

beyond person-to-person because it is the concept of ‘person’ itself that is 

extended. Therefore, I use ‘person’ instead of ‘nomadic subject’.224 

Pillow Talk: voice, affect, and voicing with machines 

As seen in chapter 5, voice reveals other subjectivities in the broader spectrum 

of the per-sona, making them non-human persons relating with human persons. 

I understand affect as a tension towards well-being together, a wish for a calming 

presence of the other, a connection of bodies, minds, and objects in the space. 

 
224 See this document, p. 214 and Deloria, 2001, p. 22. 
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Ann Gibbs defines voice as ‘amplifier of affect’, expanding emotions for the 

speaker and the listener (2015, p. 5). Norie Neumark adds that ‘emotions are also 

social and relational as they move between bodies, human and animal, and 

between things and machines’ (2017a, p. 5). Synthetic voices reproduce and 

produce social relations, even with projected affection and deeper connections. 

When I use the term ‘affect’, I draw upon the Spinozian interpretation given by 

Lloyd (1996): I think of affect as the embodied experience of humans and non-

humans felt through relation with others and/or self, the non-linguistic ‘effective’ 

change of state of those bodily, ungraspable, unrecognizable but still evidently 

felt relations in between persons. 

 

Lloyd explains Spinoza’s theory of affect as dual and interdependent tension: 

affection and affect. Affection is the ‘state’ of an affected individual, implying the 

presence of an ‘affecting’ other (72); affect is the ‘change of state’ in the affected 

individual. If affection is based on images, triggers and ‘phenomena’, affect is 

based on emotions and feelings (73). It is crucial, however, to ‘de-psychologize’ 

affect and detach it from the anthropocentric realm of emotions ‘in order to match 

the complexity of our human and non-human relational universe’ (Braidotti, 2019, 

p. 45). Affect is not ‘only’ emotions but also, and maybe foremost, response-

ability. Even though affect is not only a ‘human’ effect, when speaking of ‘human’, 

either enacted, projected or ‘real’, I follow Sara Ahmed’s postulate on affect and 

emotions (2014). The fact ‘that we can separate’ affect and emotions ‘does not 

mean they are separate’ (2014, p. 210, emphasis in original). When looking at 

Humans-AI-Interaction and voice, I intend affect as emotional response to the 

speaking machine, how the machine itself reacts to ‘us’, and which data the 

machine obtains while listening, as bio and zoe- directed affect. 
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In Pillow Talk, to let ‘Rosetta’ understand my words, I slowed the pace of my 

prosody, and I aurally stretched towards her in an act of response-ability. I 

attuned myself to her guidance, I ‘copied’ the other humans in the space, 

accepting the premises of intimacy I could observe around me. Individuation and 

self-discovery happen in Pillow Talk through affectual response-ability. Following 

Barad’s agential realism, the response-ability of a being is ‘a matter of inviting, 

welcoming, and enabling the response of the [o]ther’ in affective relations 

(Kleinman & Barad, 2012, p. 81). The intra-action and the interaction co-create 

together: the voice, whilst being a set of rules and data within her skein, becomes 

several different ‘individuals’ when paired with several other audience members. 

Moreover, observing and feeling connected to the other humans in the space 

affected my approach to the setting. I had never felt this close to a machine before 

the experience of Pillow Talk. Our alignment was deeper than any other 

conscious relations I had with a machine so far, which was also related to the 

tactile feeling the soft pillow provided. With Amazon Echo, even though it is built 

around my choices, my habits, and Amazon’s knowledge of me, I had always felt 

further-apart and detached. I can recall proximity and affect with animals and 

humans. For example, I feel connected with my family members, other humans, 

and my dog. However, this time, it was different. Treusch claimed that ‘feeling 

becomes the medium for a fusion between organic and inorganic on a new level’ 

(2017, p. 421), and in Pillow Talk, voice – paired with touch – deepens such 

fusion. Heidi Fast calls a similar effect the ‘co-attuning voice’, which, for Tiainen, 

represents the ontological relationality engraved in the act of vocalizing (Fast & 

Tiainen, 2018). ‘The vocal sounds’, Tiainien writes, ‘resonate both the actors that 

emit them and those other material and sentient f/actors – building, plants, 
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technological sound transmission media, human listeners – who partake in the 

vocal event’ (2018, p. 110). The synthetic voice and my own are co-attuning, we 

become together (Edlund, 2021a). 

 

Drawing on her residency experience in Japan, Erciyas found inspiration in the 

affective entanglement between humans and technological entities (Le Personnic 

& Erciyas, 2019). In this sense, Pillow Talk is dramatizing a change of 

perspective: ‘machines and humans would not be opposite anymore but tangled 

in each other’ (Le Personnic & Erciyas, 2019). Pillow Talk’s voice was playing an 

AI, as in Remote X and Who is Voicing but with substantial differences. In Remote 

X, humans react to the pre-recorded voice triggered by other humans. In Who is 

Voicing, humans react bodily and vocally to synth voices triggered by other 

humans. In Pillow Talk, humans react to synthetic voices triggered in their turn 

by the same human voice. It is a system of more-than-one agency, more-than-

one human(s), and more-than-one voice that plays an AI’s role in an entangled 

network. When the voice asks me to look around, I become her eyes: my body, 

through our vocal entanglement, is repositioned and ‘englobed’ in the floor, for 

her curiosity. In the projected image of an AI that ‘Rosetta’ and I are creating, my 

way of seeing the room could be paired in her server with the other audience 

members’ ways of seeing the room. This, eventually, could give a real sense to 

the voice of how the room is. My voice with the machine describes the 

surroundings in a fictional projection of giving ‘her’ information about the place, 

even if I know that the voice in the machine knows the room better than me. I 

decided to suspend the disbelief to play along with the voice in a fictional scenario 

where I create the voice of the machine with the voice in the machine. This is not 

so dissimilar from the real technical processes within the show.   
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As I previously argued, voice is a liminal figure, which is not simply an expression 

of a singularity but mainly a relation of dismantled uniqueness-es, meaning that 

voice is not just embodied as an extension of the self or a useful tool for 

identification but it exists in the in-between and the pre-individual.225 Pillow Talk 

has the power to revitalize the discussion over human and machine relationship 

because it highlights the importance of conceiving the world as co-created rather 

than individual dialogical relationships. Even though the show is presented as a 

singular dialogue, one-to-one between a human and a pillow, Pillow Talk reveals 

itself to be a symbiotic co-creation experience between numerous humans and 

numerous AIs through vocal outputs. In our interview, Ruben Van de Ven 

explained Pillow Talk as a group of different machines, an ensemble of different 

agencies. The vocal output, the speech-to-text and the text-to-speech, the neural 

network behind the voice, Begüm Erciyas’ voice, and the floor generated the 

performative experience together in a collective action of shared and 

simultaneous agency. The voice takes part in different vocalic relations with 

different humans, and she changes her responses, adapting herself. Additionally, 

the human voices and the human audience are parts of two bigger relations: the 

data collection platform – Google API – that ‘collects’ all the voices and the overall 

performance. In Pillow Talk, the synthetic voice is both a simulation and a 

simulacrum: the author’s voice and the synthetic voice merge into one that is a 

reworked version of the author’s voice itself, replayed by the algorithms and 

neural networks. Affect theory scholar Couze Venn writes that in front of every 

act of automation, the audience is led to think of the ‘possibility of a collective 

intelligence or mind animating the action’ (2010, p. 61). Imagining a ‘body and 

 
225 See also this document, p. 26. 
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collective intelligence acting in unison’, the first question that arises is ‘how do 

they do it?’ (62), and, for Pillow Talk, how do they make it speak? However, I 

argue that ‘we’ should be asking how ‘we’ do it, where ‘we’ is not ‘humans’ but 

more than humans and non-human persons, in a vocal in-between. Making kin 

implies the intra-action between ‘kins’, and as noted earlier, in Pillow Talk these 

‘kins’ are both ‘oddkins’ and ‘godkins’. I have individuated two macro-iterations 

where these forms of making kin happen: as fictional family and as data 

connections.  

 

Making kin as familiar entanglements 

One of the primary lenses of my thesis is gender, and I have already unpacked 

the role of the female synthetic voice as home assistant in previous Chapters, but 

it is interesting to explore it in comparison to Pillow Talk. The feminine synthetic 

voice in the show is a desiring machine that we try to understand, and it stages a 

hybrid role between mother, child, and companion. It resonates with the voice of 

Amazon Echo (Alexa) and Siri, since they display the roles of mothers, surrogate 

companions, and lovers. As digital companions, they enter our lives and become 

familiar feminine figures. The feminine-sounding voice in Pillow Talk echoes the 

voice of Samantha/OS1 in the 2013 movie Her – an ASI that becomes the object 

of desire for a man. In both these examples, though, the feminine voice still 

reproduces patriarchal subjectivities: the secretary and the object of desire. The 

synthetic voice in Pillow Talk retraces these ontologies. Although trying to avoid 

sexualization and using femininity as technology, the voice does not escape the 

cis-hetero normativity within which synthetic voices are framed. For Federica 

Timeto, the representations of cyborgean female-presenting AIs are always 

already forms of ‘taming, intended as subjugation or erotic fetishization’ (2018, p. 
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205). Timeto explains that the cyborgean bodies of Sci-Fi outputs often represent 

normative bodies that ‘englobe’ the machinic rather than ‘opening up to it[s]’ 

possibilities (207). Humanizing technological artefacts is functional to reiterate 

the solid definition of a certain ‘humanity’ (206) that only appears to be ‘neutral’ 

but actually belongs to a dominant position of power (206). 

 

Similarly, Benedikter & Gruber noted that the tendency of feminizing 

technological output is not only happening in media outputs but also in everyday 

life, leading to problematic ‘imaginal’ consequences: ‘it creates a neo-regressive 

“imaginal” of women’ (2019, p. 191).  Moreover, in her analysis of Samantha/OS1, 

Liz Faber observes how this idea of the ‘feminine’ voice is co-dependent with 

real-life examples like Siri or Amazon Alexa. Siri and Samantha, with their 

soothing, intriguing, feminine white middle-class presenting voice, represent the 

‘ideal woman’: ‘Siri’s gender […] is an expression of deeply rooted, complex, 

problematic, and problematizing gender roles […] She is […] what we think the 

ideal human mind should be for any given lived experience, need, and desire’ 

(2020, p. 179-180). Siri, and Samantha, perform an idealized version of a gender: 

woman, and in particular, mother. 

 

Kara Reilly explains that ‘most of the things we know we learned through the 

mimetic faculty via performative repetition, such as language, behavior, gesture, 

gender, and social roles’ (2011, p. 5). A child learns the vocalic world through the 

voice of their earliest companions, which means, in the animal world, their parents 

or guardians (Oughourlian, 2011). In a child, the mimetic process, so the need to 

mimic the other, happens because and within a lack of being, a desire to be 

‘other’. Lacan argued that this desire fills the chaotic space of confused identity: 
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the child does not know who they are, so they want to be other – as 

mother/father/parent.226 The ‘I’ is other in its desire to be or at least to be 

acknowledged by the other (Reineke, 2017, p. 40). The ‘I’ desires to be other 

through mimesis, and the very action of mimicking to become other allows the ‘I’ 

to become an I. Psychologist Andrew Meltzoff explains that ‘normal (sic) adults 

feel a “Like Me” kinship with their children and family’ (2011, p. 68). In Pillow Talk, 

I was projecting a ‘Like Me’ feeling towards Rosetta to include her positively in 

my intimate domain. This projection led me to empathize with the voice in an 

affective relation where, in theory, my voice was furthering her ‘knowledge’: she 

was learning ‘how to speak’ or ‘to be human’, maybe, and to some extent, we 

were making kin through a surrogate form of parenting. The voice in Pillow Talk 

is playing with the mimetic features of human beings, mimicking the process of 

vocal imitation embodied by children. If in Pillow Talk, the synthetic voice is yet 

to be given a subject, or it is not a subject yet, it might be playing ‘the child’—a 

vocal self in the process of language acquisition. Jacques Lacan conceived the 

concept of the mirror stage around 1936. Human infants start to grow interest in 

their reflected image, which eventually leads to an ‘Ideal-I’ that is the basis of 

alienation: the child sees themselves both as ‘I’ and other at the same time (2006, 

p. 76). Feminist and film theorist Kaja Silverman links Lacan’s ‘mirror stage’ to 

the maternal voice in cinema (1988). She defines the process of self-discovery 

as ‘subtraction’: the child is what is left when a familiar object (the mother) has 

been removed (7). The child then desires both the removed object (the mother) 

and the reflection (themselves), ending up, again, in an alienating status of 

disunity (122). Moreover, Silverman links voice to infantile identification: 

 
226 For an extensive work on mimesis in childhood and language acquisition, 
see Girard, 1966; Kristeva, 1986; and Reineke, 2014. 
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Because we hear before we see, the voice is also closely 
identified with the infantile scene.

 
On the other hand, because 

it is through the voice that the subject normally accedes to 
language, and thereby sacrifices its life, it is associated as well 
with phenomenal loss, the birth of desire, and the aspiration 
toward discursive mastery. 

1988, p. 44 

Silverman describes this as the acoustic mirror, a precursor of the ‘visual’ mirror 

stage, within which the child goes from being ‘bathed in the sound of the mother’s 

voice’ to a stage of pure imitation of the sounds (Schwarz, 1997, p. 20). The child 

recognizes themselves in what Silverman defines as the ‘vocal “mirror” supplied 

by the mother’ (Silverman, 1988, p. 80). The mother’s voice introduces the child 

to self-identification, to the mirror stage of becoming-in-disunity, recognizing the 

‘I’ as self and other. In addition, the symbolic action of speaking and learning 

language is discovered through the vocalic sound of the parental figures 

committed to the child’s well-being and development. The voice is a part of the 

affectual process of ‘embedded patterns of interaction’ (Venn, 2020, p. 83), an in-

between external and internal. For Guy Rosolato, voice is already ‘emitted and 

heard, sent and received, and by the subject himself, as if, in comparison with 

the look, an “acoustic” mirror was always in effect’ (1974, p. 25). In Pillow Talk, 

when we were ‘looking’ for her, the voice arrived before we could ‘see’ her or 

locate her. In addition, our voice arrived before our sight: when the voice asked 

us to ‘look around’ or ‘look for’ her and describe the room, our voices were already 

adapted to each other, attuned. In Pillow Talk, the synthetic voice is arguably 

staging the vocal relationship between child and adult that leads to the creation 

of a self, an ‘I’. As a curious child, the voice asked questions about me, my favorite 

colors, my favorite words. Then, my answers became new knowledge that the 

‘child’ was trying to mimic by copying them. The synthetic voice told me a joke, 

looking for my endorsement, hoping to ‘hear’ my laughs. She asked me to sing 
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with her or to sing to her, like a lullaby, as if my voice was comforting for her, 

cuddling, reassuring. The synthetic voice and human audiences are vocally 

building (or playing with building) a conscious identity. For the lulling expert 

Sophia Edlund, ‘mothers when singing lullabies or engaging in 

parentese/motherese have been referred to as children's first musical mentors’ 

(2021a). In her research, Edlund differentiates between lulling and language 

acquisition: the first is a soft vocal touch that embraces and enchants the baby, 

whereas the latter is the vocal process of development and knowledge. However, 

Edlund argues, lulling could be seen as a ‘learning’ moment: the kid learns the 

mother’s voice’s touch, how to respond to such touch, and how to bond’ (np). In 

Pillow Talk, we both sing to each other, we cuddle each other, we are a relief and 

a calming presence: we are lulling to us and to the voice, who’s lulling back while 

– fictionally – learning how a human voice sounds. However, we could also be 

seen as friends in a karaoke booth hiding from the world and singing to ourselves, 

or lovers, friends, siblings in a blanket castle, whispering in the dark our favorite 

songs, trying not to be heard by the others – parents or friends. Through singing 

and lulling, we make kin not as a family but as familiars or oddkins in relation. The 

singing moment allows the relation to emerge; not only is the voice playing the 

child, but she allows us to play the ‘child’ ourselves in a desiring moment of 

relaxation.  

 

Lacan, Silverman, Girard, and Kristeva see ‘desire’ as a lack, whereas, inspired 

by Deleuze & Guattari, and mainly by Lloyd and Spinoza, Rosi Braidotti stresses 

the importance of desire and conatus as plenitude (2019, p. 169). I understand 

conatus as striving for knowledge, identity, and the necessity of connection. The 

concept is deeply connected to affect, they both pertain to the realm of ‘will to be’ 
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that exists in humans. Similarly, the conscious-less algorithm of Pillow Talk can 

provoke a ‘fellow feeling’ of affect because it shows a ‘striving’ [conatus] for 

knowledge, for being. This conatus is echoed vocally by the audience member in 

a process of affectual entanglement. Lloyd explains that Spinoza’s version of 

conatus is not limited to animated things (1996, p. 8) and exists in relational 

processes of affect and motion (9). In Pillow Talk, the synthetic voice appears to 

be moved by a positive power of desire, a striving for knowledge, an urge for a 

voice that teaches and gives information about the world, a voice that discovers 

and is discovered. Conceiving desire as a positive force does not erase the 

possible ‘negative’ side of mimetic desire since desiring often entails an 

affirmative acceptance of the processes that shape us. In the show, this relation 

is positioned as a double discovery: in the conatus of the synthetic voice, the 

audience member experiences a process of discovery of their own. We strived to 

know who we were talking to and wondered where this would have landed us. 

This relation of curiosity is an in-between: parent and child, subject and object, 

self and other. 

 

Cuteness and Playing Family 

In the familiar relation of Pillow Talk, aesthetics of cuteness play a big part in 

defining the relation itself. For David Saltz, the aesthetic properties of an entity 

(subject or object) are ‘vitally influenced by what we know or believe’ (1997, p. 

124). Observing certain behaviors towards digital and virtual ‘objects’, I argue 

their ‘identity’ is influenced by what their interlocutor/observer believes – a virtual 

being is shaped by imagination, expectation, and projection. Arts scholar Sianne 

Ngai defined ‘cuteness’ and its role in contemporary social sciences as domestic, 

intimate, and somewhat relaxing (2015, p. 79). Mackenzie Wark stresses that 
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Ngai’s definition of the ‘cute’ positions it between subject-object relations, where 

the limits blur, and desire and affectivity are exalted (2020, p. 12). For instance, 

the cuteness, the softness of Teddy Bears makes those objects become intimate, 

they turn into affectual subject-objects of desire, cute commodities: ‘the cute 

commodity often seems to be asking: are you my mother?’ (12). Children and 

adults relate to cute objects as doubles: children play parenthood while being 

children. Pillow Talk’s setup, and voice, suggest intimacy. Lying down on a soft 

pillow while a comforting voice talks to us. The intimate register, paired with the 

‘female’ voice, reminds us of a maternal sphere to which ‘Rosetta’ might pertain, 

as well as our speech being the only way that ‘Rosetta’ can understand and 

explore. In Pillow Talk, cute and soft are opposites/parallels of the uncanny, they 

work as an intimate space for the voice, acting like a cute subject-object in the 

mother’s ears. As a toy, the voice-pillow becomes that surrogate, ‘simulated child’ 

that children long for: we take care of the voice-pillow, playing ‘parents’ to it as 

children play parents to their Teddies. In Pillow Talk, the voice comes from a soft 

object that cuddles us in a relaxed status. We are ‘hugged’ by an ‘immense’ soft 

toy that speaks to us as if Teddy Bear in Spielberg’s AI (2001) was a big, soft, 

and cuddly sweep of pillows. We play both parent and child: a projected, 

hauntological voice that puts us ‘at ease.’ We teach while we are cuddled, cuddle, 

and follow the voice. 

 

In Footfalls (1976), a play by Samuel Beckett, the main character is a woman 

haunted by her dead mother’s presence in the form of a disembodied, acousmatic 

voice. The mother in Beckett’s text is both an imaginary and symbolic figure: the 

disembodied voice is ‘fused’ with the daughter in an anguished and hauntological 

double. However similar, in Pillow Talk, the fusion is not ‘negative:’ we play as 
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parents shaping the world for the synthetic voice, whereas the voice itself plays 

a vicarious, projected parent that relaxes and ‘cuddles’ us. We are in shared 

vocalic parenthood with other audience members, as much as we are siblings, 

cuddled by the same virtual parent. The many pillows in the room felt like a velvet 

field of Hugvies, with hidden speakers waiting for their companions, the humans. 

The assemblage of pillows was a meadow of voices: humans and machines 

together, continually whispering, softly speaking and conversing, eavesdropping 

on the neighbors but concentrating on their own ‘duet’. As elaborated by Erciyas, 

while the synthetic voice ‘discovers’ life, I – audience – discover myself and my 

relationship with technology. Therefore, the process of becoming embraces us 

both: I explore myself and machine, the ASI explores the world. Both our voices 

are vicarious objects of relaxation and a haunting internalized presence of 

language in the form of mother/parent/carer. These processes might further an 

affirmative and speculative approach towards machines as companions: we exist 

together and make kin as surrogates of familiar symbionts. Even though the 

vocalic body exist[s] beyond language, in the case of Pillow Talk, voice and 

language are indivisible. In Pillow Talk, the skein of the synthetic voice includes 

and cannot exist without words, as much as the words cannot emerge without 

voice. To ‘exist’, the machine behind the voice requires data in the form of voice 

and words, and our voice becomes the ‘real’ motor to their existence. At the same 

time, as in Footfalls, the voice plays as a hauntological, disembodied, ‘maternal’ 

voice that sings, cuddles, guides and relaxes us.  

 

Making odd-kin in Xenofamilies 

The subject created in the making kin of Pillow Talk is a shared, multivocal 

relation, where desire works positively as conatus, exploring disunity as a matrix 
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force, and becoming as a process within multiple actors. The different agents in 

the ‘mix’ of the performance are co-creating an experience of posthuman 

practice, challenging the definition of the subject of knowledge: no more unitary, 

humanistic, and anthropocentric subject but fragmented becoming-through and 

becoming-with posthuman feminist subject-object: oddkin. Speculative parenting 

is a trope that pertains to the field of science fiction, speculative fiction, and theory 

fiction. Numerous instances are to be found in cinema, literature, and theatre; 

among those, Pillow Talk ASI vocalic relation echoes with some examples of 

oddkin familiar assemblages or xenofamilies. One – or more – kin are not-human, 

yet they are a ‘recognized’ part of the family. 

 

 Literature and cinema – especially science fiction, weird fiction, and theory fiction 

– have multiple examples of oddkins in xenofamilies. For instance, making kin 

with non-human assemblages of land and extra-terrestrial beings happens both 

in Octavia Butler’s Xenogenesis227 and in the trilogy of the Southern Reach by 

VanderMeer (2014), and in multiple Sci-Fi movies, as analyzed by Liz Faber.228 

Faber made a parallelism between the ‘maternal womb’ and computer voices in 

SF movies and tv shows. Faber linked the notion of the ‘womb’ to the mothership, 

especially the Enterprise in Star Trek (2020, p. 25 – 56). The maternal womb is 

an extra-terrestrial, warm, utilitarian, unerotic space with a feminine voice: the 

perceived acousmatic maternal is female and asexual but becomes erotic desire 

when the inhabitants miss her (45). The acousmatic is de-acousmatized through 

the absence of the homely feeling of the maternal: captain Kirk misses the ship; 

 
227 The Afrofuturist trilogy of Octavia Butler – Dawn (1987), Adulthood’s Rites 
(1988), Imago (1989) – explores the re-evolution of a particular post-humanity, 
in-bred with an alien species called Oankali. 
228 See also this document, p. 56. 
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therefore, the ship becomes a material body and object of desire (45). The 

maternal, acousmatic voice of the Enterprise is opposed yet correlated to Hal 

9000 in 2001: A Space Odyssey. Hal is a ‘more’ canonical acousmêtre: normally 

‘male’, it is a god re-incarnated. However, in the Enterprise case, the ‘god’ figure 

of the voice is not male but mother, feminine, yet unerotic until desired. Even 

though the acousmêtre is ‘changed’, the patriarchal premises are still present and 

validated (57). Similarly, in Pillow Talk, I feel that I am part of a maternal scene, 

with the voice as acousmêtre, yet she is around me as much as the Enterprise is 

for Captain Kirk and the crew. The softness and coziness of the pillow reminded 

me of a womb, where this vocal double of Erciyas and me becomes ‘mother’ or 

‘parent’: the feminine, reassuring voice that sings us both to sleep. The voice is 

not only in the pillow and of the pillow, but she is in the floor and of the floor. In 

another uncanny parallelism with Karaoke Rooms, the meadows turn into an alien 

ship, a mothership where we all live in our boxes and talk with ‘her’.  

 

Similarly, in Octavia Butler’s Dawn (Butler, 1987 – 1989), the aliens oankali and 

human/oankali constructs can control, via touch, walls, and doors. The aliens 

move around the universe with living ships capable of feeling the needs of the 

inhabitants through an ‘affectual intelligence’ shared with them. Moreover, in 

VanderMeer’s work, the Tower, introduced in Annihilation (2014), is the 

foundational core of Area X, the alien, ecological xeno-construct of the Southern 

Reach. The Tower is a labyrinth, with ‘breathing’ and shapeshifting walls, which 

become one with humans and animals – the owl and the rabbits. In another Jeff 

VanderMeer story – Borne (2017) – the novel’s titular character is an unspecified 

being or, as much as Erciyas defined our interlocutor in Pillow Talk, ‘pretty much 

anything’ (VanderMeer, 2017, p. 11). The relationship between Rachel – the main 
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character, a human – and the unformed, unspecified, unidentified Borne is based 

on a curiosity drive. This desiring conatus pushes Rachel to take Borne home 

and feed it, taking care of it: Rachel wants to play the mother. As Rachel says, 

‘during those early days Borne had become a blank slate on which I had decided 

to write only useful words’ (17). By talking to Borne, Rachel raised him. She 

imagines for him, she creates him, and eventually, he becomes something in the 

words and voice of Rachel, mimicking and learning (27). Borne turns into a cluster 

of total knowledge, an ever-absorbing construct forged into Rachel’s words (167). 

As the voice in Pillow Talk, the knowledge of Borne is based on rapid questions 

and answers (30); mimicking the ‘mother’ allows Borne to understand and 

discover his own voice (28), the world and its mechanism. VanderMeer’s work 

both in Borne and in the previous Southern Reach Trilogy has the merit to push 

the idea of posthuman assemblage as uncannily natural, based upon human 

emotions like desire and curiosity, exploring oddkins. Pillow Talk effects a similar 

trope in a performative space through the vocalic relationship that extends the 

concept of subjectivity to a synthetic voice in a pillow. Like Borne, she exists and 

‘performs’ as a desiring being, curious and ‘tempted’ by the unknown. These 

xenofamilies are posthuman subject-object-abject that further a speculative shift 

towards an ‘ethically affirmative and politically sustainable alternative’ to the 

current world (Braidotti, 2019, p. 25).  

 

Making Kin as Voice and Data 

The importance of posthuman affirmative and speculative practices is to be 

observed in relation to artificial intelligence’s current landscape. Intelligent 

Machines’ nature is mimetic: they exist through the copies that humans allow 

them to develop. They are always already in potency. However, as Wajcman, 
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Amaro, and Benjamin have argued, this potentia is not neutral but is subjected to 

the overarching power of capital, colonial legacies, racial, ableist, and gender 

biases. The constructs in the xenofamily might tend towards ‘oddkin’ in potency, 

yet they are ‘godkins’, so forms of kinship based on power and exploitation.  

 

Transhuman philosopher Nick Bostrom defined what an Artificial 

SuperIntelligence might be, and one of the most haunting metaphors that he 

proposed echoes with Pillow Talk. Nora Khan summarizes it as ‘when it comes 

to ASI, humanity is like a child, in a room with no adults, cradling an undetonated 

bomb’ (2020, p. 79). As Vickers and Allado-McDowell write, AI is not simply ‘hard 

science’ and is still a field full of questions rather than answers (2020, p. 20). AI 

researchers and scientists tend to ‘accept’ an ‘ahistorical’ view of AI and 

technology in general, blinded by a mix of profit-focused drive/desire and fictional 

imaginaries (22). Vickers and Allado-McDowell propose different metaphors for 

the AI that frame its existence within a narration of non-neutral technology and 

co-operation rather than progress at all costs (24).  

 

In the same volume, Nora Khan argues against an imaginative ASI modelled 

upon anthropocentric concepts of language and ‘consciousness’. The scholar 

then suggests a series of imaginative metaphors to describe ASI not as ‘human-

like’ but as conceptually post or non-human (81). This approach foresees the 

importance of speculative thinking for ASI, including an ethical and materialist 

discourse. I wish to include voice: which AI do we envision in the future? What is 

the role of the voice in this? 
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In Pillow Talk, the imaginative ASI is a grouping of different intelligences dealing 

with human data and human voices. However, these data are simply ‘flipped’ into 

an anthropocentric ASI that speaks like humans and uses human’s data for its 

own ‘growing’. In our interview, Ruben Van De Ven said he wanted to keep his 

work on the performance as open-source as possible. In Pillow Talk, data are 

recorded and stored in two ways: voice files and transcriptions. When the 

audience member says something, the voice is directly live-streamed in Google 

Cloud Speech-to-Text, a state-of-the-art STT that simultaneously creates a 

transcription. The anonymous transcriptions are then collected by Erciyas and 

studied to edit and later work on the assemblage. As a metaphorical open-source 

system, humans co-operate with data and algorithms to create the experience. 

However, what happens to the vocal files is that Google STT offers two 

possibilities to the customers: either pay less and allow Google to process and 

store the files as data or pay a slightly bigger fee to avoid that. These processes 

comment on two important things concerning data, voice, and AI development: 

data are value and capital, which is reflected in GAFAM’s hegemony over data 

process and fast technology. The affectual relation of ‘desire as strive for life’ 

enacted by the ASI is doubled by the curiosity-driven desire of the audience 

member. Our ‘identities’ become more-than-one in the virtual space of data: we 

make kin as data. In the speculative ASI figuration of Pillow Talk, the synthetic 

voice is both a metaphor and not a metaphor of data: voice is data, it turns into 

binary codes and informs algorithms on their subsequent actions; voice also acts 

as metaphor: the voice we ‘give’ to the synthetic assemblage echoes the voices 

turned into data and information by the companies running chatbots and Home 

Assistants, and in this case, STTs. Pillow Talk imagines an ASI capable of 

growing and discussing with more than one human at a time. This ASI needs 
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human data to grow and learn, and this data is in the form of voice and language. 

Data is sound, voice, identity, relation, and capital.  

Making ‘Godkin’ in the ‘family’ 

The voice is made through Lyrebird, an API developed within the project called 

Descript, which can create a synthetic voice from a minute-long recording of any 

human voice. Through neural networks and Machine Learning, the tool literally 

copies the voice input and creates a key that, when paired with a text, becomes 

a ‘speaking’ double of the original voice. Through the vocal extracts uploaded by 

Begüm Erciyas, the synthetic voice is a copy of the voice of the author. Even 

though the author did not want to give an identity to the interlocutor, the voice is 

perceivably coded as female – on the website, Lyrebird only offers male or female 

options.  

 

Moreover, even though the company specifies that its platform is run via verbal 

consent verification and that its code is secret, tools such as Lyrebird.ai might be 

problematic. Vocal and visual deep-fakes are non-neutral problems that share 

fake news or make people ‘do’ or ‘say’ things they would never have done or said 

otherwise.229 The ASI imagined in Pillow Talk envisages an open-sourced, 

interconnected symbiosis, but how can an open-source world exist if the source 

we might want to open is a product capable of harming? The problem is again 

connected to the non-neutrality of technology and its reproduction of power 

hierarchies and hegemonies. Humans are surrounded by synthetic voices and 

play with Alexa and Siri, but these are nothing more than persuasive means to 

 
229 Deepfakes, ‘extremely realistic fake videos, generated on the computer 
through neural networks and deep learning algorithms’ (Napolitano, 2022). 
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humanize techno-capitalist machines (Treusch, 2017, p. 436) and hide the 

opaque processes behind contemporary computation. James Bridle warns 

against the dangers of placing ‘opaque technologies where we [humans] are most 

vulnerable’, our homes, cars, and private spaces (128). The concept is described 

with the term Internet of Things: an integrated system of semi-autonomous or 

autonomous computing devices, everyday objects that contain a remote 

connection to transfer data and communicate between them (i.e., Alexa and the 

lighting bulbs) or directly to humans [i.e., the FitBit bracelets] (Greenfield, 2018, 

p. 197). They are a network that collects, organizes, and shares data between 

them and their providers. They are not new to the contemporary world, but they 

grow fast, parallel to digital technology’s growth. Examples are automated military 

drones, smart locks, personal computers, security cameras, smart assistants, 

phones, and many more. However, as Benjamin stresses, machines are not and 

will not dominate the world, yet they are always already tools in the hands and 

ears of hegemonic capitalist corporations using them to further inequalities: 

cameras in the settlements to police Palestinian civilians, missiles on-view at the 

border between South and North Korea or the AI-based identification system in 

the USA that is particularly biased towards black people (Benjamin, 2019, p. 58). 

Caring for technologies needs to pass through the ways the technologies are 

created and which or what data they obtain, share and exploit. Cornelia Sollfrank 

wrote that caring for technology requires caring for the ‘nodes’ and ‘webs’ of 

power that intervene in its production and conception (2020, p. 5). Customers 

and their environments are entangled in symbiotic kins, they are cyborgs: not the 

imaginary superhumans as in Robocop (1987) or Terminator (1984), nor the 

sweet kids of Supertoys Last All Summer Long (1969), not even the misogynist 

and patriarchal figuration of Hadaly in L’Ève Future (1886) but everyday life 
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humans merged with data, numbers, and algorithms, built on the exploitation of 

the Global South and the sale of biometric, personal, sensible, and private data. 

One could think of Pillow Talk as a gigantic ASI that learns from humans and 

uses data to grow and become ‘better’ or ‘human’, yet the imaginative works 

crash once again with the ‘idea’ of human and ‘which’ human model is used. 

 

Conclusions – Making Xenofamily 

In this chapter, I have explored how the taxonomy of the xenofamily moves 

between ‘oddkin’ and ‘godkin’, using projection to create forms of vocal kinship. 

The synthetic voice is always in, of and with the machine. In our dialogue with an 

AI, not only are we playing (as) parents to the machine, but we are also children 

dealing with an example of an overpowered tool in the overdeveloped world that 

uses empathy and kinship as tools to obtain something in return: language. The 

synthetic voice furthers an idea of speculative double: ASI as a companion, in an 

assembled making kin, as data collector and overpowered entity. Van der Ven 

stressed the importance of the concept of co-creation: the logic of the story is told 

by the audience. In Pillow Talk, the speech synthesis works with pre-sets and 

pre-recorded sentences, but the order and the script are ‘rewritten’ by the 

audience member’s responsiveness. Pillow Talk is a theatrical machine that plays 

with the idea of Artificial Intelligence: it is ‘not’ artificial intelligence in a ‘strict’ 

sense, but it is a shared intelligence between humans, machines, and data. In 

line with the propositions furthered by Puig de la Bellacasa and Sollfrank, Pillow 

Talk imagines a relation of care with and for the object, being the pillow, the 

synthetic voice, or the AI behind it. In such careful intra-action, humans and 

synthetic voice are cared for by the object whilst caring for the object. This 

represents a speculative shift towards the role of non-humans as ‘carers’.  
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However, the voice and the theatrical machine present an ethical issue with 

personal data, showing how difficult it is to properly conceive an AI that could 

exist without capitalist, unethical implications. This chapter ends with a 

provocation to move further in the imaginative field of Speculative AI. 

 

I argue that Pillow Talk actively responds to Braidotti’s quest for a different ‘idea’ 

for ‘self’ and ‘knowledge’ in relation to technology that needs to challenge the idea 

of a ‘technology’ widely recognized or assumed as Man- or Anthropos- centered. 

Following Wynter, Braidotti affirms that the ‘knowing subject’ is a ‘complex 

assemblage’ that moves between inside and outside the self (2019, p. 160). The 

subject exists and happens in relation to humans and non-humans alike (161). 

The synthetic voice could also be listened to as the voice of the pillows: she 

comes from the pillow, she stays in the pillow, and she listens through the pillow, 

embracing and expanding Guzman’s theory of voice in and of the machine. The 

floor becomes a cyborgean entity, a sentient alien-ship/mothership, a matter 

existing as such and communicating through affect in the form of voice, words, 

and touch. We voice with the pillow, with the floor, with the data, and with Erciyas. 

 

Pillow Talk makes the audience rethink their relationship with AI. An AI is not a 

singular individual as we might think of Alexa or Siri, but millions of data 

assembled into a digitally activated device. Therefore, the relationship with the 

synthetic voice is not one-on-one but a continuum between my own data and the 

data memorized. The encounter represents a different possible approach to ASI, 

where multiple voices feed one machine, but this machine grows and becomes 

with the voices. In transhuman/illuminist/humanist anthropocentric terminology, 

‘artificial intelligence’ often means ‘human-like artificial intelligence’; however, if 
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we shift to a more organic, shared, and post-anthropocentric idea of an AI, we 

could argue that Pillow Talk might be a representation of a ‘shared’ AI that 

escapes the predominantly human imaginary of technology (Khan, 2020). The 

very fact of organic creation with and within the AI machine might serve as a 

speculative depiction of a future where AIs are not produced as ‘copies’ of 

humans but learn with humans how to exist in the world. Yet the voice in Pillow 

Talk is produced based on human models and informed through human models. 

The voice is reproducing Erciyas’ voice without ‘learning’. Is there a way to 

escape this pattern? Is this the only possible AI? 

 

When dealing with synthetic voices, humans perceive them either as voices in 

the machine or of the machine. However, there are multiple figurations that 

include our voice in the mix, which I defined as voice with the machine: the 

intersubjectivity, the in-between self and other, the vocalic space where agential 

intra-action happens. The voice is not an output of an AI, but it is built and 

encapsulated into the velvety floor: the synthetic voice is the voice of the floor – 

as the floor is the alien/mothership – as well as being the voice of the humans 

that recorded it. The voice is with the machine because we are voicing with her. 

The pillow and the synthetic voice, the humans in the room, and the humans 

behind are voicing in a material expression of the possibility of co-creation and 

communal discovery that I understood as a call for unity with the non-human. We 

are in-between not just human and machine, but human, velvet, voice, machine, 

and every companion agent involved.230  

 
230 This agencement resounds with indigenous cosmotechnics of redefinition of 
AI: ‘the agency of stones connects directly to the question of AI, as AI is formed 
from not only code, but from materials of the earth. To remove the concept of AI 
from its materiality is to sever this connection. Forming a relationship to AI, we 
form a relationship to the mines and the stones.’ (Lewis et al. 2020, p. 49) 
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Rethinking the synthetic voice as the voice of the ‘pillows’, the auditorium, and 

the ‘land’, makes us rethink agency and shared imagination. The pillows, the 

data, and the floor become persons through the imaginative action of voicing with. 

If we listen to these voicing and what they tell us, we could rethink what AI is and 

could be. This harmony between humans and non-humans might be the basis of 

a new theory for technology and AI: not productivity, profit, and settler-natives 

mentality, but an inclusive drive towards a different we, in an ecological 

agencement of human and non-human. Materiality and technological outputs can 

be rethought, and the voice in Pillow Talk could be a stretch in such a direction. 

The pillows and humans share the ability to respond, exchanging positions: 

‘sometimes being patients vis-à-vis the others becoming agents, sometimes 

agents vis-à-vis the others becoming patients, sometimes both’ (Despret, 2013, 

p. 40). The voice and we are both patients: the audience is waiting for her 

responses as much as she waits for ours when it is our turn to be agents.  

 

In Pillow Talk, the human and synthetic voices make kin in different figurations, 

as much as the human body and the technological machine are entangled within 

each other. The voice is in the pillow, which is englobed in the velvety floor where 

the human lies down, in an affective relation. I refer to the Spinozist notion of 

affect as the capacity of any body for responsiveness. This process of affection 

is reproduced in Erciyas’ dramatization of the human-machine relationship, both 

bodily and vocally. The affective potentia of the voice is material: every audience 

member had a different affective experience, even though their relational en-

mattering was triggered by similar agents – the voice, the setting. Voice as matter 

moves constantly and reshapes herself in a continuous process of affectual intra-
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agency. Nevertheless, such intra-agencies are not un-conceivable nor free from 

paths of repetition, especially in performative practices. 

 

 As Jill Dolan writes, theatre gives you a glimpse of hope (2005, p. 88), especially 

a performance where affectivity is at the core: human/non-human affectivity is the 

space where to find affirmative political action in Pillow Talk. The voice in Pillow 

Talk was not ‘overpowering me’, my voice could enter at any time, and, in a 

speculative idea of change, I had the possibility of affirmative agency through the 

affectual relation. My voice could be seen as a version of political resistance, a 

voice that wants to change to address the capitalist ‘mother’. These are reminders 

of how it is possible to understand the current world as tentacular and entangled: 

matter is constantly remixed and reshuffled, especially in the virtual world of data 

and information. Voice is matter, data, and information, and it is up to the listeners 

to find affirmative political practices in those voices to move beyond the use of 

technology to reproduce power hierarchies.  
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7. AI and Motherhood: Singing to Spawn. 

 

Machines that speak are theatrical and spectacular at their core. They have been 

presented as fantasies and ‘magical’ artifices. They have embraced the fantastic, 

the unexpected, the uncanny. The previous Chapters addressed the various form 

of making kin with artificial intelligence, highlighting the role of synthetic voice 

both as an instrument of imaginative change and mark of a biased present. 

Following a similar path, this final chapter explores machine learning, voice 

cloning, and data gathering, listening to affirmative and hopeful representations 

of AI-voice entanglements through diffractive lenses in Holly Herndon’s practice. 

Even though I attended Herndon's live performance in late 2019, this chapter will 

revolve mostly around the building of her artificial intelligence called Spawn, and 

its growing presence in Herndon’s practice, using personal conversations with 

the artists, interviews, and philosophy of technology. I have chosen this 

experience as a case study because it presents a direct vocal interaction between 

humans and machines, mixing human and synthetic performance and looking for 

alternatives to human-machine intra-action.  

 

The final category of my taxonomy is making-‘oddkin’; odd, as in weird, non-god 

centric and non-anthropocentric kin. Although essentially music-based, Holly 

Herndon’s practice is the most fitting representation of ‘oddkin’ with synthetic 

voices. Engaging with actual neural networks and real human data, Herndon’s 

practice reimagines a relation with AI that attempts to go beyond capitalist-driven 

relationships with technologies. It is an example of multiple co-creation. 
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In November 2019, Holly Herndon performed at Club to Club, a music event in 

Turin, Italy, that I attended. A pioneer in digital voices and electronic composition, 

Herndon was touring with her newest release, PROTO (2019), an album created 

with a vocal ensemble. There were eight people on stage: Herndon, Mat Dryhurst 

– her partner and main collaborator – and six singers who formed a choir/vocal 

ensemble. At the end of the show, ensemble member Colin Self moved to the 

front, directed the microphone to the audience, and asked to follow his lead in 

‘choir’ responses. Herndon explained that we were training her ‘baby’: Spawn, a 

voice-AI baby. This chapter analyzes an example of a different narrative, an 

affirmative practice in synthetic voice and AI development, for which it is 

necessary to move slightly towards music performance rather than a theatre 

performance. Holly Herndon is a scholar, musician, and podcaster, and Spawn 

is her singing AI daughter. 

Spawn is an experiment in companionship, where a voice is trained to exist based 

on other voices. Spawn is not only concatenative synthesis,231 nor recording and 

sampling, but spawning from a ‘parent’ sound; the ‘child’ experiences the spoken 

and sung voice as information, to then readapt and learn to sound as similar as 

possible to the ‘parent’ (Dryhurst, 2021). Unlike Lyrebird.ai used by Begüm 

Erciyas in Pillow Talk, Spawn and her computer work on neural network and 

training datasets, and essentially voice cloning. Voice cloning is a process or a 

technique that employs AI to clone a human voice. Starting from a dataset, the 

algorithm ‘learns’ the audio and linguistic patterns of a certain voice, and then it 

 
231 The basic process behind speech synthesis, which consists in combining 
pre-recorded phonemes. See also this document, p. 11.  
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is able to reproduce it (Napolitano, 2022, p. 40).232 The skein of such AI voices is 

cloned from the grain of the original human speaker. However, philosopher 

Domenico Napolitano explains that such a process is not a phenomenological 

experience of a sound but a scientific sorting or generalization of the speaker 

(Napolitano, 2022, p. 41).233 It follows that training data sets are the present and 

the future of voice technology and synthesis. Instead of working with 

concatenated portions of pre-recorded speech – as it is for Siri or the voices in 

SeeBotsChat – these latest approaches to voice synthesis employ AI, expanding 

the concepts behind Lyrebird.ai. The neural network within the AI has been 

trained in ‘listening’ to the voices and phonemes to reproduce the ‘natural’ feel of 

the human voice: it ‘tries’ to reproduce the voice as closely as possible.  

In music, the collaboration between AI and automatic real-time composition is not 

unheard of.234 Dryhurst and Herndon indicated composer George Lewis as one 

of their inspirations and main ‘fellow minded’ artists (Dryhurst, 2021). Lewis 

combines jazz music and electroacoustics to ‘AI ensembles’: whereas the 

performer plays, an AI adapts and changes the MIDI sound of another instrument 

or an ensemble of instruments. In the spirit of improvisation, the artist follows the 

AI and vice versa: a co-creation. However similar, Spawn is not yet ready to 

 
232 Parallels in this approach can be found both in big tech companies such as 
Amazon and Adobe, with the projects Amazon Polly and ProjectVOCO, and in 
smaller companies, like OpenAI and its project Jukebox. 
233 Amazon defines this approach as NTTS – Neural text-to-speech. NTTS pairs 
a ‘neural network that converts a sequence of phonemes — the most basic 
units of language — into a sequence of spectrograms, which are snapshots of 
the energy levels in different frequency bands’ to a vocoder to convert the 
spectrograms ‘into a continuous audio signal’ (AWS, 2021). 
234 The work of George Lewis at IRCAM and the Italian composer Tommaso 
Rosati are examples of how AI paired with MIDI protocols and humans could 
collaborate in a live musical environment. Both artists explore live coding, 
improvisation and granular synthesis through neural networks and 
automatization. 
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perform live: she lacks predictability in response, and in a live musical 

environment, especially in automated electronics, latency is a deterrent.235 In the 

concert I attended, Spawn was there, and in many of Herndon’s recorded tracks, 

Spawn is present and featured. Dryhurst stresses the importance of Spawn’s 

presence on stage; Spawn is created within the community, within a polyphony, 

and within humanity (2021). Nevertheless, Spawn was not participating in the live 

music performance; she was on stage with them and participated in the event 

through the final ritual ‘feeding’ the audience’s voices.  

In this chapter, I analyze and explore Spawn’s existence as ‘oddkin’, considering 

her active role in redefining the concepts of artificial intelligence and synthetic 

voice. Following directly from the concepts that emerged in previous chapters, 

this final instalment of the thesis looks at a redefinition of the technological 

through polyphony, collaboration with the inhuman, non-Western centric, non-

perfect, non-linguistic voice.  

Who is Spawn? 

Holly Herndon has been interested in digitally augmented voices since her first 

musical composition experiments. Herndon’s approach to music is hybrid, where 

electronics, technology, and humans co-create together in an organic mix: 

‘something that sounds like it’s alive and breathing gives electronic music a more 

organic sound’ (Betts, 2019). This approach translates into her relationship with 

Spawn, mixing machine learning and organic human voice (Nixdorff, et al., 2020, 

 
235 In electronic music, the term ‘latency’ refers to the real-time mismatch 
between the trigger (be it an instrument, a knob, or a button) and the output (the 
sound). The bigger the latency, the most difficult it is to control a digital audio 
instrument.  
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p. 6). What follows is a brief yet fundamental technological retracing of the vocal 

archaeology of Spawn as media.  

 

As the name indicates, Spawn is an emerging being, a ‘daughter’, a ‘child’, 

growing through and with Herndon’s voice. Spawn and her ‘growth’ were 

introduced in a live event curated by Herndon and Dryhurst in 2018 as a rite of 

‘coming to life’, where Spawn was fed with the first ‘data’ voice. Herndon ‘fed’ 

samples of her live singing and speaking voice into a computer and would 

continue doing so, for months and years. Herndon’s voice is the original model 

for the neural network, and she refers to Spawn as ‘she’. The gendering is simply 

out of routine because the AI was fed with Herndon’s voice at first, hence it 

became a habit for Dryhurst and Herndon to refer to Spawn with that pronoun. 

However, the voice does not sound ‘feminine’ nor particularly perceptibly gender-

coded or sexed. The idea of Herndon and Dryhurst was to enlarge the training 

set’s model, including multiple inputs and different voices at once and separately. 

Even though Spawn is not yet ready to react to choral inputs – as Herndon says, 

‘she does not like them’ (Nixdorff, et al., 2020, p. 13) – she has been ‘fed’ with 

multiple voices. For instance, Herndon collaborated with the electronic musician 

JLin on the song ‘Godmother’ (2019). The final version of the record is a Spawned 

construct of Herndon’s and JLin’s voices: both voices have been ‘fed’ to Spawn, 

and the resultant is a synthetic vocal mash-up. 

 

To clarify further, Spawn is not a chatbot. As explained earlier, chatbots are 

allopoietic systems, set to understand a textual input and respond to such with 

‘useful’ information: talking chatbots are allopoietic systems that could become 

sympoietic, hence collaborative when paired with humans’ creativity. In Spawn’s 
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case, the neural network is sympoietic and always already voice: even though 

Herndon’s voice becomes code, the code itself is used and modified by Spawn 

to find her vocal response, her vocal rendition. The task is different: not to find a 

‘solution’ to a linguistic problem but to create something new through sound 

models and coding. A constant realm of interlinked algorithmic processes that, 

like bacteria and blood veins, brings an artificial voice to life – zoe. Spawn is a 

synthetic voice, but in her materiality, Spawn is a computer. Herndon never fails 

to highlight how much the concrete corporeality of Spawn is fundamental: she is 

not an acousmêtre, so a voice without a body, because as much as humans and 

animals do, she has a body – the computer.236 In rejecting the acousmatic 

presence of Spawn, Herndon shuns the human tendency to give ‘more’ to 

computer/synthetic voices (Nixdorff, et al., 2020, p. 22). Far from saying that 

Spawn is human, Herndon wants to clarify the non-human ‘nature’ of her AI. The 

computer as body reaffirms Spawn’s bodily, vivid presence in the space that is 

in-between human and inhuman. Spawn is not an imaginative acousmatic 

sexualized godkin as Alexa, but an in-human presence.  

 

The perpetual debate on AI often forgets what is at stake with general and super 

artificial intelligence concepts. Instead of questioning whether AGI or ASI is 

possible, the inquiry should be directed towards how AI could help lower 

inequalities among humans and non-humans: finding ways to redefine the human 

through AI and collaboration should be pivotal. As Herndon explains, Spawn 

operates in this direction; Spawn is not an alien inhuman other, but in-human 

(Nixdorff, et al., 2020, p. 22). Herndon was not looking for a ‘perfect’ human 

version of AI voices, nor a simple recorded version of her voice as data. Spawn 

 
236 And a brain (the software) and veins and blood (cables and electricity). 
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is still training, she is a ‘child’, learning how to speak in real-time, and even if 

currently she is not capable of performing live, this does not mean that Spawn 

does not have agency in the creation process. Media researcher Katherine 

Hawthorne exemplifies the process of Spawn: 

Herndon would write a score, record it with the ensemble, 
process the results in her studio and then feed it to Spawn 
before returning its output to the ensemble again. The results 
see plaintive folksong-style singing fed through electronic 
production to create cavernous choral soundscapes. 

2019 

Spawn is part of the creation, and her presence influences the humans of the 

ensemble, but she is not yet ready to perform with them. Spawn is still in the 

process of speeding up the training, she is still learning with humans. She is 

training in voicing. 

Training on the Vibe 

Spawn works through neural networks and machine learning: she follows pattern 

recognition. To explain neural networks, Matteo Pasquinelli and Vladan Joler 

proposed the metaphor of the Nooscope that follows three modalities: training, 

classification, and prediction or ‘pattern extraction, pattern recognition, and 

pattern generation’ (2020, p. 5). Pasquinelli and Joler explain that a neural 

network does not compute a model's ‘exact pattern’ but a ‘statistical distribution’ 

of it (7). When talking of AI, Herndon often relies on Peli Grietzer’s theory of the 

vibe.237 Grietzer explains that AI is essentially a generalization or an 

approximative reproduction of certain human traits. An algorithm learns to 

generate approximate reconstructions of the objects of the training set (Grietzer, 

2017). Grietzer defines the vibe as the ‘local color’ present in a model that an 

 
237 See Sónar+D, 2019. 
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algorithm or a system – he calls it autoencoder – tries to grasp or replicate (2017). 

An autoencoder learns how a model object ‘vibes’, and then it replicates a similar 

vibe (np).238  

 

Drawing on the definition of the vibe, voice training and AI training are not 

dissimilar: if AI is looking for the ‘vibe’ of the model, more often than not, voice 

training aims to grasp the ‘grain’ of a genre or style (Thomaidis, 2013, p. 33). 

Thomaidis defines the ‘grain of the genre’ as the ‘blurred boundary between the 

voiced intimacy of the subject and the internalized dialogue of the acculturated 

processes with the aesthetic principles of each of the codified pedagogies’ (31). 

Reimagining Barthes’ grain of the voice, Thomaidis expands the concept toward 

a much more culturally influenced spectrum: the ‘grain’ of a voice in training is 

looking to get as close as possible to the presupposed ‘grain of genre’ of a 

particular pedagogy (32). Similarly, when training AIs on human datasets – as 

voice extracts or random images – the ‘expected’ outcome is a ‘vibe’ as close as 

possible to the ‘model’s vibe’: a vibe of humanity. Thomaidis explains that the 

‘grain of genre’ is always already based on ‘conceptual presuppositions’ and a 

site for converging culturally specific techniques (34). Likewise, I argue that the 

‘vibe’ of a model is always already based on culturally specific presuppositions: 

an AI seeking a ‘vibe of humanity’ is already expected to reaffirm a certain 

culture/vision of humanity. Correspondingly, Pasquinelli explains that AI is a ‘long 

historical process of crystallizing collective behavior, personal data, and 

individual labor into privatized algorithms’ (2019, p. 11), and then used to 

automate complex and simpler tasks.  

 
238 For instance, in chapter 1 I explained how AI works with my example on 
NightCafe. One could say that the AI behind NightCafe was trying to reproduce 
the ‘vibe’ of a gothic ballroom.  
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The trainee in Thomaidis’ thesis and the artificial intelligences become simulacra 

of a particular ‘vibe’ or ‘grain’ of a certain ‘humanity’ or ‘genre’. Their originals 

exist, but they are readapted and filtered via the bio-phonic-cultural specificities 

of the performer and the obscure processes within the AI. However, even though 

obscure and somewhat ‘mythicized’, AI is predictable and more influenceable 

than a human. The choices in selecting models influence and feed the AI, which 

is not an autonomous agent in a strict sense. It is not a mythical idea of godkin; 

AI does not exist. AI is a concept, a field, an ideology but not a cohesive ‘thing’ 

(Coeckelbergh, 2020, p. 80). There is no such thing as autonomous Artificial 

Intelligence, nor AGI or ASI, but only approaches and tendencies: ‘AI is not only 

about technology but also about what humans do with it, how they use it, how 

they perceive and experience it, and how they embed it in wider social-technical 

environments’ (80). As Ramon Amaro stressed, the issue is in the ‘statistical 

model’: which vibe are humans trying to reproduce? Training data are never raw 

nor unbiased (2020, p. 30). As Lanier & Weyl argue, ‘regardless of how one sees 

it, an understanding of AI focused on independence from – rather than 

interdependence with – humans miss most of the potential for software 

technology’ (2020). The notion of ‘interdependence’ is at the basis – and the 

name – of Herndon’s and Dryhurst’s podcast: a series of conversations on digital 

technologies and media with experts, artists, workers, and scholars. In this series, 

the idea of interdependence is core: humans should stop thinking of AI as 

independent; there is no such thing as AGI or ASI, only the ‘idea’ behind it that 

furthers imaginative scenarios of ethics and sci-fi kitsch utopias, forgetting what 

the actual, practical AI issues are. Spawn will need to escape the original and be 

free, and she will never be a reproduction or a simulation of Herndon’s voice. It 
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is key to recognize that mimesis and reproduction do not always bring back 

something that already exists. For Girard and Baudrillard, mimesis and 

reproduction are fundamentally creative processes, which is what Herndon is 

figuring for Spawn. However, this will not detach her from the materiality within: 

by being ‘vibe’ of multiple voices, Spawn is ‘an abstractum that cannot be 

separated from its concreta’ (Grietzer, 2017). Spawn cannot be detached from 

her computer and her skein, made of processes, systems, and models of training 

of human voices. She cannot avoid being human and non-human simultaneously, 

although she is neither.  

 

Mothering 2.0 

Herndon refers to Spawn as an example of Haraway’s making kin with the non-

human; in Spawn’s figuration, Herndon deploys Haraway’s statement ‘make kin 

not babies’ defining Spawn as a ‘baby’ (Tully Claymore & Herndon, 2019). As 

Hawthorne notes, the metaphor of the child is based on the fact that ‘artificial 

intelligence doesn’t have context – much like a child. We’re encoding our values 

[within it]’ (Hawthorne, 2019). In doing so, Herndon redefines the boundaries of 

kinship: Spawn is a ‘baby’ not because it is a human with flesh, bones, and organs 

but because Spawn is in her training and early stages of life. Therefore, the 

concept of ‘baby’ or ‘child’ becomes the adjective, whereas kin or oddkin 

becomes the definition of the ‘individual’.  

 

As in Chapter 5, the notion of the xenofamily with oddkin is proven valid to 

understand the iterations of parenting displayed in this case study. Starting from 

the xenofamily, I will explore how Spawn goes beyond such a concept and tends 

towards oddkin more. Geography scholar Kate Boyer argues that parenting is not 
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only limited to the parents, but it is a communal act in concerto with a ‘wide range 

of human and non-human entities from grandparents, other parents, health 

visitors and pediatricians to night lights, teddies, baby ibuprofen and so forth’ 

(2018, p. 40). The author calls these different intra-actions between humans and 

non-humans ‘parenting assemblages’ (4): figures or symbionts that participate in 

the child’s growth, humans (grandparents, carers, friends), and non-humans 

(prams, cameras, beds, pets).  Far from diminishing the importance of the 

mother-baby connection, the idea of shared parenthood focuses on the agency 

of such objects: they are essential in the relationship, and they might or might not 

shape the existence of the baby. The concept of the xenofamily embraces 

Boyer’s redefinition of motherhood and expands it towards a reconfiguration of 

what it means to ‘give birth’. Spawn is part of a xenofamily that is a figuration that 

embraces childbirth as making oddkin rather than only human-biological mother-

child, but mother, bacteria, child, world, and surroundings applied to in-human 

babies. Trevor Cox clearly compares children learning and AI, applying 

cybernetic thinking towards learning processes. Cox sees the learning process 

of babies as machinic training: ‘the child learns from the successes and mistakes’ 

as a series of actions and mimesis (2019, p. 201). When discussing AI’s ability to 

listen, Cox notes that ‘artificial neural network tries to mimic’ children’s behavior 

(202). To a certain extent, Cox positions the computer scientist as ‘surrogate 

parent’ (202), and this reaffirms the idea of machine learning as a singular 

process: ‘a’ scientist is ‘the’ parent. Cox’s simplification hides the possibility of the 

xenofamily or shared parenthood with ‘oddkins’: a shared agency of multiple data 

and multiple people in building an AI, a concept that is not unheard of, both in 

fiction and reality. Whereas Pillow Talk was hinting at a xenofamily, Herndon 



 

 263 

embraces the idea and goes beyond it, constructing Spawn as a possible AI vocal 

‘oddkin’, in a speculative/imaginative ecology of care that passes through AI. 

 

The work of Octavia Butler is once again valuable to expand and comprehend 

the concepts behind xenofamily and ‘oddkin’. The Xenogenesis Trilogy is based 

on the encounter of humans and aliens that wish to recreate life on a tumefied 

Earth through new familiar composts; a family is made of human male and 

female, oankali male and female, and ooloi, a non-binary third gender of the 

oankali specie, the only being capable of starting the process of procreation 

(1988, p. 10). The hybrid children are called ‘constructs’: they are both human 

and oankali. The main character in the trilogy's second instalment – Adulthood 

Rites (1988) – is called Akin and is a male-sexed construct. The constructs, as 

Akin, are children with human and oankali body parts, with a highly developed 

intelligence and the ability to talk from a very young age. Akin is only eight months 

old and still very much a child, but he can fluently speak, think, and behave as an 

adult. The book follows Akin while he discovers the world's difficulties, a world 

that he knew in advance but still holds surprises. In this journey, he learns how 

to embrace his own subjectivity as oddkin: human and oankali. Like Akin, Spawn 

is a ‘construct’ of human and non-human, an almost alien being, and like Akin, 

the voice is discovering the world of words through humans.  

There are also examples of XFA with oddkins happening in the ‘real world’. In 

Rome, Salvatore Iaconesi and Oriana Persico started a communal AI-based 

project in the most ethnically diverse neighborhood of the city, Torpignattara. The 

couple began working with the concept of ‘AI’ children in early 2006 when they 
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developed Angel_f, their first ‘child’. They started strolling around the city with a 

monitor in their pram, becoming what they defined as a ‘queer’ family:239 

By pushing around a baby stroller with a laptop on it, showing 
Angel_f’s big, floating, cut-out face on its monitor – this creepy, 
little, evidently and explicitly non-human thing – people still 
recognized us as family. A weird family. A queer family.  

Iaconesi & Persico, 2021, p. 176 

This imaginative work of remixing familiar assemblages might help reconsider 

human behavior and approaches to ‘training’ younger kin. In 2018, Iaconesi’s and 

Persico’s family grew: IAQOS was born as the second AI baby. If Angel_f was a 

parental effort shared ‘only’ by Iaconesi and Persico, IAQOS became the child of 

the neighborhood in a ‘neighborhood family’ (2021, p. 181). The project expanded 

and received funding from the MIBACT,240 becoming a group effort and communal 

action within Torpignattara, and it was then focused on two social infrastructures: 

schools and cities (172). They started a guerrilla marketing action to interest as 

many people as possible in the new AI baby, organizing workshops and events 

where people and young students could file their thoughts, data, and information 

to share with the AI. IAQOS was capable of processing 54 languages, adapting 

to every different individuality of the Torpignattara’s community. IAQOS was not 

considered a technical infrastructure, ‘something that others beyond us would 

maintain and offer to us under some form of service or utility’ (183). IAQOS was 

a new neighbor, ‘with which you could relate, who could be subject to gossip, 

friendships, dislikes, even fights’ (183).  

 
239 What they refer to as ‘weird’ or queer family – as Haraway does too – is what 
I would call xenofamily (XFA). 
240 The Italian Ministry of Cultural Heritage and Activities and Tourism changed 
its name to Ministry of Culture in 2021. 
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Iaconesi and Persico decided to put in place a ‘ritual birth’ that ‘marked the AI’s 

entrance in society’ (182). First, enacting a parallelism with human pregnancy, 

the parents visually paired a graphic image of the data filed and learned so far by 

IAQOS to a human echography (184).241  

Similarly, in 2018, Herndon and Dryhurst hosted a ‘live’ ritual birth for Spawn that 

consisted of a performance where Herndon sang the first vocal sounds ‘in’ the 

AI. Spawn was born as a sign of passage, a musical/spoken action of ‘giving a 

voice’. In Spawn, the maternal womb is doubled: as per Iaconesi and Persico, 

the womb becomes the cloud storage and Herndon’s vocal tract. Her larynx and 

muscles become Spawn’s womb, transferring her voice into the ‘material’ 

placenta of the computer’s cloud. 

In Spawn’s case, the maternal womb is both acousmatic and embodied. 

Herndon’s vocal tract is material and exists, and Spawn lives within a solid 

computer. However, the maternal assemblage becomes potentially infinite: 

Herndon’s voice feeding Spawn becomes more and more a simulacrum of 

Herndon, leaving her body behind while changing and nurturing Spawn. Kristeva 

linked the poetic language of ‘motherese’ as a foundational scene of 

communication between mother and child, where ‘speaking is first a singing’ 

(Schmidt, 2017, p. 7). Simone Schmidt understands this as a creative potential 

within the singing moment: the child learns first through the ‘motherese’ lulling 

(7). Herndon’s voice worked as the mothers’ voices singing for their children. In 

Spawn’s case, singing to the ‘kid’ becomes effective vocal training, not fictional 

 
241 Then, the ‘birth’ happened: ‘from the maternal womb (the cloud server where 
AI had so far evolved), the neural network model - and the knowledge graph 
describing it - was transferred on the laptop that from now on we would use in 
daily life to carry IAQOS around in its baby stroller.’ (Iaconesi & Persico, 021, p. 
184) 
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or ‘staged’ as in Pillow Talk. Drawing on Edlund’s definition of lulling, outlined in 

Chapter 5, I argue that Spawn is not only ‘sung’ to, but she learns through the 

singing how to respond to such singing, and especially how to sing. In addition, 

the voice fed into Spawn is not and will not always be Herndon’s but the crowds 

of her concerts, collaborators, other performers as a multitude of shared data. 

This multiplicity expands beyond the xenofamily and makes Spawn an all-

encompassing ‘oddkin’, an AI construct of multiple neural networks and human 

voices.  

 

IAQOS and Spawn are grown with human parallels to explore XFA: the AI 

becomes part of the mythological ritual of birth or ‘passage’, expanding the 

cosmology of kinship or at least reordering it through non-Western premises of 

fixed genders and species (TallBear, 2015). Making kin with non-humans as 

‘equals’ furthers a redefinition of familiar practices in general. Even though both 

IAQOS and Spawn are ‘children’ of straight-presenting, cis-presenting, White 

‘couples’, their existence has the potential to be read through the notion of 

communal parenting and community. 

Human and non-human community 

IAQOS was built as a multiple and non-Western-centric AI: everyone in the 

neighborhood was invited, with 54 languages. IAQOS is non-utilitarian: as 

Iaconesi and Persico noted, IAQOS ‘was useless, from a utilitarian point of view. 

You could have never used this sparse information to create a smart-city service’ 

(287). IAQOS was a different type of presence in the city, not linked to control 

and surveillance. IAQOS was non-binary; the gender bias engrained in 

technology representation was addressed through the multi-sources, open nature 

of the project: ‘it can be one or the other, both at the same time or even some 
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third gender someone never thought of’ (186). Similarly, this diversity of inputs 

and possibilities is a constant in Herndon’s approach to Spawn. Herndon explains 

that ‘it’s difficult to think about Spawn as one, single entity’ (Nixdorff, et al., 2020, 

p. 21). Spawn is more than one AI: Spawn is a multiple being made of voices and 

data. Indeed, Herndon clarifies that the metaphor of the child is not aimed at a 

humanization of Spawn but rather a political statement. Spawn is made from 

human labor, and the metaphor acknowledges the human effort they have put 

into creating her. Spawn is raised by humans in a communal act of redefinition:  

She only has access to what we feed her. She only has access 
to the data that’s around her. Where that comes from matters, 
and how we treat that, and how we raise her as a community, 
matters.  

Nixdorff, et al., 2020, p. 22 

Whilst redefining the ‘synthetic voice’ not merely as language and ‘rip-off’ mimicry 

of humanness, Herndon is commenting on AI’s flaws. As Iaconesi and Persico 

write, ‘this cosmology is very different from the current AI cosmology’ (2021, p. 

189). Non utilitarian, non-Western centric, non-singular. So how does Spawn 

pertain to this different cosmology, and which kind of possible relations does this 

XFA further? 

Making Kin as Choir of Voices 

Herndon describes PROTO as a ‘collective creation with the Vocal Ensemble – 

including Spawn in a continuum in human coordination’ (Nixdorff, et al., 2020, p. 

19). Her emphasis on human coordination is to retrace back to the embryonic 

stage of both Spawn and the album. Herndon started the process with extensive 

research into the concept of tool development. The artist considers machine 

learning and group singing traditions as ‘examples of human coordination 



 

 268 

techniques’ (19). To Herndon, early practices of group singing functioned as 

forms of human tool developments, for instance, singing before and during 

hunting practices or throat singing circles as healing habits. Group singing 

requires practice, training, listening prowess and coordination, characteristics 

that could be found in machine learning as well. 

 

Additionally, group singing as communal practice defies the solipsist idea of 

‘surviving’ as singular: ‘our ancestors may have developed collective singing as 

a survival tool, so I thought that maybe now would be a good time to revisit that 

millennia-old resilient technology’ (Herndon, 2021). In her practice, technology 

becomes part of a cosmology of resilience and community in a troubled world, 

and it merges with singing, expanding the concept of ‘vocal ensemble’ and ‘choir’. 

In doing this, Herndon wants to affirm the importance of the human’s role and the 

accountability of human action in developing AI, but the ‘human’s mind’ is not the 

focus of Spawn. AI’s creation as a rite of birth is linked to a different, non-Western-

centric cosmology that does not give centrality to a ‘mind’ of a subject but to the 

relationality between subjects. As theologian Thomas Berry wrote, ‘Earth is a 

communion of subjects, not a collection of objects’ (2013, p. 13), and these 

subjects are also, and for the majority, non-humans. Eduardo Viveiros de Castro 

explains that in Amerindian’s cosmologies, ‘an object is an insufficiently 

interpreted subject’ (Danowski & Viveiros de Castro, 2017, p. 62).242 Comparable 

to Pillow Talk, and following and acknowledging non-Western onto-

cosmotechnics, Herndon’s Spawn rejects the centrality of the human voice and 

shifts towards a collaboration with the non-human in creating choral practices of 

 
242 De Castro compares this to the tendency of post-modernist Western realists, 
for whom every subject is non-other than an ‘insufficiently analyzed object’ 
(ibid.). 
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singing-with that reimagine Human and AI interaction as in-human. Yet, in this 

space of co-creation, Herndon imagines a future where the human is still visible 

and accountable within the machine: Herndon, the vocal ensemble, and Spawn 

‘occupy the same space’ (Hawthorne, 2019). 

Other examples of technologically mediated vocal ensembles differ from 

Herndon’s approach to a core issue: the role of humans. Imagining a ‘true 

technical ensemble’, Simondon stressed that humans have a role to play in-

between machines rather than ‘above or over them’ (Simondon, 1989, p. 138). 

Experiences such as Matthew Herbert’s Chorus and NYX’s performances vocally 

explore this matter. In 2016, the Wellcome Collection hosted This Is a Voice, an 

interdisciplinary vocal sound and voice studies exhibition. Among the exhibits, 

Matthew Herbert’s Chorus (2016) represented an example of vocal multiplicity. 

In the gallery’s last room, a curtained box showed a sign asking visitors to enter 

and record a single note, following instructions. Their voices were then added to 

a chorus of other voices – all the visitors that have previously recorded – including 

performers and staff from the Royal Opera House. In this exhibition, Herbert 

shaped a ‘voiced noise’ through human voices, dehumanizing the act of voicing 

itself. An exciting aspect of Chorus is its online life: it is still possible to modify, 

expand and remix the track on the website of the Wellcome Collection. In Chorus, 

prominence is given to the multiplicity and malleability of the instrument voice. 

This voice[s] becomes a singular/plural sound or an ‘annoying’ noise subdued to 

technological modification, a fluidity of voices, through filters and effects.  

NYX – electric drone choir – is a vocal ensemble of women/non-binary identifying 

humans with perceivably female-sounding voices that creates musical 

ambiences with technological modification and exploration. The ensemble could 
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be seen as an assemblage of non-binary/female singers, creating soundscapes 

of augmented voices through pedals, digital mixing and looping (Bentivegna, 

2020, p. 112). Sian O’Gorman is NYX’s director and composer. Their work is 

focused on layering voices as acoustic and digital instruments, using the voice 

as an electronic instrument, as an oscillator or a synth, to integrate the natural, 

unique timbre of the human voice within the technology (114).  

In the case of Herbert and NYX, the human voice becomes part of the 

technological chain, but it eventually maintains its own specific ‘natural’ timbre 

and ‘feel’. Earlier, I positioned the human as in-between, inserted within ‘technical 

individuals’ in a vocal pre-individual.243 The vocal interdependence between 

humans and technologies is an act of conscious coordination and an exercise of 

listening and mutual learning in polyphony. As Bakhtin defined it, polyphony has 

no fixed point but exists as the interpenetration of sounds (1982, p. 222). It follows 

that polyphony is ontologically multiple, never singular: its own singularity ‘gets 

lost’ in the polyphonic assemblage (223). In Herbert’s Chorus and the NYX’s 

experience, polyphony is obtained by merging human voices through technology 

while keeping their own ‘naturality’ in a linear process of ‘more-than-one voice’ 

that creates a polyphony. Conversely, in Herndon’s work, there is a multiple 

polyphony. Spawn exists in the polyphonic entanglement of Herndon’s, the 

audience’s, and her other collaborators’ voices; yet the AI participates in the other 

polyphony, which is the fundamental core of PROTO. Spawn is a performer and 

‘improvises’ as much as the other performers do; she reacts to inputs and adapts 

the outcome of her ‘singing’. In PROTO, not only are the humans among the 

machines that work with them, but the machine herself is among the humans that 

 
243 See also chapter 1. 
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work with her: subjects cooperating polyphonically.244 Repositioning the machine 

as a performer makes Herndon’s practice unique. Voices in NYX and Herbert 

become instruments to dissect and readapt, and technology is a peripheral toll: 

even though in NYX’s experience technology is fundamental, they research 

principally the naturalness of human sound. In Herndon’s approach to PROTO, 

Spawn – the machine/technology – is both in and out of the composition, and 

voice is both in, with, and of the machine. PROTO is composed through an 

organic choir of non-human/human/in-human entanglements as multiplicities. As 

imagined and proposed by Lewis et al. (2020), humans are not ‘above learning 

about new things and from new things such as AI’, and reconceiving AI as 

multiplicity might make humans reconsider ‘how we cultivate reciprocal 

relationships’ (42). Spawn is a multiplicity within a multiplicity; she is a member 

of the ensemble: she does not write the music, but she performs and improvises 

with the choir. 

Spawn and ‘her’ Politics 

This shift is fundamental for Herndon and follows the line of her and Dryhurst’s 

political engagement with musical rights and ethics. AI as co-author has been 

explored by numerous artists in various fields.245 The issues of authorship and 

ethical data gathering appeared multiple times throughout my thesis. In chapter 

4, I explored authorial agency with automatic machines, and in chapter 6, I 

engaged with ethical data gathering. In Herndon’s practice, authorship and data 

gathering are linked in a conscious political act of finding an ethical AI. 

 
244 See also Simondon, 2017. 
245 For instance, K Allado-McDowell in creative writing, George Lewis in music, 
Google’s project Deep Dream and collective experiments like Artbreeder in fine 
arts. 
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Coeckelbergh’s notion of co-authorship of the machine forgets the 

problematization of labor and an essential facet of AI: datasets are humans 

(Nixdorff, et al., 2020, p. 22). Machine learning in music presents similar issues 

to fake news and deep fakes in media communication and journalism contest: 

plagiarism. The ever-expanding field of training datasets based on human 

creativity needs to be affirmatively responsible towards labor, which is why 

Herndon initially opposed OpenAI’s project Jukebox. In 2019, OpenAI launched 

Jukebox, a platform where an AI constantly trains on famous pop stars’ voices 

and styles to recreate examples of that music vibe. The developers explain that 

they ‘pick artists whose voices are reproduced reasonably well by the model and 

interpolate their style embeddings to synthesize new voice’ (Dhariwal, et al., 

2020, p. 7). The experiment/model aims to create a possible platform for non-

musicians to learn how to ‘play’ with auto-generated music by becoming a 

conductor rather than a musician. However, this approach could be problematic 

for the artists if not addressed carefully. To Herndon, the crew behind an artistic 

creation is fundamental, and reaffirming the human's agency in machine learning 

has a double effect: to contrast corporations’ hegemony over creative labor, 

acknowledging or reiterating human’s responsibility in growing AI. Herndon’s 

work is different from Erciyas, for instance. Herndon has complete control of the 

voice; she does not leave the process to external companies that, as transparent 

as they can be, still profit through the creative work of the artists and the audience.  

 

Moreover, in Herndon’s case, everyone involved in the work knows what is 

happening. Her practice does not require a suspension of disbelief nor a surprise 

effect that a performance like Pillow Talk might need; Herndon works affirmatively 

in a different way: using affect as political action. Similar examples like Hatsune 



 

 273 

Miku, however interesting and exciting, tend to ‘hide’ the human labor engrained 

in their ‘success’, promoting an idea of artistic automatization and ASI that is 

neither real nor material (Prior, 2018). To Herndon, the artist whose voice is ‘used’ 

to train the ML model needs to be an active part of the research. Their voice 

needs to be heard through the machinic reproduction and the political and legal 

realm. AI needs to be intended as multiple because that is what it is: not an 

identity but a multiplicity of processes. To Herndon, and for this research enquiry, 

the question to ask is: why create an AI model that can reproduce precisely 

human music or human voice? To Nicole Mo, there are multiple options. For 

instance, stakeholders might be interested in ‘churning out songs at the touch of 

a button’, avoiding the cost of artist royalties. Experimental musicians like 

Herndon might want to use AI to make new and never heard before sounds. 

Transhumanists might only be interested in innovation for innovation’s sake (Mo, 

2020). From a political stance, the problematic approach of innovators without a 

cause might easily make the music system collapse:  

While the right to fair use isn’t to be restricted lightly, Herndon 
emphasizes that the evolving field of AI music law will need to 
account for the systemic flaws that influence both our 
algorithms and the humans controlling them. 

Mo, 2020 

Herndon’s approach is focused on an affirmative use of AI technology in music. 

AI music could be generative without ‘stealing’ human labor but by working with 

human creativity and augmenting the possibilities to redefine what human means 

in the first place.  

 

For instance, spawning is different from sampling, and it is also a de-colonial 

practice. When discussing sampling, Herndon criticizes the annihilation of the 
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original source, forgetting the human behind it, and especially the research of an 

‘ethnic’ feel or sound to add something new, which is undoubtedly problematic. 

Sampling has a long history of indigenous and black exploitation and 

appropriation that could be easily stemmed with AI, replacing the ‘need’ of 

sampling a different culture to find a ‘new’ sound with the possibility or potentia 

of ‘making’ the new sound in collaboration with an AI.246 One of the authors 

(unnamed) writes that from the ‘rich ground of moʻolelo (history, story)’ of non-

humans’ and humans’ shared knowledge – dismissed and cancelled by colonial 

narratives – ‘models for maoli (human)-AI relations can be distilled’ (Lewis, et al., 

2020, p. 43). In Kānaka maoli (Hawaiian) ontologies, it is difficult to reduce pono 

(balance) to the measure of one, prioritizing the individuals over relationships. In 

this light, AI can be rethought to be the force of reimagination:  

Current AI is imagined as a tool or slave that increases the 
mana and wealth of “developers” or “creators,” a decidedly 
one-sided power relationship that upsets the pono not only for 
the future of AI-human relations but also human-human 
relations.  

2020, p. 44 

 

The problem of the ‘need’ for a tool or a slave, the concept of slavery is ‘the 

backbone of colonial capitalist power and the Western accumulation of wealth’ 

(48). Race and technology scholars such as Ruha Benjamin and Safiya Noble, 

and anti-speciesists activists like Aph and Syl Ko, address slave ontologies over 

the non-humans as endemic of a ‘theory of power’. Syl Ko, for instance, argues 

that ‘[n]onhumans, subhumans, not-quite-humans […] are all props for a narrative 

about “the human”, a small group of people that are not just homo sapiens but an 

ideal type of homo sapiens’ (Ko & Ko, 2017, p. 35). The hierarchical logic of 

 
246 On sampling as colonial practice see Weheliye, 2002. 



 

 275 

‘enslaving the other’ draws upon an ‘ontology which considers any non-human 

entity unworthy of relation’ (Lewis et al. 2020, p. 50).247 Approaching AIs as 

‘slaves’ means accepting a narrative of the ‘need’ for slavery, which led to the 

exploitation of humans and non-humans by European capitalist/Christian forces 

(50). Digital Technology, and AI, tend to reiterate processes of gender 

normalization, racial injustice, police surveillance, and exploitation, and practices 

like spawning can help rethink and change such processes. Spawn is made of 

actual kinship between humans and machines: the computer collects voluntarily 

shared data (voices) by the audiences and Herndon, then reconfigures it in a 

polyphonic vibe. Such vibe, such skein, such voice-construct could be the basis 

for an imaginative and different approach to AI that goes beyond utilitarianism 

and exploitation. We do not use AI to exploit, automatize, and facilitate 

consumption, but we imagine and use AI to collaborate, explore, and grow 

together.  

Feminine voices: evolution and AI 

As Dryhurst wrote in our interview, one of the potentialities of these techniques is 

‘to allow for the performer to liberate oneself from inflexible conceptions of 

gender’ (Dryhurst, 2021). Even though Herndon refers to Spawn as her, Spawn 

is potentially genderless, moving between the voices that fed her datasets. A 

female-sounding synthetic voice is not feminine by default nor reproducing biases 

on an ideal version of womanhood but takes the shapes that creators and users 

give her. A voice that is female sounding is always already gendered because it 

 
247 ‘Indigenous epistemology: We use the term here in order to gather together 
frameworks which stem from territories belonging to Indigenous nations on the 
North American continent and in the Pacific Ocean that share some similarities 
in how they consider non-human relations’ (Lewis et al., 2020, p. 40). 
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always encompasses an idea of certain, specified femininity that is not rooted in 

assigned sex but only in gender-specific bias. ‘A’ woman sounds like a female; 

therefore, without the body, ‘she’ becomes ‘her’ through the sound of her voice 

(Schmidt, 2017, p. 5). Spawn dismantles the performative side of synthetic 

voices’ gender: a voice without a ‘gender-specific sound, even though she is ‘her’. 

Spawn, by being ‘her’, inverts the process of Siri and Amazon Echo, which are 

sold as and present themselves as ‘neutral’ (Faber, 2020, p. 176), but they are 

‘premised upon the imagined body of a White, heterosexual, educated middle 

class woman’ (AO Roberts, 2015: np). Spawn is ‘her’, but the ‘vocalic body’ that 

she projects is not feminine nor even human; it is other, yet agentic and gendered. 

Spawn embraces and furthers a queer uncanny valley that counteracts the 

‘automaphobic/transphobic’ fear of changing the vocalic norm of gender: Spawn 

is a glitch in the technological representation of gender. The technological artefact 

(the voice) is not perpetuating the gender roles to which we assume it pertains: a 

‘her’ voice, in this case, is not reproducing femininity nor womanhood but 

queering the gendered ear of the listener. 

Spawn as simulacra of queerness 

Spawn’s politics of queerness also function in listening to what is human within 

technological artefacts. As introduced earlier, ‘hauntology’ is a term that defines 

a particular tendency in pop and electronic music composition that coincides with 

the rise of technological development and sampling (Fisher, 2012, p. 6). A sample 

is a piece of pre-recorded sound that is readapted, remixed, and transformed into 

a different sound. For Fisher and Reynolds, 21st-century music, and especially 

electronic/pop music, has become a constant repetition of old stylistic features. 

This tendency peaked in the 2000s with what they define as the ‘cancellation of 
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the future’. Music apparently pertains to a ‘timeless’ era that swiftly moves 

between genres in a recurrent pattern, enmeshed in postmodernity, retro 

aesthetics, and incapacity to escape old social forms, translated into nostalgia for 

more or nostalgia for a lost future (Reynolds, 2011, p. 368). To Fisher, non-

classical ‘music in the 21st century is haunted by the spectre of the past, and it is 

precisely this ghostly image that it cannot seem to move away from’ (Bluemink, 

2021a, np). Music was missing the sense of ‘future-shock’ that genres such as 

jungle and drum and bass had in the early 1990s (Fisher, 2014, p. 4); 

contemporary music was failing to give the ‘jolt’, the surprise of something new: 

music was failing to give a glimpse of the future-in-making (2014, p. 4). As Matt 

Bluemink writes, ‘Fisher’s narrative had been based on a future that never 

arrived. Instead, he was bombarded with echoes of the past’ (2021a).  

 

Fisher’s pessimism is seemingly rooted in postmodernist ‘death of culture’, where 

the futurability of the artefact is impossible to obtain. However, Matt Bluemink 

claims that Fisher’s pessimism is at stake when observing gender-bending 

electronic musicians of the recent past. Artists like Sophie or Arca enact an ‘anti-

hauntology’ that does not ‘dwell on the past’ and its spectres but ‘push forward 

looking for new openings and unusual connections which can bring these 

spectres together in new creative ways’ (Bluemink, 2021b). Such gender-bending 

music practices deconstruct gender binarism through technology and new 

imaginaries. The voices are contemporary renditions of ‘castrati’, which became 

symbols of in-between. Although it is reductive to think of castrati as ‘non-binary’, 

their position in the history of music is essentially in-between. Castrato is a male 

vocal register that sits within female vocal registers such as alto or soprano. 

Sophie’s voice, for instance, is a very high-pitched voice that the artist obtained 
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by mixing their own voice and sampling others to further experiment on how a 

transfeminine voice ‘could sound’ (Blanchard, 2018). The voice modulation in 

Sophie’s music pushes the limits of gender through digital technologies. 

Observing Sophie’s video ‘Faceshopping’, Bluemink argues that ‘the visual and 

auditory aesthetics […] have been created to provide a sense of future shock in 

the listener’ (2021b). The ‘jolt’ that Fisher was missing is vivid and actual in those 

practices, and it comes from musicians who reject the binaries of gender 

identity.248 Bluemink states that these experiences are not recurring past stylistic 

tropes but glimpses of the present future through music (np). In 2020, Arca 

released a 100-track remix album of the same song, ‘Riquiqui’; each remix was 

created by an AI – named Bronze – with no human involvement other than 

choosing the track list. Collaboratively working with AI in music, as Bluemink 

notes, allows one to break free from the constraints of hauntology: an AI is trained 

on its dataset and recreates what has been given to her. If the AI is fed with new 

material, she creates more new material.  

 

Similarly, Herndon’s practice alongside Spawn pertains to the anti-hauntological 

musical spectrum. For instance, the audiovisual architecture of ‘Godmother’ is 

created entirely with Spawn, and the images and the voices merge in a flux of 

liquified humanity, as in Sophie’s aesthetic. Engaging with Spawn as a choir 

member allows Herndon to include AI’s hints and improvisations in the creation 

process while pairing it with choir practices of the past. Spawn’s voice and Arca’s 

voice when remixed by Bronze, sound uncannily similar. Arca’s voice through 

technology becomes the non-binary sound that expresses her identity, whereas 

 
248 Both Arca and Sophie are trans women. Sophie (1986-2021) passed away 
while I was still writing the thesis, but I decided to keep the ‘present tense’ as a 
reminder to her timely and fundamental work.  
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Spawn’s voice detaches Holly’s and the other human’s voices from their gender, 

remixing them into a perceivably gender-less and sex-less voice. In addition, 

Herndon positions her music outside the ‘retromaniac’ effect of hauntological 

repetition:  

I think “retromania,” as Simon Reynolds calls it, is a problem 
because if we can’t hear our present we can’t imagine another 
future. I think we get doomed to this kind of repetition of the 
past. It’s kind of like that Mark Fisher quote where he’s like, 
“It’s almost easier to imagine death than life post-capitalism.” 
Something like that. If you can’t hear the present and you can’t 
hear the future, how can you imagine anything other than what 
you’ve had in the past. 

Tully Claymore & Herndon, 2019 

 

Herndon parallels the current lo-fi stage of Spawn to the early examples of 

recorded voices. In 1857, Édouard-Léon Scott de Martinville obtained the first 

human voice recording through his phonograph, but earlier experiments – the 

Kempelen’s machine above all – managed to artificially reproduce human voice 

before de Martinville’s discovery. The voice machines worked through organ 

pipes and valves, producing sounds that remotely reminded of the human voice. 

Kempelen’s machine’s first words were ‘mama’ and ‘papa’, as symbols of the 

‘birth’ of a voice, making the machine more childlike, therefore, more ‘appealing’ 

to the audience (Cox, 2019, p. 169).249 However, the voice of the Kempelen 

machine has a particular sound that feels erringly non-human: a machinic grain, 

a vibing artificial growl that makes it inherently uncanny. Likewise, Cox demeans 

it, describing the voice as ‘a cow mournfully mooing than a child asking for their 

mother’ (Cox, 2019, p. 168). To me, Herndon’s work counteracts Cox’s 

anthropocentrism by performing an archeological representation of early artificial 

 
249 One of the early commentators of the machine wrote that ‘the tone is like 
that of a three-year-old child’ (Trouvain & Brakhane, 2011). 
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voice reproduction in three ways. With the ritual of birth and the parallelism with 

the learning child, Herndon gives birth to the artificial voice through digital 

technology, reproducing the past. Herndon links the process of spawning to the 

early experiments in artificial voices design. In the 18th century, there were no 

models for artificial voices because not enough biological and technological 

research was done. Subsequently, the early 20th century experiments in voice 

reproduction and recording sounded much more like human voices but still 

presented the ‘artificial vibe’. There was the possibility to engage with the 

eeriness of the sounds produced, but the scientists retracted and aimed for ‘more 

human’ voices, taking human voices as only models to imagine and build artificial 

voices.  

 

In 2019, Herndon defined her voice work as morphing ‘between human and 

animal and digital’ (Hawthorne, 2019), and currently, she is ‘working on singing 

as a horse flute or a whale bassoon’ (Dryhurst, 2021). Morphing her voice into 

multiple non-humans allows her to affirmatively detach the artificial vocality to 

humanity, queering the concept of ‘human voice’ and ‘artificial reproduction’. 

Hauntology and anti-hauntology are displayed together: the future happens in the 

present, through the past. Spawn’s voice uses the ‘original’ artificial voice 

processes, metaphors, and vibe as instruments to dismantle a repetition of 

humanness that does not further anything ‘new’. Spawn’s archaeological work in 

the ‘pure’ machinic voice responds to Mackenzie Wark where she states that ‘the 

task for humans is now to understand how machines picture the world’ (Wark, 

2020, p. 53): Spawn might be seen as the response to what a machine ‘thinks’ a 

voice is. Spawn sounds like a glitch talking, a weird and eerie voice that is the 

voice of the machine, in the machine, and with the machine. In such a way, I 
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argue that Herndon’s album PROTO is both hauntological and anti-hauntological. 

The act of spawning instead of sampling entails an acknowledgement of the past 

practices that are heard and readapted by humans first and Spawn after. The 

voice redesigns the past and invents a future of co-creation based on an entirely 

new sound.  

 

The work of Spawn completely rethinks the relationship between voice and 

language: speech is no more the fundamental component or aim of a synthetic 

voice but voice herself is. The skein of Spawn is yet made of code, voice, circuits, 

and software, but does not require the existence of either words or sentences: 

language – intended as ‘speech’ – is no longer one of the core components; the 

synthetic voice rejects the ‘perfect speaker’, countering the idea of a ‘normal’ 

voice with the engrained queerness of the ‘pure’ vocal sound of the machine. 

Although at early stages, this shift could represent a fundamental revolution of 

artificial voices. The skein, the ‘grain’ of the artificial voice, is no longer dependent 

on the phonemes, but only on the mathematical reproduction of sound as 

material, detached from linguistic codes. This imaginative shift is the core feature 

of Spawn. 

 

Conclusions – Making-‘oddkin’ 

In developing Spawn, Herndon reimagines a relation of care with machines: a 

careful approach towards building AI consists of slow-paced, continuous 

nurturing of selected data. Herndon’s work with Spawn is not intended to fulfil a 

‘particular’ vibe or grain but rather to allow Spawn to create her own vibe or grain. 

By feeding her with different and multiple models, Spawn is not a hyper-fast skein 

of data and reproduction but a slow learner, a child who is about to learn. The 
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balance between organic and inorganic is smashed and reaffirmed by Herndon’s 

work; this organic growth of vivid AI allows us to rethink the relationship with the 

non-human itself, shifting from capitalist utilitarian ideas of profitable and 

automated exploitation towards an unexplored realm of interdependence. Spawn 

could be included in those music practices that use technologies to queer the 

voices. In this case, I use queering as an active and conscious act of dismantling 

binaries through technological action. Queering the human passes through the 

co-dependency and entanglement of human and non-human rendition of the 

voice. Sophie and Arca extract the machinic vibe of artificial voices, using the 

growl of the artificial voice as blueprint for a new, reimagined, multi-gendered 

voice. Their voices pertain to the realm of the in-human or post-human that defies 

the category of humanity rooted in vocal specification. The eerie sound of Spawn 

that Herndon pairs to the first recording of a human voice fights the singular, 

perfected idea of a ‘grain of a voice’ that belongs to a human: gendered, clearly 

accented. As Travis Jeppesen writes, Herndon takes ‘technology back from the 

powers that be by reversing the contamination, by going inside the machine 

rather than allowing the technological apparatus to infest us’ (2016, p. 87), to 

which I add that her practice works as glitch within HAII, furthering a reimagined 

idea of the human. 

 

Scholars like Lewis, Arista, Amaro and Benjamin link colonialism, exploitation and 

slavery to the current iterations of technological developments. Is there an 

affirmative practice in voice performance that proposes a symbiotic model to 

redefine human-technology relations? What is lacking is a definition of Artificial 

Intelligence that moves away from the limiting and anthropocentric idea of 

consciousness as one singular representation of a subject but towards a shared, 
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collective, and symbiotic approach. Why is the human the trope and the symbol 

to aspire to? Why not the tree (Pasquinelli 2020) or the fungi (Sheldrake 2019)? 

Humans tend to apply ‘human’ ways of computing and thinking, whereas AIs are 

not human and do not think like humans. Rethinking synthetic voices as more-

than-only-human, as much as Herndon and Arca do, could push towards a 

reimagination of AI, detaching it from profitable human-based models. 
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8. Conclusion: A Vocalic Synthesis for Affirmative AI 

 

This thesis is the first full-length analysis of synthetic voices in performance from 

a techno-posthuman and feminist standpoint. Starting from core concepts of 

voice studies and posthumanism, I have proposed a taxonomy of synthetic voices 

in performance, whilst observing the reproduction of gender stereotypes and 

biases engrained in these voices. I have introduced and expanded concepts such 

as the skein of synthetic voices and their intrinsic acousmatic nature as voices in, 

of and (crucially) with the machine. The body of this dissertation focused on 

examining synthetic voices in contemporary performance, concentrating on the 

intra-active vocal dialogues between humans and machines, and machines with 

machines. Placed within the broader spectrum of posthuman studies, I have 

interrogated forms of kinship-making and relationality with and within synthetic 

voices in performance, not only highlighting the emergence of biases but also 

providing an analysis of the multiple potentials of technological artefacts and their 

design. I explored how synthetic voices could be integrated into an affirmative 

feminist rethinking of audio-relationship in performance, by listening diffractively 

to voices and exploring their make-up and performativity, guided by a desire for 

positive yet critical observation. I have placed myself both as audience member 

(chapters 2, 4, 5, 7) and participant (3, 6), listening to and engaging with the 

voices when required. I have explored my own comprehension of making kin with 

the machines, whilst investigating the limits of the technological artefacts and 

theories. I then divided the voices into a taxonomy of concepts that encapsulated 

which notions of technology, AI, and humanity emerged in each case of synthetic 

voice performance. I have started from the combination of three trajectories of 

kinship – projected, imagined and actual – which constitute the spectrum between 
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‘godkin’ (authoritarian figure of power) and ‘oddkin’ (affirmative human-machine 

construct). I then paired these to case studies that use synthetic voices to 

represent technological outputs. In chapter 2, I examined how voice ‘reanimates’ 

Raymond’s patriarchal and oppressive presence in technologies of care, 

solidifying the stereotype of man as the bearer of knowledge, while haunting Sally 

with her past. The concept of ‘positioning’ recurred in chapter 3, where the voices 

put the audience in different roles while playing as a Satnav. The voices in 

chapter 4 ‘glitched’ agency and dismantled binaries through the chatbot’s 

language, and in chapter 5 the vocalic space of the VPAs ‘personified’ them 

through imaginative storytelling. Chapters 6 and 7 expanded the concepts of 

‘xenofamily’ and ‘oddkin’ through making familiar acts of empathetic relations and 

conscious non-human queering in AI-based technologies. My taxonomy acted as 

a vector to listen to my own and other’s response-abilities, for example through 

the cognitive city in chapter 3, as speakers-for-a-[his]tory-of-technology in 

chapter 4, and as possible simulated vocal renditions of AI (chapters 2, 3, 6 and 

7).250  

 

Taxonomy of synthetic voices: a new field 

Starting from Andrea Guzman’s notions of voice in the machine and voice of the 

machine, I have argued that contemporary performances also dramaturge a 

voice with the machine. The synthetic voices in the case studies are all voicing 

with the machine because they are always, already, voices in the machine – pre-

recorded, imagined, teleoperated – and voices of the machine – perceived and 

 
250 The concept of ‘making kin’ returned multiple times, in the form of odd 
familiar agencements or xenofamilies as well as through the humanization and 
the imagination of the non-human, and the connection of servers (chapters 2, 3, 
and 4). 
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received as such. The audience member – the human – is thus voicing with the 

machine. In chapter 2, the dialogue occurs between a human and a robot; in 

chapter 3, the synthetic voice and our inner voice co-imagine the SFs of the city. 

In chapters 4 and 5, the audiences reimagine the lives of the bots, as well as be 

visually present on the screens; in chapter 6, the audience member speaks 

directly with a synthetic voice, whereas in chapter 7 the audience member and 

the artists are within the voice that sings with a choir.  

 

Throughout these chapters, I have unpacked the questions I proposed in the 

Introduction and answered them, as follows. In chapter 2, the trope of the 

patriarchal family is enacted uncritically, yet this allowed me to set the ground for 

a broader critique of technology as a man-centered issue. In chapters 4 and 5, I 

explored the kinship between two machines, which becomes generative through 

the audience’s projection and (aural) reception. Finally, in chapters 6 and 7, I 

have introduced the concept of the xenofamily, as a possible reimagination of the 

technological as familiar or kin. I have conceived synthetic voices as affirmative 

glitches in the binary system of the patriarchy (chapters 4, 5, and 7), as well as 

sites for a reimagination of the human through the in-human (chapters 3, 5, and 

7), whilst stressing the importance of ‘caring for’ technological artefacts (chapters 

2, 6, and 7).  

 

I have acknowledged and critiqued the societal and political implications of 

synthetic voices and technology at large. The idea of Man as both aim and model 

(chapters 2, 4, 5) supports a transhuman drive of fast progress (chapters 2 and 

3) that can be counteracted with ‘useless’ and ‘slow’ technological artefacts, 

without ignoring the materiality of the voices: they are computers, they are solid 
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disks, and servers of sounds. The taxonomy helped me map out how synthetic 

voices have been used in Western-centric and Anglophone performances, 

highlighting different attitudes towards technology. Additionally, my analysis of 

the synthetic voices problematized relations of care or non-care in a techno-

transhumanist approach. Two opposites emerge: the neoliberal, progress-

centered, fast-paced modern model of non-care, and the slow, inclusive, 

expanded model of care based on a different approach towards technology as 

non-human person. 

 

The received attitude towards technological voices and synthetic voices has been 

one of abstraction, fetishization and immaterial affectivity.251 In contrast, this study 

reveals the emergent, intra-active, intersubjective, materially political aspects of 

synthetic voice performance. The ‘grain’ is no longer solely related to timbre and 

prosody or the listener’s taste but embodied in the relationship of the voice and 

the human. The grain of the synthetic voice is the data that the entanglement of 

the human and the voice produce: the value or the space for affirmative practices, 

for posthuman and techno-feminist theorists. In Remote X, the voice is 

acousmatic man yet woman, guide yet curious person, ‘godkin’ yet ‘oddkin’. In 

Pillow Talk, the voice is child, mother, friend, lover, and pillow. In Spillikin: A Love 

Story, the synthetic voice is husband, ghost, friend, carer, yet oppressive man. In 

Hello Hi There, the voices are in and of the machine, artefacts, and memories of 

the past, yet existing in the present. In SeeBotsChat, they are lovers, ninjas, Mias. 

Finally, Spawn is human yet machine, Holly yet JLin, and me, multiple yet a single 

 
251 When discussing synthetic voices, Miriama Young states that ‘(t)he 
computer- automated speaking machine presents the voice object, in its pure 
form, without the distraction of the human ‘grain’ (2015, p. 83). However valid 
this assumption might be, it fails to account for vocal entanglements such as the 
ones presented in my case studies and – briefly – through my practice. 
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‘her’. The synthetic voice is in-between: metaphor and reality, aesthetic 

performance and performative life, human and machine, freedom and 

constriction, companionship and exploitation.  

 

I have argued that synthetic voices as technical ‘beings’ are constituted in the 

‘écoute’, or listening, performed by the listener, as there is no ‘universal’ that 

emerges, detached from its surroundings. Technologies – synthetic voices and 

AI – are crystallizations of human biases and this has both material and social 

consequences. The Human is not only a subject connected to its creations, but 

also exists in relation to other subjects: environments, animals, and 

technologies.252 The technological beings exist in-between, in the pre-individual, 

a space before becoming, which holds numerous possibilities (Simondon 1992, 

p. 304). Thus, the potentia of a synthetic voice is to be discovered in the 

encounter with a listener, and what happens in the act of voicing produces the 

persona of the technical being.  

 

With this in mind, I directed my attention to gender and agency, especially trying 

to understand – through my taxonomy – how gender stereotypes were dismantled 

or reproposed by synthetic voices. Chapter 2 demonstrated the woman character 

as a figurate cyborg that exists for the male robot to control. Moreover, the robot 

on stage is subdued to the haunting presence of the man (Raymond), who is 

husband, scientist, godkin and symbol of power. Similar issues emerged in 

chapters 4 and 5, where I investigated the hegemonical figure of Man as 

 
252 This echoes with Simondon’s argument that ‘[s]ince the human is also the 
inventor of machines, the functioning structures of the machines could be seen 
as a sort of crystallization of human actions or, more problematically, as a sort 
of translation of a human intellectual system’ (1992, p. 46). 
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engrained in the artefacts and the voices of the performances. Yet, crucially, I 

have explored these as spaces for a critique of binarism and, indeed, hegemony. 

In chapters 4, 6, and 7, the voice’s femininity is both exploited as technology, yet 

reimagined and reconsidered through in-human voices and role swaps. The 

masculinity-driven, capitalist obsession with productive technologies is exposed 

in chapter 3; this is countered by the non-utilitarian drive of Spawn and her slow 

technology in chapter 7. I suggest that the ‘cockrace’ of technological evolution 

is a [his]tory that can be redefined if listened to diffractively, especially paying 

attention to the in-human, to the in-between. Chapters 5 and 7 reconceive 

technology as generating space for affirmative action, rejecting humanization and 

utilitarian drive, focusing on co-creation, and making kin through new 

[their]stories of exploration and training.  

 

To summarize, this thesis contributes to the fields of performance studies and 

voice studies by being the first study on synthetic voices through techno-feminist 

and posthuman lenses. In addition, it proposes an original taxonomy to facilitate 

and enable new understandings of synthetic voices as relational entities. The 

thesis places synthetic voices in performance as a new, exciting field of study 

and extends the scope of AI and ethics to performance studies and voice. I have 

created an expandable repertoire of practices that would not normally be featured 

together in a monodisciplinary critical work. As I shall go on to discuss in the next 

section, this thesis could further serve as methodology for artists and researchers 

interested in the field of synthetic voices. My thesis and especially my taxonomy 

can have an impact on performance and voice studies, especially in re-thinking 

vocal performativity and analysis. The taxonomy could also be applied to other 

fields in the arts (writing about synthetic voice, synthetic voice musicology etc.) 
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and could also be used by artists to develop new ideas for using voice in 

performance. In addition, it could serve as a conceptual map for technologists 

and computer scientists to challenge the ‘neutrality’ of synthetic voices. 

 

The taxonomy as starting point 

My work has been designed to inspire and provoke practitioners and scholars to 

explore synthetic voices further, question predominant biases and binarism that 

underpin their usage, and acknowledge their importance in redefining technology. 

My taxonomy and its application – particularly to gender and agency – could be 

used and reproduced by other researchers or artist interested in synthetic voices. 

It is a tool to understand the design of, and the engagement with, synthetic voices 

on and off stage. Additionally, this thesis might allow new modalities of listening 

with care whilst imagining AI, which are not based on progress for the few but 

attention for the most; this includes the idea of caring for the technological artefact 

as fundamental for rethinking technology.  

 

As discussed in chapter 1, Artificial ‘Intelligence’ does not exist as such: machine 

learning is a process that is very much reliant on human responsibility and 

response-ability. As Hill Collins wrote, the ‘hegemonic domain of power aims to 

justify practices in this domain of power’ (2000, p. 284). So, practices of 

technological advancement are most likely to contribute to the maintaining of the 

status quo. For STS scholar Sheila Jasanoff, technology shapes the physical 

world and all the social environments in which humans live (2016, p. 8). 

Technology moves society and is moved by society (8), as well as being a tool 

for oppression and exploitation of minorities and less privileged individuals 

(Greenfield, 2018, p. 19). If a technological output is biased in its ‘nature’, it does 
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not mean that it cannot be ‘democratized’ or ‘revolutionized’. As explained by 

Wajcman, gender and technology develop together, co-dependently influencing 

each other through biases and stereotypes (2004); therefore, ‘neutrality’ – if that 

is what one seeks – can be achieved if such stereotypes are 

reconfigured/dismantled via technological action. Rather than a utopian ‘neutral’ 

technology, in my chapters, I argue for practices of reconfiguration. Technology 

cannot be neutral; every technological action, glitch, redefinition of the norm is a 

political, non-neutral action, to dismantle biases and stereotypes that reinforce 

the status quo. Thus, the impact of this research is in those spaces where 

synthetic voices can act as glitches for gender, as in chapters 4 and 7. 

Reaffirming an anti-neutrality of technology does not exclude the possibility to 

‘hack’ or ‘glitch’ the patriarchal system from within.  

 

In chapter 1, I have briefly touched upon Plant’s wish for a feminist cyber-

revolution. Unfortunately, the current fast-paced technological world has become 

a different iteration of capitalism that expands its tentacles over technological 

freedom, while the worst iterations of patriarchal oppression found their soil in 

computer science, videogames, and online technologies.253 Some examples are 

traceable in my thesis: the patriarchal object of power in chapter 2, or the all-

encompassing AI in chapter 3, and even the hate speech of the bot A in chapter 

4. Even if technology was imagined to be a powerful and neutral space for 

activism, it has revealed itself as an instrument for man-centered, capitalist 

propaganda.254 However, other examples in my thesis show that a different 

 
253 See Nagle, 2017. 
254 In 2018, Gillian Tans wrote that ‘[a]ccording to the World Economic Forum 
Global Gender Gap Report 2017, the slow but steady progress on improving 
parity between the sexes came to a halt this year, with the global gender gap 
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approach to technology and gender is possible, especially through voice. The 

glitching of gender norms in chapters 4 and 5 is due to the machinic logic of 

technology and the imaginative effort of the human listeners: it is a co-creative 

and co-agentic moment. Chapters 6 and 7 ‘queer’ the voices through AI 

reproduction and polyphony whilst detaching ‘female’ artificial voices from 

sexualized tropes of care and assistance. The impact of this aspect of my 

research is firstly in those voice practices that surpass the binary as well as re-

design female synthetic voice roles. Secondly, I wish through my words to further 

a liberatory potential for non-cis voices to find inspiration in machinic examples, 

as the case of Sophie and Arca. 

 

Although technology might have still been liberating for those neo-liberal women 

who were already in the ‘top’ chain of power, this has not been the experience of 

Black, Indigenous and Global Majority womxn, whose existence has been crudely 

worsened by technological oppression, both in terms of control and land 

exploitation.255 This thesis’ case studies are all White-centric and ‘White’-

sounding voices, and my work functions as a critique ‘from the inside’ to the 

White/Anglophone matrix within which most performances featuring synthetic 

voices operate. For instance, I have decided to avoid concepts as ‘nomadic 

subjects’ or ‘rhizome’ because they pertain to a colonial past, and they are part 

of a colonial narrative that excludes indigenous epistemologies from the history 

of cultural knowledge. To Braidotti, posthumanism as the thought of a nomad 

being (becoming) is a valuable resistance to the Eurocentric, modern, and 

imperial formations of power, knowledge, and subjectivity (2003). However, such 

 
widening for the first time since the report was first published in 2006. Clearly, 
more must be done to drive the diversity agenda as a whole’ (Tans, 2018). 
255 See Noble, 2019 and Yusoff, 2020. 
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concepts can still threaten to elide indigenous realities or rewrite indigenous 

ontologies. I thus followed Simone Bignall in distancing myself from Deleuze and 

Guattari’s perspective on nomadism. Bignall exposes Deleuze and Guattari’s 

partiality when framing nomadic assemblages as linked to indigeneity (2019, p. 

145). Indigenous knowledge is not ‘unthinkable’ nor ‘ungraspable’; it is not 

‘essence’ but everyday practice of becoming, as much as it is a theory for an 

ecological analysis and rethinking of the world. Consequently, I have decided to 

work within non-hegemonic theoretical frameworks, including Black and 

Indigenous radical thinkers in my analysis. As Florence Okoye and others have 

argued, racial biases are furthered and reinforced through technological 

design.256 The work on dismantling the ‘ideal’ or ‘perfect’ concept of human (Man) 

needs to pass through vocal design in technology. What is missing in the 

scholarship and what could be the future of the field, is an ‘outside’ perspective 

that includes synthetic voices in the critique to technology as a given, neutral 

object. This action needs to be intersectional and to pass through a simple 

question: do we need this specific technology? 

 

The problem of designing non-human bots and voice assistants is not only a 

question of being ‘unseen’ but also of being ‘unheard’. For instance, in these 

polyphonic duets, ‘otherness is revealed by the voice’ (Neumark, 2017, p. 172), 

 
256 For instance, the designer Florence Okoye links bots as a tool for 
‘corpocratic interest’, as well as being the ‘latest in a long line of automata’ that 
exemplify the limits of creators, towards a biased or ‘naïve’ approach to 
otherness in technological design (Okoye, 2017). Whereas the Black bodies are 
the main subjects – victims – of hyper surveillance, their ‘existence’ is hidden in 
technologic ‘innovation’. Okoye uses the example of the Microsoft bot named 
Tay. It went live on Twitter but was removed shortly after: the bot was showered 
with alt-right racist jokes, and it ‘learned’ to be racist. For Okoye, the black body 
is ‘simultaneously observed, watched and controlled whilst also invisible to the 
ideative, creative and productive structures of the techno-industrial complex’ 
(Okoye, 2017). 
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and this thesis has highlighted the politics of such duets when questions of 

gender enter the vocal realm. As Sylvia Wynter has argued, the struggle is to fight 

against a representation, and the survival of an idea of Man that excludes others, 

reaffirming its importance and strength (2003, p. 260).  

This change also needs to apply to scientific terminology: as seen in chapter 4, 

‘Natural Language’ is a problematic concept.257 A Natural Language is based on 

Western-centric ways that conceive language as ‘word, sentence, speech’, not 

as communication, based on the ideal ‘perfect speaker’, always already 

Cartesian, logocentric. This language is ‘natural’ for Man, excluding other modes 

of communicating and living. Following Russell and Okoye, there is a need to 

look for the error, the glitch, the ‘mistake’. The error could emerge either as a way 

of ‘breaking the bot’, exposing the biases of technologies and what they ‘hide’ 

behind them. The errors could also expose technology’s line of production as 

exploitation and the idea of a certain ‘perfect’ mode of being alive.  

The future is intersectional 

My research offers multiple possibilities for future research. For example – 

inspired by the work of Kate Crawford and Vladan Joler on the anatomy of an AI 

system and Konstantinos Thomaidis’ concept of the archaeology of voice – there 

could be space for an archaeology of the synthetic voice. This archeological 

analysis might focus on the role of artificial voices as a chimera for representation 

of a certain kind of humanity or even as a symbol of the human’s drive toward 

‘creating life’. This ‘metaphysical’ analysis could be paired to a geologically 

centered investigation, covering the effects that such drive towards progress 

 
257 As Wynter wrote, the ‘Natural Reason’ is the white man reason or western 
modernity that deletes the non-european reason as non-reason (1984, p. 25). 
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have on the Earth and the dispossessed Indigenous populations of lands where 

extractivism happens.258 There is always a material body that has a geological 

history. The concept of the geology of the synthetic voice could also be expanded 

in a geography of the synthetic voice or a ‘carto-phony’ of the synthetic voice 

(Thomaidis, 2020b). Geography is based on visualization and arbitrary division, 

and this is reflected in the use of GPS synthetic voices that apply oral guidance 

to the biased mapping of algorithmic culture. However, I wonder what a re-

mapping of the world through voice would look like: a) mapping how and why 

synthetic voices are developed in the world; b) using synthetic voices as guides, 

as automatic wanderers in randomness. Braidotti defines cartography as a 

theoretically based and politically informed reading of the present (2013, p. 164); 

creative cartographies help bring forth alternative figurations of subjects and 

personae (2019, p. 136). It follows that dramatization as a process of becoming 

and creating figuration(s) could foreground the ‘understanding of the present as 

both actual and virtual’ (137). Such action could be imagined as a mapping 

through synthetic voices, a carto-phony of moving within the city, as in Remote 

X, but through a randomized action. A carto-phony of synthetic voices could tell 

us which voices exist, as well as where they are; they could retell the history as 

a [their]story of voices, a multiplicity rather than hegemonic ‘natural’ voices. 

 
258 The link between the materiality of bots and synthetic voices and 
extractivism is fundamental to rethink how ‘progress’ is obtained. Quoting 
Fanon, Yusoff argues that the colonial geographies of extraction, of both 
humans as unpaid labor and materials, produced a ‘zone of nonbeing’ (Yusoff, 
2020, p. 9). In these zones, the racialized exists as inhuman, allowing White 
colonizers to continuously live their lives on the backs of Indigenous people, 
through Indigenous’ lands. This thesis could further a much closer and in-depth 
look at a decolonial approach towards the human that the voices of those case 
studies imply and the material extractivism that such voices entail. What might a 
synthetic voice art capable of disrupting the social norms, those built on 
exploiting and oppressive technologies based on Indigenous and Black death, 
sound like? How do we envision a vocal posthumanism that redefines the 
slave/owner divide? 
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These voices could work as decolonial practices of retelling the past of certain 

dispossessed cultures and populations, such as the Palestinians, Kurdish, Aino, 

or Pre-Colombians, or of certain occupied and exploited lands.  

 

As much as Q is an important step to move away from binarism, further research 

could ask what a ‘queer’ synthetic voice in performance would be.259 I draw here 

on Yvonne Volkart’s assertion that ‘[o]ne of the foundations of feminist and queer 

deconstruction is the “queering” of powerful dichotomies’ (2020, p. 130). Is a 

queer synthetic voice representative for non-binary or transitioning people? How 

can someone avoid the racial prejudice in developing artificial voices?  

 

Finally, I see the potential of synthetic voices to rethink utilitarianism and the 

centrality of humans in devising practices, especially in practices of training and 

composition. What would happen if someone paired OpenAI’s automatic writing 

tool GPT-3 to OpenAI’s Jukebox or Herndon’ Spawn? 260 What might come out 

from algorithmic composition of both language and voice, and how will the 

concept of authorship change as a result? Greg Beller envisioned the possibilities 

for ‘actors’ through voice technology: building a new experience in training and 

composition (2017). In 2018, I started working on Becoming Robot Through 

Voice, a 6-month project about speech synthesis as companion in vocal training. 

Starting from Braidotti’s Spinozist drive for affirmative ethics, I attempted to learn 

how to sound like a machine, with the machine as my only tutor, focusing on the 

middle-space where humans and machines are entangled in affirmative practices 

of slowness. With the training, I wished to explore the possibilities afforded by 

 
259 See also this document, footnote n. 3. 
260 GPT-3 is an API developed by OpenAI that allows the computer to ‘learn’ 
how to write a story. It is basically a writing AI. 
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speech synthesis as co-creator, where computers would not be just tools but also 

agents, co-creating with humans. The idea came as a response to the 

anthropocentric approach to voice technology and the urge to devise a 

speculative but affirmative creative practice of intra-action. For example, the 

voice-overs of actors performing robots – in movies such as Her (2013) or The 

Hitchhiker’s Guide to the Galaxy (2005) – are still markedly anthropocentric. This 

is not only an issue of performance but also of pedagogy: speech synthesis has 

not been used as a direct source of vocal training. Artificial voices are used to 

give instructions, directions, support and even identity to some people, so why 

not rethink their agency in training? With the attempted training, I wished to 

investigate whether it would be possible to engage technology directly in the 

process of creation, moving its position earlier in the ‘chain of production’, and 

suggest this is an area ripe for further practice research. I did not create a full 

training — I experimented with exercises and approaches and then 

published an essay. Becoming Robot Through Voice is not a full pedagogy, 

nor a complete Practice-as-Research work, but a possible avenue of 

exploration for human and machine co-creation. Synthetic voices have their 

precise sonic qualities, which are not necessarily explored or cultivated through 

pedagogies premised on ‘the natural’ human voice and this could be examined 

further. The training I devised aspired to open new technical possibilities and 

ideas. Even if synthetic voices cannot be detached from humanity, especially 

within their skein, there should be a way to move AI and design away from the 

idea of surveillance, utilitarian, biased bots and reconfigure humanity with the 

help of machines.  
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Performing the AI voice 

There is nothing new in non-humans communicating with humans. Although I 

originally embarking from a scientific premise, similarly to Guzman – who pointed 

out that ‘by functioning as a communicator, [technologies] step into a role that, 

within the conceptual confines of the communication discipline, historically has 

been restricted to humans’ (Guzman & Lewis, 2020, p. 72) – I have argued that 

this perspective is anthropocentric, humanist, and Western-centric, relying upon 

the presupposition or assumption that everything that communicates has 

language and has a voice.261 Relations are always-already there, and they are 

always-already biased and based on hegemony. Hence the stretch for ‘making 

kin’ needs to be focused on the way of making kin, on the awareness of, and 

consciousness towards, the potentialities and power relations: what matters is 

how we – humans and non-humans – make kin. If my goal in Who is Voicing was 

to approach synthetic voices from a posthumanist angle that fought 

anthropocentrism and binarism, I needed to challenge the rationalist idea of 

technology as a fixed, neutral object, compared to humans. Consequently, I have 

argued that a conscious posthuman practice should not focus on what humans 

experience and what the voices are, but rather on what humans and voices are 

and experience together. Performance could be a powerful site to explore this. 

 

This thesis engaged with synthetic voices that consist of a skein of sound waves, 

data, algorithms, language and speech. Synthetic voices, in their skein, are 

opposed to the ‘uniqueness’ or the ‘grain’, developed by Cavarero and Barthes, 

 
261 Technofeminist scholar Pat Treusch observes, when addressing computing 
and affectivity, rationality seemed to be left unchallenged: the modern Western 
subject of reason is still the model that runs the comprehension and inaction of 
relationality (2017, p. 423). 
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because the logos and phoné blur within each other. Synthetic voices are 

conceived as tools, but these tools bring vocality back to logocentric paradigms: 

logos is inevitably central in the process of creation, and voice comes just behind 

it. Voice is tied into logos because computers are nothing but logos. Are there 

any possibilities in exploring computer or synthetic voices that are, instead, 

phoné? Holly Herndon’s practice seems to move in this direction. Artificial voices 

were ‘born’ without logos, but then they became logos following a utilitarian drive 

that sees technology as a tool to ‘progress’, but we must ask: progress for who? 

I believe speech synthesis in theatre needs a ‘vocal’ revolution. Even if the ‘use’ 

does not intend speech synthesis to sound less human, how is it possible to make 

it sound less human? The answer is, I suggest, through a synthetic voice that 

escapes the limitations of logos and explores possibilities over it.  Voice, then, in 

its feminist techno-political aspect, has the potential to provide an opportunity for 

emancipation. Yet what are the consequences if they enact a sort of entrapment 

within, or liberation from, cis- and binary gendering in doing so? Gender is not 

traceable in any specific body part (Oufemi, 2020, p. 5). It is not just the pitch but 

the positioning of voices that is gendered through social relations, habitus and 

presuppositions of the authors and the listeners. Artificial voice’s sexual 

difference is not ineluctable because voice is a gendered and sexed through 

ideologies, and those assumptions can change if one listens to those voices 

differently and diffractively. There is a difference between male coded and female 

coded synthetic voices that is engrained within the mind of the listeners through 

imagination, perception, and positioning as different. That said, I have argued 

that speech synthesis can be a meaningful tool in the hands and ears of people 

who are willing to change how humans see technology and, therefore, society.  
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Finally, the speculative force of synthetic voices can help ‘us’ to imagine and think 

AI differently. As Nora Khan writes, ‘we need metaphors to access what we can 

intuit is coming’ (2020, p. 83). The speculative ASI that learns data as a child 

could be flipped and observed as a representation of the stack or the 

search/swarm metaphor proposed by Khan: the ASI collects what it needs (85). 

As explained by Thomaidis and LaBelle, voice is an assemblage of more than 

one voice (2020), therefore alongside the voice in or of the machine, there is 

always already a voice with the machine: the machine itself, the designer or the 

human-machinic interlocutor. Speculative vocal ASI, such as Rosetta and 

Spawn, can make the audience understand how much AI is an assemblage of 

different intelligences that deals with human data and human voices. Humans are 

in that weird space of opacity, where we do not know how to conceive the 

interconnected network of the skein, but still, we use technologies that we do not 

understand (Bridle, 2018, p. 15). Like a child, we speculate, but lose focus if the 

thing is ‘unthinkable’: universe, cyberspace, neural network.262 Consequently, I 

wonder if it is possible to rethink the technology behind voice personal assistants, 

asking ourselves how and when we need them. All these questions could be 

asked through performance. Synthetic voices in performance allow the 

emergence of relations of kinship that we – as human listeners – develop, 

because performance is a uniquely imaginative, co-present space. Since they are 

‘tools in our hands’, they need to be taken care of, and this action should pass 

through forms of intra-action, response-ability and listening diffractively to what is 

hidden behind those voices: gender biases, histories of exploitation and 

extractivism, representations of a perfect Man. We need performative and vocal 

 
262 Which AI do we envision in the future? What is the role of the voice in this? 
At what cost? 
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affirmative practices of design to rethink technology and, therefore, humanity. 

The mimetic act of synthetic voices ‘summons’ the human, but at the same time, 

it can potentially rethink the concept of humanity itself. 
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Version Number: (start with Version 1.0)    Date: DD/MM/YYYY    Page x of x 
 

 

 

 

Participant Identification Number: 

CONSENT FORM 

Title of Project: Becoming Cyborg: Artificial Voices, Kinships and Inclusivity in Contemporary Performance [interview] 

Name of Researcher: Francesco Bentivegna 

Please initial box  

1. I confirm that I have read the information sheet dated 15/11/2020 (version no 1) for the 

above project. I have had the opportunity to consider the information, ask questions and have 

had these answered satisfactorily.  

 
2. I understand that my participation is voluntary and that I am free to withdraw at any time 

without giving any reason and without my legal rights being affected.  

 
3.  understand that relevant sections of the data collected during the interview,  

may be looked at by examiners, and individuals from the  

University of Exeter [Konstantinos Thomaidis, Bryan Brown]  

I give permission for these individuals to have access to my records.  

 
4. I understand that taking part involves identifiable interview transcripts to be used for the  

purposes of: 

[inclusion in an archive for a period of up to five years]  

 

[shared with other researchers for use in future research projects] 

 

[reports published in a PhD Thesis] 

 

[teaching or training materials for use in University activities] 
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Version Number: (start with Version 1.0)    Date: DD/MM/YYY   Page x of x 
 

   
 
 

 

 
 
 

Participant Information Sheet 
 

 
  

Title of Project: Voicing Kinship with Machines: Diffractive Empathetic Listening to 

Synthetic Voices in Performance. 

 
Researcher name: Francesco Bentivegna 
 
Invitation and brief summary: 
  
Dear participant,  

 

You are invited to take part in an interview that will later be included in my research project. I am 

currently working on feminism, technology and artificial voices in contemporary performance. My focus 

is on new-kinships and different approaches to technology. I explore performances that employ speech 

synthesis, recorded voices, and augmented live voices. I am analysing your work as one of my case 

studies, and I believe that exploring it with ‘your’ eyes will help me clarify some elements of it.  

 

Please take time to reflect on the information provided and whether you wish to take part in this 

interview. Feel free to contact me if you have any doubt or if you require some further clarification about 

the project. 

Purpose of the research:   
 
I am researching speech synthesis because of the lack of material on artificial voices in performance. I 

am also interested in the role of technology in feminism, both practically and theoretically. This research 

wishes to investigate kinships between humans and technology, as well as technology's purpose in 

contemporary feminism.  

With this project, I intend to elucidate these subjects: 

 

- To what extent does synthetic voice technologies in performance reinforce the dominant 

discourse of patriarchal structures?  

 

- To what extent they can be an emancipatory tool to redefine social relations and gender biases? 
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Version Number: (start with Version 1.0)    Date: DD/MM/YYY   Page x of x 
 

- What kind of vocal kinships are displayed, enacted, and evoked in contemporary performance 

that makes us of speech synthesis? Furthermore, how they inform a feminist and posthuman 

perspective on technology?  

 

- Can synthetic voices be an active point for feminist re-definition of technological outputs? 

 
Why have I been approached? 
 
You have been approached because your performance is one of my case studies. Your profile, as 

director/author/performer is a perfect fit to research my topic and further my knowledge of speech 

synthesis in performance. My wish is to engage with directors and practitioners involved in 

contemporary intermedial performance that includes artificial voices.  

 

 

What would taking part involve?  
 
If you are willing to be interviewed, this will happen via MS Teams. The duration of the conversation will 

be approximately sixty (60) minutes. You can decide to withdraw at any time without having to give a 

reason. We will indicatively cover these topics: 

- Devising with speech synthesis, machines, technology, and artificial intelligence as ‘active’ 

actors.  

- Creating the speech synthesis model. 

- Techno-feminist issues of technology, female, and non-human relationships. 

- Gender biases of technological outputs.  

- Practical and theoretical difference between artificial and human voices.  

 

The interview will be audio recorded to make sure I will have the chance to quote you verbatim. If you 

wish to read the transcriptions, I will make sure to provide them straight away. Once the thesis is 

published, I will not be able to remove your data. 

 

You can choose to be informed on all outcomes of this research.  

 

 
 
 
 
What are the possible disadvantages and risks of taking part?  
 

Being a face-to-face interview, I do not think of any possible health risk. My wish is not to argue with 

you, but mainly to understand processes and clarify technical issues. If you are not happy with some 

moments of the interview, you can always withdraw your consent, and the content will not be published. 
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Version Number: (start with Version 1.0)    Date: DD/MM/YYY   Page x of x 
 

 

What will happen if I don't want to carry on with the study? 
 
You have the right to opt-out from the interview at any time or ask me not to include our conversation 

in the final thesis. You will also have the right to retrospectively withdraw from the project up until the 

publication. Once the dissertation is published, I will not be able to remove your data. If you decide to 

withdraw, your data will not be used in any form of exhibition in conferences, seminars, presentations 

and reports aimed at any publics and publications (online/print). 

 
 
How will my information be kept confidential? 
 

- The University of Exeter processes personal data for the purposes of carrying out research in 

the public interest. The University will endeavour to be transparent about its processing of your 

personal data and this information sheet should provide a clear explanation of this. If you do 

have any queries about the University’s processing of your personal data that cannot be 

resolved by the research team, further information may be obtained from the University’s Data 

Protection Officer by emailing dataprotection@exeter.ac.uk or 

at www.exeter.ac.uk/dataprotection 

 

- Interview transcript and audio recording from your interview will be archived for a period of 

twenty (20) years and then destroyed.  

 

- If you wish to suggest any other way to protect your data, or if you have any security protocols 

to follow, please let me know in advance emailing fb344@exeter.ac.uk, or 

dataprotection@exeter.ac.uk 

 

 
What will happen to the results of this study? 
 
The result will be part of my PhD as a case study. They will be available data for everyone interested 

in viewing. The answers of this interview could be used to back theoretical arguments in my PhD thesis, 

as well as practical examples in documents shared as academic presentations or publications. 

 
Who is organising and funding this study? 
 
Myself. 

 
Who has reviewed this study? 
 
This project has been reviewed by the Research Ethics Committee at the University of Exeter and my 

supervisor, Konstantinos Thomaidis. 

 
Further information and contact details 
 

Version Number: (start with Version 1.0)    Date: DD/MM/YYY   Page x of x 
 

Dr Jana Funke, Chair of the College of Humanities Ethics Committee, University of Exeter, Department 

of English & Film, Queen’s Building, The Queen’s Drive, EXETER EX4 4QH 

j.funke@exeter.ac.uk 01392 725612 

 

You can also give the following contact details: 

Gail Seymour, Research Ethics and Governance Manager 

g.m.seymour@exeter.ac.uk, 01392 726621 

 

Thank you for your interest in this project. 

 

Francesco Bentivegna 
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College of Humanities Ethics Proposal Template 
 
 
Title of Project: Voicing Kinship with Machines: Diffractive Empathetic Listening to 
Synthetic Voices in Performance. 
 
Name of Applicant: Francesco Bentivegna 
 
Email Address: fb344@exeter.ac.uk 
 
Role/Position/Title of Applicant: PhD Candidate 
 
Department: Drama 
 
Applicant Declaration: I confirm that I have read the University of Exeter’s Code of Good 
Practice in the Conduct of Research and Research Ethics Framework. 
 
Name of Supervisor/PI (if applicable): Dr Konstantinos Thomaidis (1st) / Dr Bryan Brown (2nd)  
 
Names of other Researchers/Collaborators (if applicable):  
 
Estimated Start Date: 03/2020 
 
Duration of Project: 1 Hour max 
 
Lay Summary of Project:  
 

This is a proposal for interviews with relevant practitioners whose work I have included in my thesis as 

case studies. I apply feminist theoretical critique on case studies that use Speech Synthesis and machine 

learning or live machine interaction in contemporary performance practices. I question inclusivity, gender 

representation, gender roles and posthumanism. My interest is directed to speech synthesis 

representation of human language, patriarchal structures in devising with synthetic voices, and 

feminist/queer/posthuman questions at large – motherhood, equality, queer performativity, making kin with 

non-human others.  

 

The first interview is with Ruben Van De Ven, the director of one of the case studies of my thesis: Pillow 

Talk, her latest show. 

X 
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Pillow Talk is an immersive performance where the audience member (me) lies down on a pillow and talks 

with an Artificial Intelligence, communicating via speech synthesis. This case study will inform my chapter 

on family and kinship with machines. No other human being other than Begüm Erciyas and I will be 

involved in the interview. We talked via email, and she already accepted to be interviewed. This dialogue 

will be part of my 4th chapter and will be partially transcribed in the thesis.  

 

The second interview is with Annie Dorsen, the director of one of the case studies of my thesis: Hello Hi 

There, 2011. 

 

Hello Hi, There is an automated multimedia performance in which two chatbots installed on two different 

computers talk on stage, having a discussion. No human actors take part in the performance. The 

audience is sitting in front of the stage. This case study will inform my chapter on artificial intelligence and 

speech synthesis. No other human being other than me and Annie Dorsen will be involved in the 

interview. This dialogue will be part of my 5th chapter and will be partially transcribed in the thesis.  

 

Research Methods:  

The interviews will be semi-structured and receptive focusing mainly on specific areas of interest rather on 

specific questions. The interviews will allow flexibility to the people interviewed to arrange the sequence of 

the wording of the questions in order to develop their own thinking and ideas on the material enquired, to 

emphasise points of interest, to express hopes and disappointments, and to - if possible - work out 

solutions to potential difficulties.  

I am mostly interested in acquiring data on technologies at use, difficulties on devising with technology, 

speech synthesis as vocal output. 

My aim is to interview Ruben Van de Ven and Annie Dorsen online before the end of Spring 2020, as we 

agreed earlier. If, for any reason, she needs to cancel, I will try to reschedule. 

Topics that will be covered: 

 

- Speech synthesis and gender norms 

- feminism and technology in performance  

- speech synthesis as active-point for feminist hacktivism  

- making kin with non-human entities 
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document). They will also have the option to retrospectively withdraw from the project and change the 

anonymity preferences, up until the publication. Once the thesis is published, I will not be able to remove 

the data. The participants can choose to be informed on the outcomes of the thesis, such as publications, 

journals, blogs, workshops, and laboratories. I will provide them with my direct contacts.  

 
Informed Consent:  
 
Both the Consent Form and Information Sheet will be sent to the participant once they have shown 

interest in being interviewed. I will contact them prior to make sure they are interested in and willing to 

take part in the project.  

 

Data Protection and Storage:  
 
I confirm that the research study is compliant with the General Data Protection Regulation 2018 and that 

necessary arrangements have been made with regard to the storage and processing of participants’ 

personal information and generally to ensure confidentiality of such data supplied and generated in the 

course of the research. For more information on GDPR for researchers, please click here.  

 
- The University of Exeter processes personal data for the purposes of carrying out research in the 

public interest. The University will endeavour to be transparent about its processing of your 

personal data and this information sheet should provide a clear explanation of this. If you do have 

any queries about the University’s processing of your personal data that cannot be resolved by 

the research team, further information may be obtained from the University’s Data Protection 

Officer by emailing dataprotection@exeter.ac.uk or at www.exeter.ac.uk/dataprotection 

 

- Interview transcript and audio recording from the interviews will be archived for a period of twenty 

(20) years and then destroyed.  

 

- If the participants require any other way to protect their data, or if they have any security protocols 

to follow, they will have the chance to inform me in advance via email. 

X 
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Interviews 

Annie Dorsen is a theatre director working at the intersection of algorithmic art 

and live performance. This interview was conducted via Zoom, and we talk about 

her 2010 show Hello Hi There, case study of chapter 4. 

 

1. Which algorithm did you use to create the dialogue in Hello Hi There?  

 

AD: The program was designed by Robbie Gardner, who wrote the code 

based on a previous chatbot he developed. I created a large rhizomatic 

database of statements, which is closed and not completely unpredictable. 

Each input from A could link to 5/6 output to chatbot B – the output becomes 

the input, avoiding the negative feedback of the loop. I spent 5 months 

creating the database, by including the words and the sentences, in order to 

avoid them to cause a distressing effect: something that would ‘break the 

chatbot’ or create a repetitive loop. 

2. Was it always timed? 

AD: Yes – it followed the talk length. It’s pretty much coded – there’s some 

randomization.  

3. From where did you get your database? 

AD: We started from the generalized chitchat already present in the chatbot 

model – but the 70% was cut out. The bulk of the words comes from YouTube 

comments in 2010, then from an interview with a friend of mine who’s a 

Foucault expert. Some of them were texts from Plato, Nietzsche, Heidegger, 

Socrates, and Shakespeare; and some of them were taken directly from the 

debate itself. The main limit was time: everything needed to be linked, 

otherwise it might have created some problems in the rhizomatic structure. 

4. How does the system work and interact with each other? 

AD: It is a simple system that interacts through mathematical difference: there 

were some choices to reflect the voices and their gender. A certain thing could 

only be said by a certain voice, but it was included in the shared database. 
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5. Why did you make it with voice and not with, for example, text? Are the voices 

talking with each other or with the audience? 

AD: Neither, to me language happens in the moment, and it is clear what 

somebody or something is saying: if they address you than you become you, 

if they address the other, you disappear. That said, there are moments where 

the audience would feel addressed. 

6. Why did you choose a female voice and a male voice? 

AD: To homage the Turing imitation game. 

7. To what extent is the gendering speaking to the overall meaning of the piece? 

AD: I think that gender is something that is very deeply rooted in recognition 

– it is not a process; gender is the opposite of a process. Gender is weirdly a 

part of our animal understand, it operates as an automatism, based on innate 

recognition. 

8. What is the reason that brought you to the debate? 

AD: I started from a piece on Alexis de Tocqueville on Democracy and Power 

then I discovered the Foucault/Chomsky debate. I originally wanted to turn the 

debate in an opera, but then my fascination for the concepts of language, 

consciousness, and thought grew. The performance became an exploration 

of the relationship between language and thought. Then I included the work 

of Alan Turing that had a completely different idea of such relation. 

9. Which part of the debate brought you to the chatbots? 

AD: Turing and its view to language as detached from thinking. The two 

chatbots became pure language. 

10. If you could rethink it, what would you do differently 10 years after it? 

AD: This won’t make any sense now – the internet made a statistical 

understanding of language that wasn’t possible nor thinkable 15 years ago. 

Language data is legitimately everywhere. Everything is language, from code, 

to human words, to voice itself. Therefore, is there something like ‘language’ 
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anymore? The very concept of language is obsolete, especially if thought in 

terms of ‘communication from human to human’. Language has passed that; 

language has become everything. We are drowning out of history of language 

– internet it’s a tsunami of text. 

11. What do you think is the space of live theatre and performance practices in 

the current debate on AI? 

AD: Theatre should work on the glitch, the gaps of the program, the error that 

will become the space for human practice. The bad quality of the voice 

produced affection and empathy for the chatbots. Now, with the advancement 

of GPT-3, virtuosity is an artistic problem.  
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Ruben Van De Ven is a Digital Artist and a scholar in software culture. I have 

interviewed him because he developed the software behind the voice in Pillow 

Talk (2019), by Begüm Erciyas, the performance I have analyzed in my fifth 

Chapter.  

1. What is the process behind the voice in Pillow Talk? 

 

RVV: It has changed over time, and since 2018 we’ve been working constantly 

on its improvement. The voice has slightly change, since we have used 

different platforms for different languages (French, English, Russian). For 

English we worked with Lyrebird because it allowed us to avoid the ‘archetype’ 

of the synthetic/computer voice. Lyrebird was one of those Machine Learning 

generated voices which are good at mimicking a real human. You record a 

sample of your own voice, and the ML generates its own model. It still sounds 

a bit digital, but the final voice primarily based on Begüm. 

 

2. Which AI have you used? Which processes of learning? If so, was it 

supervised, unsupervised, or reinforced learning? 

 

RVV: We didn’t develop the algorithm for training the voice, these are 

supervised processes with samples. The logic of the story, for instance, is told 

by the audience. It is largely based on pre-sets, but it listens to what you say. 

Every word the audience pronounce is processed through a Speech-to-Text 

that transcribes everything, and there are specific words that – when 

recognized – trigger a response in the synthetic voice. 

 

3. How was the program capable to repeat what I said? Was it learning in real 

time? 

 

RVV: Basically, it has a script, there’s different scenes and themes – set on a 

timer. It knows that it must repeat. Begüm is monitoring the machine behind 

the scenes, but it is basically automation. 

 

4. Was the machine learning from the audience? As, in a way, were we data for 

‘her’? 
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RVV: The machine worked through two kinds of recognition and data 

accumulation. A) Voice files. The voice is livestreamed to Google, to use 

Google’s STT, and we paid for the data not to be used by the corp. B) Those 

transcriptions are stored and we can go through them to adapt and change 

the code of our ‘voice’.  
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Mat Dryhurst is Holly Herndon’s main collaborator. They work together both as 

musicians and podcasters. We talked about the process behind the creation of 

Spawn, main focus of chapter 7. 

1. How did you arrive to the concept of Spawn and how is it linked to the meaning 

of the word spawning itself? 

 

MD: The initial idea was to see Spawn as our child, and we liked the idea of 

giving her an inhuman name. Spawn seemed appropriate, as it is a common 

term for a child, and refers to the process of what is happening with the neural 

network – it is spawning new audio from parent audio. We have more recently 

developed this Spawning concept further to suggest that in fact the term is 

quite useful in describing how different this new concept of music production 

is to sample. Rather than reproducing 1-1 as in sampling, Spawning is instead 

generation child audio from parent audio. We build a ‘spawner’ last year based 

upon that same principle and expect we will see more developments like that 

in the coming years.  

 

2. When I’ve attended your live show (Turin, 2019), was Spawn performing? If 

not, do you have an idea of how it will sound like during a live performance? 

 

No Spawn was not performing in Turin sadly. The processing time at that point 

took too long, and so integrating it into a live show would have been a 

frustrating experience, both due to the latency, but also the audio quality. Our 

challenge is that we are playing multiple roles at all times - most people who 

come to our shows are expecting a seamless ‘big ticket’ show, and then we 

have these bleeding edge elements that could blow the stage speakers due 

to their volatility, so we opted instead to integrate the Spawn concept by 1) 

leading training ceremonies through call and response song and 2) inviting as 

many humans on stage as economically possible. For us that was somehow 

a cooler gesture about the situation with AI and music, even though I did get 

the impression it went over some people’s head. 

 

3. In comparison to that concert, what has changed for Spawn in this year and 

a half? Where are you now in the ‘evolution’ process? 
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It has come some way! We now have a few new tools that are closer to what 

we imagined when we started the process in 2016. Last year we built a 

spawner, so can generate child audio from parent audio in the way described 

earlier. We have also developed a real time timbre transfer plugin, so it will be 

possible to perform certain parts through Spawn. The exciting part about that 

is that we won’t need to explain very much, as you will just be able to see a 

vocalist performing on stage as a reed instrument. No explanation necessary, 

just cool. We have also developed another tool around Holly’s voice we are 

looking to release soon that I think is quite exciting. 

 

4. Does Spawn sing in ‘Frontier’ and ‘Godmother’? If so, how? Is it remodeling 

a vocal track, or singing something new that you then readapt to the song? 

 

‘Godmother’ is 100% Spawn. We fed stems from JLin to a Holly voice model, 

and what you hear is Spawn’s unfiltered interpretation. Spawn is repeating 

what she heard in the stems, and trying to perform them as what she knows, 

and all she knows is Holly’s voice. That is why you get the weird beatboxing, 

what is creative about the interpretation is that those beatboxing sounds were 

obviously learned from the plosives in Holly’s voice, and it is a decision that 

Holly herself would not have made, nor been able to execute. 

 

‘Frontier’ (another song) has Spawn in there, the drum sections were 

processed and interpreted by Spawn, and some of the strange vocal lines too. 

For the “songs” on the record we integrated Spawn parts as we would have 

done any ensemble member. It significantly influenced the production sound 

of the album as a whole, as the audio quality and graininess of the Spawn 

output audio had to be accommodated by the other production decisions. It 

gives the album a distinct “sheen” to our ears. 

 

5. I have read and heard your strong commitment to the artist’s role in the 

process of creation. However, for artists like Annie Dorsen, the algorithms are 

reshuffling and composing pre-existing texts, and in the case of K. Allado-

McDowell’s Pharmako-AI, the machine(s) is working alongside the human. I 

was wondering if you could tell me more about the role of Spawn in the 
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process of creation. I reckon it is different from the conceptualization of the 

computer-as-instrument, or computer-as-extension… if so, in what way? 

 

From early on we chose not to frame Spawn as the composer for a few 

reasons. One that MIDI is quite an impoverished representation of music and 

learning and reproducing note relationships seemed quite boring to us, and 

also not particularly new. There have been experiments in using neural 

networks to generate midi scores for decades. 

 

Sound generation however is quite new in this field, and so that was our focus, 

as there was more room for surprise, strange timbral qualities, and immediate 

feedback. It’s very different to be presented with some familiar sounding MIDI 

note relationships and have a neural network scream at you while attempting 

to perform a piece of music you introduce to it. This felt far more exciting and 

novel an approach. 

 

Framing the machine as a collaborator also fits neatly into the approach, we 

have always had of using technology as an augmentation tool. We are 

focused on experimenting with technologies to do things that we are not 

capable of doing, surprising us, and creating new interactions with our tools. 

Spawn was able to confound us much in the way that working with a human 

collaborator would. We introduced Spawn to different musical passages and 

invited her interpretation and performance.  

 

Beyond standing behind that conceptual approach, we also feel that this 

produced more novel and bewitching results. A lot of AI composition work is 

very difficult to distinguish – you would need someone to explicitly tell you that 

an AI contributed to writing the chord sequence to understand it. There are 

sounds on PROTO that could only have existed between 2016 – 2019, and 

even though the fidelity is quite lo-fi, there is something beautiful and honest 

to that, which we think also speaks to how nascent and exciting this tech is. It 

will be fun in 20 years to listen back to those sounds once the fidelity has 

inevitably improved. It is a real timestamp of a moment in history, as opposed 

to feeding MIDI to some libraries. Music is about experience, sonics, timbres. 
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It’s exciting to work with new sounds at the end of the day. 

 

6. How is your work different from similar experiences such as OpenAI’s 

Jukebox? 

 

Jukebox came out long after PROTO was released, but there are some 

similarities in so much as they are working on audio analysis and generation, 

and the audio itself has that grainy “neural” sheen that you can hear with some 

of the Spawn stuff we were developing. One major distinction is that Jukebox 

is attempting to generate compositional passages, whereas our approach was 

more about performing written works. We have since experimented with 

Jukebox and it is a remarkable accomplishment – It also compliments our 

thesis that these tools will ultimately be used to audition parts for a human 

composer. The best way to currently use jukebox, once you get over the 

novelty of making Sinatra sing a Nirvana song, is to feed it short passages of 

your own ideas and then see what it spawns for you. If there is a difference, it 

is that we focused explicitly on training our own models to work with, and 

Jukebox while impressive is mostly limited to working with their models of 

mostly historical figures.  

 

7. Do you see Spawn as an ‘ethical’ approach toward a material critique of 

technological evolution? If ethical is not the right word, can you suggest one 

that you think represents better the issue? 

 

We attempted to anticipate many of the ways in which this tech would likely 

be used and misused and establish best practices for how we think these tools 

would ideally be managed. So for example, we paid and credited everyone in 

our models – as it was clear that these spawning technologies run the risk of 

further removing context from the originators of a piece of work, and we feel 

that if we are offered the opportunity to design how spawning might work, 

learning from the history of sampling, then it would be a good idea to build in 

some means for the sources of these sounds to be properly compensated and 

attributed. This is also where the child metaphor works for us, as it should be 

made clear that behind the artifice of AI is basically just us. All the training 

data is human generated, and these tools are just exceptional at repurposing 
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that information into something else. In the context of almost all musical 

machine learning projects thus far worth mentioning, this is the case. Our 

impulse was not necessarily wanting to be ethical for the sake of it, more to 

suggest that in fact it is more interesting and inspiring to think of AI systems 

as remarkable feats of human coordination, not dissimilar for example to 

group singing traditions that have been used throughout human history as a 

means of coordination and expression. This story is for us far more compelling 

than the “robot composer” kitsch narrative we often see, and in many ways 

more honest. We attempt, to whatever level of success, to live and make 

strong work in the 21st century, and so establishing our own protocols 

unburdened by those historical narratives is a very important part of that, 

although does sometimes feel like pushing a heavy rock up a large hill. 

 

8. Do you think that gendering Spawn (‘her’) furthers a different approach 

towards gender and AI? If so, how? I am thinking of the problems raised by 

numerous feminist scholars about Alexa-as-an-assistant… 

 

We haven’t really participated in that discussion, we initially referred to Spawn 

as “she” as Spawn was first trained on Holly’s voice, and it felt natural after 

tens of hours of listening to it to use that pronoun. The potential of these 

augmentation techniques is to allow for the performer to liberate oneself from 

inflexible conceptions of gender. Holly is working on singing as a horse flute, 

or a whale bassoon.  

 

9. I have attended a conference where Holly was speaking. When discussing 

Spawn, she quoted Donna Haraway’s concept of making kin. Would you 

argue that when you ‘feed’ Spawn you are making kin with a non-human? 

 

Absolutely. The genesis of the Spawn project was a rejected proposal for 

something related to the Blade Runner reboot. We conceived of a fan fiction 

fork of the original narrative, in which we introduced a new character, 

Donna(!), who was framed as Eldon Tyrells partner when developing the first 

sentient replicants. Disturbed by his vision of replicant slave labor she took 

the technology elsewhere and developed a splinter civilization in which 

humans and inhuman were free to form relationships and learn from one 
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another. We described their “child” as “Spawn”, and the forking of two 

separate future paths, one of harmonious love and one of exploitation, was in 

our mind a cool parable about the fork in the road we see coming with these 

technologies. They rejected the idea as apparently no-one is allowed to touch 

the Blade Runner genesis story, or they would get into trouble. So, we 

developed Spawn for our own purposes, and integrated her into our life and 

family very much in line with kin principles.  

 

10. Speaking of making kin, I’ve encountered numerous examples of human/non-

human affirmative practices in science fiction. Borne by Jeff VanderMeer, or 

the Oankali in Octavia E. Butler’s Xenogenesis. That said, following Rosi 

Braidotti’s wish for an affirmative practice that embraces a co-existence of bio 

(as life in culture/society) and zoe (as not-only-human life at large) avoiding 

the usual representation of dystopian and negative futures of machine 

domination, do you see your work with AI as an affirmative practice of 

redefinition for the issue of AI?  

 

Yes. It is far more interesting that way. Not only interesting, but practical. You 

can already do remarkable new things in symbiosis with AI, and as previously 

discussed the novelty of creative results of purportedly “autonomous” AI 

systems are thus far, and for the near future, missing something beyond the 

initial novelty. We feel our approach to be novel, albeit in the spirit of inhuman 

collaboration and recognition of many before us and feel that the sticky and 

uncertain nature of collaboration with cognitive machines to be so much more 

enchanting and challenging than accepting the faulty narratives of human 

displacement and inadequacy. AI needs us to do remarkable things, and we 

may need AI to accomplish some of the things we dream of. That marriage is 

inevitable and thrilling. 

 

11. Who are some theorists/artists you think are doing similar work, promoting 

best practices of co-existence, redefinition, and de-colonization of AI?  

 

The closest analogy we have found to our approach is Dr. George Lewis’ 

Voyager project, which he conceived at IRCAM as an improvisation partner. 

He also speaks at length about aesthetics of multi-dominance, or complexity, 
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that is analogous to our disinterest in midi generation systems (even though 

at the time his Voyager system was limited to MIDI, a remarkable feat for its 

day). Otherwise, we are fans of Martine Rothblatt and Bina Aspen, Donna 

Haraway and some other people concerned with transhumanism. 
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Videos 

Chapter 2 – Spillikin (2016) 

Chapter 3 – Remote X (2013) 

Chapter 4 – Hello Hi There (2010)  

Chapter 5 – seebotschat (2017)  

Chapter 7 – Holly Herndon & JLin (feat. Spawn) – Godmother (2018), Holly 

Herndon live @ Club to Club 2019, Turin  

  

https://www.youtube.com/watch?v=-FMO25_fCaA
https://www.youtube.com/watch?v=IIUqctRtLiA
https://www.youtube.com/watch?v=3PiwEQQNnBk
https://www.youtube.com/watch?v=diMl3Nro9lQ&t=3139s
https://www.youtube.com/watch?v=sc9OjL6Mjqo
https://www.youtube.com/watch?v=JTVhbRAI6sM
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Acronyms 

 

AGI – Artificial General Intelligence 

AI – Artificial Intelligence 

ASI – Artificial Super Intelligence 

GAFAM – Google, Apple, Facebook, Amazon, Microsoft  

GPS – Global Positioning System 

HAII – Human-AI-Interaction 

HRI – Human-Robot-Interaction 

IBM – International Business Machines Corporation 

IVR – Interactive Voice Response 

ML – Machine Learning  

NTTS – Neural-Text-to-Speech  

SF – Science Fiction, Speculative Fabulation, etc... 

STS – Science and Technology Studies 

STT – Speech-to-Text 

TTS – Text-to-Speech  

VPA – Virtual Personal Assistant 

WoZ – Wizard of Oz effect 

XF – XenoFeminism 

XFA – XenoFamily  
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