
AN

N
A
L
E
S
D
E

L’INSTI
T

U
T
F
O
U
R

IE
R

ANNALES
DE

L’INSTITUT FOURIER

Morgan MORANCEY

Approximate controllability for a 2D Grushin equation with potential
having an internal singularity
Tome 65, no 4 (2015), p. 1525-1556.

<http://aif.cedram.org/item?id=AIF_2015__65_4_1525_0>

© Association des Annales de l’institut Fourier, 2015,
Certains droits réservés.

Cet article est mis à disposition selon les termes de la licence
CREATIVE COMMONS ATTRIBUTION – PAS DE MODIFICATION 3.0 FRANCE.
http://creativecommons.org/licenses/by-nd/3.0/fr/

L’accès aux articles de la revue « Annales de l’institut Fourier »
(http://aif.cedram.org/), implique l’accord avec les conditions générales
d’utilisation (http://aif.cedram.org/legal/).

cedram
Article mis en ligne dans le cadre du

Centre de diffusion des revues académiques de mathématiques
http://www.cedram.org/

http://aif.cedram.org/item?id=AIF_2015__65_4_1525_0
http://creativecommons.org/licenses/by-nd/3.0/fr/
http://aif.cedram.org/
http://aif.cedram.org/legal/
http://www.cedram.org/
http://www.cedram.org/


Ann. Inst. Fourier, Grenoble
65, 4 (2015) 1525-1556

APPROXIMATE CONTROLLABILITY FOR A 2D
GRUSHIN EQUATION WITH POTENTIAL HAVING

AN INTERNAL SINGULARITY

by Morgan MORANCEY (*)

Abstract. — This paper is dedicated to approximate controllability for Gru-
shin equation on the rectangle (x, y) ∈ (−1, 1) × (0, 1) with an inverse square
potential. This model corresponds to the heat equation for the Laplace-Beltrami
operator associated to the Grushin metric on R2, studied by Boscain and Laurent.
The operator is both degenerate and singular on the line {x = 0}.

The approximate controllability is studied through unique continuation of the
adjoint system. For the range of singularity under study, approximate controllabil-
ity is proved to hold whatever the degeneracy is.

Due to the internal inverse square singularity, a key point in this work is the
study of well-posedness. An extension of the singular operator is designed imposing
suitable transmission conditions through the singularity.

Then, unique continuation relies on the Fourier decomposition of the 2d solution
in one variable and Carleman estimates for the 1d heat equation solved by the
Fourier components. The Carleman estimate uses a suitable Hardy inequality.
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Résumé. — On étudie la contrôlabilité approchée d’une équation de Grushin
avec potentiel singulier sur le rectangle (−1, 1) × (0, 1). Ce modèle est inspiré de
l’équation de la chaleur pour l’opérateur de Laplace-Beltrami associé à la métrique
de Grushin. Cet opérateur parabolique est à la fois dégénéré et singulier sur la
droite {x = 0}.

L’étude de la contrôlabilité approchée repose sur une propriété de prolongement
unique du système adjoint.

Le potentiel est dégénéré à l’intérieur du domaine d’étude ce qui fait de l’étude
du caractère bien posé le point central de cet article. Une extension autoadjointe
de l’opérateur singulier est construite en imposant des conditions de transmission
adéquate à travers la singularité.

Enfin, la propriété de prolongement unique repose sur la décomposition de Fou-
rier de la solution du problème 2D suivant l’une des variables et sur la preuve
d’une inégalité de Carleman pour le système 1D vérifié par les coefficients de Fou-
rier. Cette inégalité de Carleman utilise l’inégalité de Hardy.

1. Introduction

1.1. Main result

We consider for γ > 0 the following degenerate singular parabolic equa-
tion

(1.1)


∂tf − ∂2

xxf − |x|2γ∂2
yyf + c

x2 f

= u(t, x, y)χω(x, y),
(t, x, y) ∈ (0, T )× Ω,

f(t, x, y) = 0, (t, x, y) ∈ (0, T )× ∂Ω,
with initial condition

(1.2) f(0, x, y) = f0(x, y), (x, y) ∈ Ω.

The domain is Ω := (−1, 1)× (0, 1) and ω, the control domain, is an open
subset of Ω. The function χ is the indicator function. The coefficient c of the
singular potential is real and will be restricted to

(
− 1

4 ,
3
4
)
. The degeneracy

set {x = 0} coincides with the singularity set ; it separates the domain
Ω in two connected components. Due to the singular potential, the first
difficulty is to give a meaning to solutions of (1.1). Through the study
of an associated 1d heat equation, we will design a suitable extension of
the considered operator generating a continuous semigroup. The solutions
considered in this article will be related to this semigroup. This is detailed in
Section 2. Before stating the controllability result, we give some motivations
and justify the range of constants c ∈

(
− 1

4 ,
3
4
)
.

In [4], Boscain and Laurent studied the Laplace-Beltrami operator for

the Grushin-like metric given by the orthonormal basis X =
(

1
0

)
and

ANNALES DE L’INSTITUT FOURIER



SINGULAR GRUSHIN EQUATION: APPROXIMATE CONTROLLABILITY 1527

Y =
(

0
|x|γ

)
on R× T with γ > 0 i.e.

(1.3) Lu := ∂2
xxu+ |x|2γ∂2

yyu−
γ

x
∂xu.

They proved that this operator with domain C∞0
(
(R\{0})×T

)
is essentially

self-adjoint on L2(R × T) if and only if γ > 1. Thus, for the heat equa-
tion associated to this Laplace-Beltrami operator, no information passes
through the singular set {x = 0} when γ > 1. This prevents controllability
from one side of the singularity.
The change of variables u = |x|γ/2v, leads to study

(1.4) ∆γv = ∂2
xxv + |x|2γ∂2

yyv −
γ

2

(γ
2 + 1

) v

x2 .

The model (1.1) can then be seen as a heat equation for this operator.
By choosing a coefficient c instead of γ2

(
γ
2 + 1

)
we authorize a wider class

of singular potentials and decouple the effects of the degeneracy and the
singularity for a better understanding of each one of these phenomena.
Adapting the arguments of [4], one obtains that for any γ > 0, the operator
−∂2

xx−|x|2γ∂2
yy+ c

x2 with domain C∞0 (Ω\{x = 0}) is essentially self-adjoint
on L2(Ω) if and only if c > 3

4 . Thus, to look for controllability properties,
our study focuses on the range of constants c < 3

4 .
The lower bound c > − 1

4 for the range of constants considered comes
from well posedness issues linked to the use of the following Hardy inequal-
ity (see e.g. [8] for a simple proof)

(1.5)
∫ 1

0

z(x)2

x2 dx 6 4
∫ 1

0
zx(x)2dx, ∀z ∈ H1((0, 1),R) with z(0) = 0.

The critical case in the Hardy inequality c = − 1
4 is not directly covered by

the technics of this article.
The notion of controllability under study in this article is given in the

following definition.

Definition 1.1. — Let T > 0 and ω ⊂ Ω. The problem (1.1) is said
to be approximately controllable from ω in time T if for any (f0, fT ) ∈
L2(Ω)2, for any ε > 0, there exists u ∈ L2((0, T )×ω) such that the solution
of (1.1)-(1.2), in the sense of Proposition 2.10, satisfies

||f(T )− fT ||L2(Ω) 6 ε.

The main result of this article is the following characterization of ap-
proximate controllability.

TOME 65 (2015), FASCICULE 4



1528 Morgan MORANCEY

Theorem 1.2. — Let T > 0, γ > 0 and c ∈ (− 1
4 ,

3
4 ). Let ω be an open

subset of Ω. Then, (1.1) is approximately controllable from ω in time T in
the sense of Definition 1.1.

Except for the critical case of the Hardy inequality (c = − 1
4 ), this the-

orem fills the gap, for the approximate controllability property, between
validity of Hardy inequality (c > − 1

4 ) and the essential self-adjointness
property of [4] for c > 3

4 .

Remark 1.3. — One key point for this approximate controllability re-
sult is to give a meaning to the solutions of (1.1). As it will be noticed (see
e.g. Sect. 2.4) there are various possible definitions of solutions (depending
mostly on what transmission conditions are imposed at the singularity).
The validity of the approximate controllability property under study will
strongly depend on these transmission conditions. This is why, in Defini-
tion 1.1, it is precised that the solutions are understood in the sense of
Proposition 2.10.

Remark 1.4. — Going back to the Laplace-Beltrami operator studied
by Boscain and Laurent (1.4), we would get approximate controllability
for the heat equation associated to the operator ∆γ for any γ ∈ (0, 1). To
be closer to the setting they studied one can notice that, essentially with
the same proof, the approximate controllability result of Theorem 1.2 also
holds on (−1, 1)× T. This will be detailed in Remark 3.9.

By a classical duality argument, approximate controllability will be stud-
ied through unique continuation of the adjoint system. The unique contin-
uation result will be proved by a suitable Carleman inequality for an asso-
ciated sequence of 1d problems. This Carleman estimate rely on a precise
Hardy inequality.
The model (1.1) can also be seen as an extension of [3] where Beauchard

et al. studied the null controllability without the singular potential (i.e.
in the case c = 0). The authors proved that null controllability holds if
γ ∈ (0, 1) and does not hold if γ > 1. In the case γ = 1, for ω a strip in the
y direction, null controllability holds if and only if the time is large enough.
The inverse square potential for the Grushin equation has already been

taken into account by Cannarsa and Guglielmi in [9] but in the case where
both degeneracy and singularity are at the boundary. With our notations,
they proved null controllability in sufficiently large time for Ω = (0, 1) ×
(0, 1), ω = (a, b) × (0, 1), γ = 1 and any c > − 1

4 . They also proved that
approximate controllability holds for any control domain ω ⊂ Ω, any γ >
0 and any c > − 1

4 . Thus, the fact that our model presents an internal

ANNALES DE L’INSTITUT FOURIER



SINGULAR GRUSHIN EQUATION: APPROXIMATE CONTROLLABILITY 1529

singularity instead of a boundary singularity deeply affects the approximate
controllability property as it does not hold when c > 3

4 .
As in [3], the results of this article will strongly use an associated sequence

of 1d problems. As a by-product of the proof of Theorem 1.2, we obtain
the following approximate controllability result for the 1d heat equation
with a singular inverse square potential.

Theorem 1.5. — Let T > 0 and c ∈
(
− 1

4 ,
3
4
)
. Let ω be an open subset

of (−1, 1). Then approximate controllability holds for

(1.6)


∂tf − ∂2

xxf + c
x2 f = u(t, x)χω(x), (t, x) ∈ (0, T )× (−1, 1),

f(t,−1) = f(t, 1) = 0, t ∈ (0, T ),
f(0, x) = f0(x), x ∈ (−1, 1),

where the solutions of (1.6) are given by Proposition 2.5.

The null controllability issue for the 1d heat equation with such an in-
ternal inverse square singularity remains an open question. Like (1.1), it
has to be noticed that the solutions of (1.6) are related to the semigroup
generated by a suitable extension of the Laplace operator with a singular
potential.

1.2. Structure of this article

Due to the internal singularity and the fact that the considered operators
admit several self-adjoint extensions, the functional setting and the well
posedness are crucial issues in this article. Section 2 is dedicated to these
questions.

Section 3 is dedicated to the study of the unique continuation property for
the adjoint system. Using decomposition in Fourier series in the y variable
and unique continuation for uniformly parabolic operators we reduce the
problem to the study of a 1d singular problem with a boundary inverse
square potential. Then we conclude proving a suitable Carleman inequality
using an adapted Hardy’s inequality.
We end this introduction by a brief review of previous results concerning

degenerate and/or singular parabolic equations.

TOME 65 (2015), FASCICULE 4



1530 Morgan MORANCEY

1.3. A review of previous results

The first result for a heat equation with an inverse square potential c
‖x‖2

deals with well posedness issues. In [2], Baras and Goldstein proved com-
plete instantaneous blow-up for positive initial conditions in space dimen-
sion N if c < c∗(N) := − (N−2)2

4 . This critical value is the best constant
in Hardy’s inequality. Cabré and Martel also studied in [6] the relation
between blow-up of such equations and the existence of an Hardy inequal-
ity. Thus, most of the following studies focus on the range of constants
c > c∗(N). In this case, well posedness in L2(Ω) has been proved in [23]
by Vazquez and Zuazua. Notice that in those cases the singular set is the
point {0} (the singularity being at the boundary in the one dimensional
case) whereas in this article the singular set is a line separating the 2d
domain in two connected components.
The controllability issues were first studied for degenerate equations.

In [7, 17, 8, 10], Cannarsa, Martinez and Vancostenoble proved null control-
lability with a distributed control for a one dimensional parabolic equation
degenerating at the boundary. Then, they extended this result to more gen-
eral degeneracies and in dimension two. These results are based on suitable
Hardy inequalities and Carleman estimates. More recently, Cannarsa, Tort
and Yamamoto [11] proved approximate controllability for this one dimen-
sional equation degenerating at the boundary with a Dirichlet control on
the degenerate boundary. Then, Gueye [16] proved null controllability for
the same model. Its proof relies on transmutation and appropriate nonhar-
monic Fourier series.

Meanwhile, these Carleman estimates were adapted for heat equation
with an inverse square potential c

‖x‖2 in dimension N > 3. In [21], Van-
costenoble and Zuazua proved null controllability in the case where the
control domain ω contains an annulus centred on the singularity. Their
proof relies on a decomposition in spherical harmonics reducing the prob-
lem to the study of a 1d heat equation with an inverse square potential
which is singular at the boundary. The geometric assumptions on the con-
trol domain were then removed by Ervedoza in [15] using a direct Carleman
strategy in dimension N > 3. Notice that although these results deal with
internal singularity they cannot be adapted to our setting. Indeed, in [21] it
is crucial that the singularity of the 1d problem obtained by decomposition
in spherical harmonics is at the boundary. The Carleman strategy devel-
oped in [15] cannot be adapted in this article because our singularity is no
longer a point but separates the domain in two connected components.

ANNALES DE L’INSTITUT FOURIER
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For null controllability for a one dimensional parabolic equation both
degenerate and singular at the boundary we refer to [22] by Vancosteno-
ble. The proof extends the previous Carleman strategy together with an
improved Hardy inequality.

As the functional setting for this study is obtained through the design
of a suitable self-adjoint extension of our Grushin-like operator, we men-
tion the work [5] conducted simultaneously to this study. In this paper,
Boscain and Prandi studied some extensions of the Laplace-Beltrami op-
erator (1.3) for γ ∈ R. Among other things, they designed for a suitable
range of constants an extension called bridging extension that allows full
communication through the singular set. Even if the models under con-
sideration are not exactly the same, the approximate controllability from
one side of the singularity given by Theorem 1.2 is in agreement with the
existence of this bridging extension.

2. Well posedness

The previous results of the literature dealing with an inverse square po-
tential were obtained thanks to some Hardy-type inequality. For a boundary
inverse square singularity (as in [22]), the condition z(0) = 0 needed for
(1.5) to hold is contained in the homogeneous Dirichlet boundary condi-
tions considered. Thus, in [22], the appropriate functional setting to study
the 1d operator −∂2

xx + c
x2 with c > − 1

4 is{
f ∈ H2

loc((0, 1]) ∩H1
0 (0, 1) ; −∂2

xxf + c

x2 f ∈ L
2(0, 1)

}
.

For an internal inverse square singularity one still has
(2.1)∫ 1

−1

z(x)2

x2 dx 6 4
∫ 1

−1
zx(x)2dx, ∀z ∈ H1(−1, 1) such that z(0) = 0.

This inequality ceases to be true if z(0) 6= 0. Thus, the functional setting
must contain some informations on the behaviour of the functions at the
singularity.
In this section, we design a suitable self-adjoint extension of the operator

−∂2
xx − |x|2γ∂2

yy + c
x2 on C∞0 (Ω\{x = 0}). The next subsection deals with

an associated one dimensional equation. Section 2.3 will then relate this
one dimensional problem to the original problem in dimension two. In all
what follows, the coefficient of the singular potential will be parametrized

TOME 65 (2015), FASCICULE 4



1532 Morgan MORANCEY

in the form c = cν where

(2.2) cν := ν2 − 1
4 , for ν ∈ (0, 1).

2.1. Introduction of the 1D operator

For n ∈ N∗, γ > 0 and ν ∈ (0, 1) we consider the following homogeneous
problem

(2.3)
{
∂tf − ∂2

xxf + cν
x2 f + (nπ)2|x|2γf = 0, (t, x) ∈ (0, T )× (−1, 1),

f(t,−1) = f(t, 1) = 0, t ∈ (0, T ).

This equation is formally the homogeneous equation satisfied by the coef-
ficients of the Fourier expansion in the y variable done in [3] and will be
linked to (1.1) in Sect. 2.3. From now on, we focus on the well posedness
of (2.3).

Remark 2.1. — A naive functional setting for this equation is the adap-
tation of [22]{

f ∈ L2(−1, 1) ; f|[0,1] ∈ H2
loc((0, 1]) ∩H1

0 (0, 1),

f|[−1,0] ∈ H2
loc([−1, 0)) ∩H1

0 (−1, 0) and − ∂2
xxf + cν

x2 f ∈ L
2(−1, 1)

}
.

However, a functional setting where the two problems on (−1, 0) and (0, 1)
are well posed is not pertinent for the control problem from one side of the
singularity. It leads to decoupled dynamics on the connected components
of (−1, 0) ∪ (0, 1).

We study the differential operator

Anf(x) := −∂2
xxf(x) + cν

x2 f(x) + (nπ)2|x|2γf(x).

As ν ∈ (0, 1), the results of [4] imply that An defined on C∞0 ((−1, 0)∪(0, 1))
admits several self-adjoint extensions. We here specify the self-adjoint ex-
tension that will be used. Let

H̃2
0 (−1, 1) :=

{
f ∈ H2(−1, 1) ; f(0) = f ′(0) = 0

}
,

and

Fs :=
{
f ∈ L2(−1, 1) ; f = c+1 |x|ν+ 1

2 + c+2 |x|−ν+ 1
2 on (0, 1)

and f = c−1 |x|ν+ 1
2 + c−2 |x|−ν+ 1

2 on (−1, 0)
}
.

ANNALES DE L’INSTITUT FOURIER
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Notice that for any fs ∈ Fs,

(2.4)
(
−∂2

xx + cν
x2

)
fs(x) = 0, ∀x ∈ (−1, 0) ∪ (0, 1).

The parametrization (2.2) of the coefficient of the singular potential by ν
allows to write easily the functions of Fs.
The domain of the operator is defined by

D(An) :=
{
f = fr + fs ; fr ∈ H̃2

0 (−1, 1), fs ∈ Fs such that

f(−1) = f(1) = 0 , c−1 + c−2 + c+1 + c+2 = 0 and

(ν + 1
2)c−1 + (−ν + 1

2)c−2 = (ν + 1
2)c+1 + (−ν + 1

2)c+2
}
.(2.5)

Notice that for ν ∈ (0, 1), D(An) ⊂ L2(−1, 1). In the following, this unique
decomposition of functions of D(An) will be referred to as the regular part
for fr and the singular part for fs. As this domain is independent of n,
it will be denoted by D(A) in the rest of this article. The coefficients of
the singular part will be denoted by c+1 if there is no ambiguity and c+1 (f)
otherwise. The conditions imposed on these coefficients in (2.5) will be
referred to as the transmission conditions. These conditions are discussed
in Remark 2.4, their role and origin are discussed in Sect. 2.2 and 2.4.
This operator satisfies the following properties

Proposition 2.2. — For any n ∈ N∗ and ν ∈ (0, 1), the operator
(An, D(A)) is self-adjoint on L2(−1, 1). Moreover, for any f ∈ D(A),

(2.6) 〈Anf, f〉 > mν

∫ 1

−1
∂xfr(x)2dx+ (nπ)2

∫ 1

−1
|x|2γf(x)2dx,

where mν := min{1, 4ν2}.

Before proving this proposition in Sect. 2.2, we give some comments on
this construction of the 1d operator.

Remark 2.3. — As noticed in (2.4), the functions of Fs are chosen in
the kernel of the singular differential operator −∂2

xx + cν
x2 . Thus, for any

f ∈ D(A),
Anf =

(
−∂2

xxfr + cν
x2 fr

)
+ (nπ)2|x|2γf.

As done in [1, Proposition 3.1], for any fr ∈ H̃2
0 (−1, 1), writing

fr(x) =
∫ x

0
(x− s)f ′′r (s)ds,

and applying Minkowski’s integral inequality we get that the map x 7→
1
x2 fr(x) belongs to L2(−1, 1). Thus, (An, D(A)) is indeed an operator in
L2(−1, 1).

TOME 65 (2015), FASCICULE 4



1534 Morgan MORANCEY

Remark 2.4. — The reason for imposing these particular transmission
conditions is threefold. First, it implies the self-adjointness of the opera-
tor under consideration. This will be pointed out in the proof of Proposi-
tion 2.2. This choice is guided by the general theory of self-adjoint exten-
sions from the point of view of boundary conditions as detailed by Zettl [24,
Theorem 13.3.1, Case 5]. For the sake of clarity, the proof of self-adjointness
is done independently of this general theory in Sect. 2.2. A discussion relat-
ing this general theory and the domain (2.5) together with other possible
choices is done in Sect. 2.4.
The second interest of these transmission conditions is to ensure the

positivity of the operator, as detailed in the proof of Proposition 2.5.
Finally, these transmission conditions are really transmission conditions

in the sense that they allow some information to cross the singularity. In
matrix form, the transmission conditions can be rewritten as

(2.7)
(
c+1 (f)
c+2 (f)

)
= −1

2ν

(
−1 2ν − 1

2ν + 1 1

)(
c−1 (f)
c−2 (f)

)
, ∀f ∈ D(A).

Thus, the invertibility of the above matrix implies that if the singular part
of some function f ∈ D(A) identically vanishes on one side of the singularity
it also vanishes on the other side. This is a crucial point for the proof of
approximate controllability.

Using Proposition 2.2, the well posedness of the one dimensional system
(2.3) follows from Proposition 2.2 and the Hille-Yosida theorem (see e.g.
[12, Theorem 3.2.1]).

Proposition 2.5. — For any n ∈ N∗ and any f0 ∈ L2(−1, 1), problem
(2.3) with initial condition f(0, ·) = f0 has a unique solution

f ∈ C0([0,+∞), L2(−1, 1))∩C0((0,+∞), D(A))∩C1((0,+∞), L2(−1, 1)).

This solution satisfies

||f(t)||L2(−1,1) 6 ||f0||L2(−1,1).

In all what follows, we denote by e−Ant the semigroup generated by −An
i.e. for any f0 ∈ L2(−1, 1), the function t 7→ e−Antf0 is the solution of (2.3)
given by Proposition 2.5.

2.2. Well posedness of the 1D problem

This subsection is dedicated to the proof of Proposition 2.2. The proof
uses the following two lemmas.

The following lemma is proved in [24, Lemma 9.2.3].

ANNALES DE L’INSTITUT FOURIER
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Lemma 2.6. — For f, g ∈ H̃2
0 (−1, 1)⊕Fs, if we define

[f, g](x) := (fg′ − f ′g)(x), ∀x 6= 0,

then∫ 1

−1

(
−∂2

xxf + cν
x2 f

)
(x)g(x)dx =

∫ 1

−1
f(x)

(
−∂2

xxg + cν
x2 g

)
(x)dx

+ [f, g](1)− [f, g](0+)
+ [f, g](0−)− [f, g](−1).

The following lemma characterizes the behaviour of the regular part at
the singularity.

Lemma 2.7. — For any f ∈ H2(0, 1), satisfying f(0) = f ′(0) = 0,

lim
x→0

f(x)
x

3
2

= 0 and lim
x→0

f ′(x)
x

1
2

= 0.

The same holds for functions in H̃2
0 (−1, 1) and both limits x→ 0±.

Proof of Lemma 2.7. — As f(0) = f ′(0) = 0, it comes that

f(x) =
∫ x

0

∫ t

0
f ′′(s)dsdt.

Then, Cauchy-Schwarz inequality implies,

|f(x)| 6
∫ x

0

√
t

(∫ t

0
|f ′′(s)|2ds

) 1
2

dt 6 2
3

(∫ x

0
|f ′′(s)|2ds

) 1
2

x
3
2 .

The proof of the second limit is similar. �

We now turn to the proof of Proposition 2.2.
Proof of Proposition 2.2. — We start by proving that (An, D(A)) is a

symmetric operator. Thus, A∗n is an extension of An and self-adjointness
will follow from the equality D(A∗n) = D(An).

First step : we prove that (An, D(A)) is a symmetric operator. — Let
f, g ∈ D(A). As f(1) = g(1) = f(−1) = g(−1) = 0, it comes that

[f, g](1) = [f, g](−1) = 0.

Lemma 2.7 implies that

[f, g](0+) = [fs, gs](0+)

=
(
c+1 (f)c+2 (g)− c+2 (f)c+1 (g)

)
[|x|ν+ 1

2 , |x|−ν+ 1
2 ](0+),
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and

[f, g](0−) = [fs, gs](0−)

=
(
c−1 (f)c−2 (g)− c−2 (f)c−1 (g)

)
[|x|ν+ 1

2 , |x|−ν+ 1
2 ](0−)

= −
(
c−1 (f)c−2 (g)− c−2 (f)c−1 (g)

)
[|x|ν+ 1

2 , |x|−ν+ 1
2 ](0+).

Thus, using the matrix formulation (2.7) of the transmission conditions,
we get that for any f, g ∈ D(A)

c+1 (f)c+2 (g)− c+2 (f)c+1 (g) = −
(
c−1 (f)c−2 (g)− c−2 (f)c−1 (g)

)
.

This leads to
[f, g](0+) = [f, g](0−).

Finally, Lemma 2.6 implies that for any f, g ∈ D(A), 〈Anf, g〉 = 〈f,Ang〉.
Thus, to prove self-adjointness it remains to prove that D(A∗n) = D(A).

As D(A) is independent of n and x 7→ (nπ)2|x|2γ ∈ L∞(−1, 1) it comes
that D(A∗n) = D(A∗0).

Second step : minimal and maximal domains. — First, we explicit the
minimal and maximal domains in the case of a boundary singularity. With-
out loss of generality, we study the operator on (0, 1).
Using [1, Proposition 3.1], the minimal and maximal domains associated

to the differential expression A0 in L2(0, 1) are respectively equal to

H2
0 ([0, 1]) :=

{
y ∈ H2([0, 1]) ; y(0) = y(1) = y′(0) = y′(1) = 0

}
and {

y ∈ H2([0, 1]) ; y(0) = y′(0) = 0
}
⊕ Span

{
xν+ 1

2 , x−ν+ 1
2

}
.

Then, [24, Lemma 13.3.1] imply that the minimal and maximal domains
associated to A0 on the interval (−1, 1) are given by

(2.8) Dmin :=
{
f ∈ H̃2

0 (−1, 1) ; f(−1) = f(1) = f ′(−1) = f ′(1) = 0
}
,

and

(2.9) Dmax := H̃2
0 (−1, 1)⊕Fs.

Besides, the minimal and maximal operators form an adjoint pair.

Third step : self-adjointness. — The operator A0 being a symmetric
extension of the minimal operator it comes that D(A0) ⊂ D(A∗0) ⊂ Dmax.
Let g ∈ D(A∗0) be decomposed as g = gr + gs with gr ∈ H̃2

0 (−1, 1) and
gs ∈ Fs. We prove that g satisfy the boundary and transmission conditions.
By the definition of D(A∗0), there exists c > 0 such that for any f ∈ D(A),

|〈A0f, g〉| 6 c||f ||L2 .

ANNALES DE L’INSTITUT FOURIER



SINGULAR GRUSHIN EQUATION: APPROXIMATE CONTROLLABILITY 1537

Let f ∈ D(A)∩ H̃2
0 (−1, 1) be such that f ≡ 0 in (−1, 0). Then, Lemma 2.6

implies that

〈A0f, g〉 = 〈f,A0g〉+ [f, g](1) = 〈f,A0g〉+ f ′(1)g(1).

Thus, g(1) = 0. Symmetric arguments imply that g(−1) = 0.
We now turn to the transmission conditions. Let f ∈ D(A) be such that

its singular part is given by

c+1 (f) := 1
2ν , c+2 (f) := − 1

2ν .

Then, the transmission conditions imply

c−1 (f) = 1
2ν , c−2 (f) = − 1

2ν .

By Lemma 2.6

〈A0f, g〉 = 〈f,A0g〉+ [f, g](0−)− [f, g](0+).

Using Lemma 2.7 it comes that the regular parts have no contribution at
0 i.e. [f, g](0−) = [fs, gs](0−) and [f, g](0+) = [fs, gs](0+). Straightforward
computations lead to

[f, g](0+) = −c+1 (g)− c+2 (g), [f, g](0−) = c−1 (g) + c−2 (g).

We thus recover the first transmission condition. The second transmission
condition follows from similar computations with the choice of a particular
f ∈ D(A) satisfying

c+1 (f) := −
ν − 1

2
2ν , c+2 (f) := −

ν + 1
2

2ν .

Thus, D(A∗0) ⊂ D(A). This proves that (An, D(A)) is a self-adjoint opera-
tor.

Fourth step : positivity. — We end the proof of Proposition 2.2 by
proving (2.6). Let f ∈ D(A).
Using Lemma 2.6 and integration by parts it comes that

〈Anf, f〉 =
∫ 1

−1

(
− ∂2

xxfr + cν
x2 fr

)
(x)f(x)dx+

∫ 1

−1
(nπ)2|x|2γf2(x)dx,

=
∫ 1

−1
(∂xfr)2(x) + cν

x2 f
2
r (x)dx+

∫ 1

−1
(nπ)2|x|2γf2(x)dx

+ (−∂xfr)(1)fr(1) + ∂xfr(−1)fr(−1) + [fr, fs](1)
− [fr, fs](0+) + [fr, fs](0−)− [fr, fs](−1).
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Using Lemma 2.7, it comes that [fr, fs](0+) = [fr, fs](0−) = 0. Gathering
the boundary terms and using f(1) = f(−1) = 0 it comes that

〈Anf, f〉 =
∫ 1

−1
(∂xfr)2(x) + cν

x2 f
2
r (x)dx+

∫ 1

−1
(nπ)2|x|2γf2(x)dx

+ fr(1)∂xfs(1)− fr(−1)∂xfs(−1).
(2.10)

As f(1) = f(−1) = 0, it comes that

fr(1)∂xfs(1)

= −
(
c+1 (f) + c+2 (f)

)((
ν + 1

2

)
c+1 (f) +

(
−ν + 1

2

)
c+2 (f)

)
,

fr(−1)∂xfs(−1)

=
(
c−1 (f) + c−2 (f)

)((
ν + 1

2

)
c−1 (f) +

(
−ν + 1

2

)
c−2 (f)

)
.

Thus, a sufficient condition to ensure that An is non-negative is

(
c−1 (f) + c−2 (f)

)((
ν + 1

2

)
c−1 (f) +

(
−ν + 1

2

)
c−2 (f)

)
= −

(
c+1 (f) + c+2 (f)

)((
ν + 1

2

)
c+1 (f) +

(
−ν + 1

2

)
c+2 (f)

)
.

(2.11)

This follows directly from the transmission conditions. Thus, (2.10) implies

(2.12) 〈Af, f〉 >
∫ 1

−1
(∂xfr)2(x) + cν

x2 f
2
r (x)dx+

∫ 1

−1
(nπ)2|x|2γf2(x)dx.

If cν > 0, we get (2.6) with mν = 1. If cν < 0, using Hardy’s inequality
(2.1), it comes that∫ 1

−1
(∂xfr)2(x) + cν

x2 f
2
r (x)dx

= (1 + 4cν)
∫ 1

−1
(∂xfr)2(x)dx− 4cν

∫ 1

−1

(
(∂xfr)2(x)− 1

4
f2
r (x)
x2

)
dx

> (1 + 4cν)
∫ 1

−1
(∂xfr)2(x)dx.

This gives (2.6) with mν = 4ν2. This ends the proof of Proposition 2.2. �
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2.3. Semigroup associated to the 2D problem

Let f0 ∈ L2(Ω). For almost every x ∈ (−1, 1), f0(x, ·) ∈ L2(0, 1) and
thus can be expanded in Fourier series as follows

(2.13) f0(x, y) =
∑
n∈N∗

f0
n(x)ϕn(y),

where (ϕn)n∈N∗ is the Hilbert basis of L2(0, 1) of eigenvectors of the Laplace
operator on H2(0, 1) with homogeneous boundary conditions i.e.

ϕn(y) :=
√

2 sin(nπy), ∀n ∈ N∗,

and

f0
n(x) :=

∫ 1

−1
f0(x, y)ϕn(y)dy.

For any t ∈ (0, T ), we define the following operator

(2.14) (S(t)f0)(x, y) :=
∑
n∈N∗

fn(t, x)ϕn(y),

where for any n ∈ N∗, fn(t) := e−Antf0
n. Then, the following proposition

holds.

Proposition 2.8. — S(t) defined by (2.14) is a continuous semigroup
of contraction in L2(Ω).

Proof of Proposition 2.8. — By Proposition 2.5, S(t) is well defined, with
value in L2(Ω), it is a semigroup and satisfies the contraction property. For
any f0 ∈ L2(Ω), we have

||S(t)f0 − f0||2L2(Ω) =
∑
n∈N∗

||fn(t, ·)− f0
n||2L2(−1,1).

By Proposition 2.5 it comes that

||fn(t, ·)− f0
n||L2(−1,1) −→

t→0
0,

||fn(t, ·)− f0
n||L2(−1,1) 6 2||f0

n||L2(−1,1).

Thus, by the dominated convergence theorem, S(t)f0 −→
t→0

f0 in L2(Ω). �

Recall that the infinitesimal generator A of S(t) is defined on

D(A) :=
{
f ∈ L2(Ω) ; lim

t→0

S(t)f − f
t

exists
}
,

by

Af := lim
t→0

S(t)f − f
t

.
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The previous limits are related to the L2 norm. Then, from [18, Theorems
1.3.1 and 1.4.3] it comes that (A, D(A)) is a closed dissipative densely
defined operator and satisfies for any λ > 0, R(λI − A) = L2(Ω). The
following proposition links the system (1.1) and the semigroup S(t).

Proposition 2.9. — The infinitesimal generator A of S(t) is charac-
terized by

D(A) =
{
f ∈ L2(Ω) ; f =

∑
n∈N∗

fn(x)ϕn(y) with fn ∈ D(A) and

∑
n∈N∗

||Anfn||2L2(−1,1) < +∞
}
,(2.15)

and

(2.16) Af = −
∑
n∈N∗

(Anfn)(x)ϕn(y).

This operator extends the Grushin differential operator in the sense that

(2.17) Af = ∂2
xxf + |x|2γ∂2

yyf −
cν
x2 f, ∀f ∈ C∞0 (Ω\{x = 0}).

Proof of Proposition 2.9. — Let f0 ∈ D(A). Then, Af0 ∈ L2(Ω) and

S(t)f0 − f0

t
−→
t→0
Af0, in L2(Ω).

As Af0 ∈ L2(Ω), it can be decomposed in Fourier series in the y variable
i.e.

Af0(x, y) =
∑
n∈N∗

(Af0)n(x)ϕn(y).

Thus,∣∣∣∣∣∣∣∣S(t)f0 − f0

t
−Af0

∣∣∣∣∣∣∣∣2
L2(Ω)

=
∑
n∈N∗

∣∣∣∣∣∣∣∣fn(t)− f0
n

t
− (Af0)n

∣∣∣∣∣∣∣∣2
L2(−1,1)

−→
t→0

0.

This implies that for any n ∈ N∗, f0
n ∈ D(A) and

(Af0)n = −Anf0
n.

We thus get

−Af0 =
∑
n∈N∗

(Anf0
n)(x)ϕn(y).
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Conversely, let g ∈ L2(Ω) be such that for any n ∈ N∗, gn ∈ D(A) and∑
n∈N∗

||Angn||2L2(−1,1) < +∞. Let f ∈ D(A). Then,

|〈Af, g〉| 6
∑
n∈N∗

|〈Anfn, gn〉| 6

(∑
n∈N∗

||fn||2L2

) 1
2
(∑
n∈N∗

||Angn||2L2

) 1
2

.

This implies that g ∈ D(A∗). Finally, self-adjointness of S(t) and thus of A
ends the proof of (2.15). Straightforward computations lead to (2.17) and
thus end the proof of Proposition 2.9. �

Using Proposition 2.9, we rewrite (1.1)-(1.2) in the form

(2.18)
{
f ′(t) = Af(t) + v(t), t ∈ [0, T ],

f(0) = f0,

where v(t) : (x, y) ∈ Ω 7→ u(t, x, y)χω(x, y). The following proposition is
classical (see e.g. [18]) and ends this well posedness section

Proposition 2.10. — For any f0 ∈ L2(Ω), T > 0 and v ∈ L1((0, T );
L2(Ω)), system (2.18) has a unique mild solution given by

f(t) = S(t)f0 +
∫ t

0
S(t− τ)v(τ)dτ, t ∈ [0, T ].

In the following a solution of (1.1) will mean a solution of (2.18).

2.4. General theory of self-adjoint extensions

This subsection is dedicated to enlighten the choices made in the con-
struction of the functional setting leading to the definition (2.5) of D(A).

The question of finding the self-adjoint extensions of a given closed sym-
metric operator is classical. In [19, Theorem X.2] such extensions are char-
acterized by means of isometries between the deficiency subspaces. The
particular case of Sturm-Liouville operators has been widely studied : most
of these result are contained in [24]. The self-adjoint extensions are char-
acterized by means of generalized boundary conditions. In our case, we
are concerned with the Sturm-Liouville operator − d2

dx2 + cν
x2 on the inter-

val (−1, 1). This fits in the setting of [24, Chapter 13]. The number of
boundary conditions to impose is given by the deficiency index. Following
[1, Proposition 3.1], it comes that our operator on the interval (0, 1) has
deficiency index 2. This is closely related to the fact that ν ∈ (0, 1). Then,
[24, Lemma 13.3.1] implies that the deficiency index for the interval (−1, 1)
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is 4. We thus get the following proposition which is simply a rewriting of
[24, Theorem 13.3.1 Case 5].

Proposition 2.11. — Let u and v in Dmax be such that their restric-
tion on (0, 1) (resp. (−1, 0)) are linearly independent moduloH2

0 (0, 1) (resp.
H2

0 (−1, 0)) and

[u, v](−1) = [u, v](0−) = [u, v](0+) = [u, v](1) = 1.

LetM1, . . . ,M4 be 4×2 complex matrices. Then every self-adjoint extension
of the minimal operator is given by the restriction of Dmax to the functions
f satisfying the boundary conditions

M1

(
[f, u](−1)
[f, v](−1)

)
+M2

(
[f, u](0−)
[f, v](0−)

)
+M3

(
[f, u](0+)
[f, v](0+)

)
+M4

(
[f, u](1)
[f, v](1)

)
= 0,

where the matrices satisfy (M1M2M3M4) has full rank and

M1EM
∗
1 −M2EM

∗
2 +M3EM

∗
3 −M4EM

∗
4 = 0, with E :=

(
0 −1
1 0

)
.

Conversely, every choice of such matrices defines a self-adjoint extension.

We end this section by giving the choice of such matrices that we made
and give another functional setting that would lead to well posedness but
that is not adapted to controllability issues. We define on (0, 1) u and v to
be solutions of

−f ′′(x) + cν
x2 f(x) = 0

with (u(1) = 0, u′(1) = 1) and (v(1) = −1, v′(1) = 0) i.e.

u(x) = 1
2ν x

ν+ 1
2 − 1

2ν x
−ν+ 1

2 ,

v(x) = −
ν − 1

2
2ν xν+ 1

2 −
ν + 1

2
2ν x−ν+ 1

2 .

Thus for any f ∈ Dmax, [f, u](1) = f(1) and [f, v](1) = f ′(1), and for any
x ∈ [0, 1], [u, v](x) ≡ 1. We design u and v similarly on (−1, 0) i.e.

u(x) = − 1
2ν |x|

ν+ 1
2 + 1

2ν |x|
−ν+ 1

2 ,

v(x) = −
ν − 1

2
2ν |x|

ν+ 1
2 −

ν + 1
2

2ν |x|
−ν+ 1

2 .
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Due to the choice of functions u and v, the homogeneous Dirichlet condi-
tions at ±1 are implied by the choice

M1 =


1 0
0 0
0 0
0 0

 , M2 =


0 0

M̃2

0 0

 , M3 =


0 0

M̃3

0 0

 , M4 =


0 0
0 0
0 0
1 0

 .

Then, the conditions of Proposition 2.11 are satisfied if and only if the
matrix (M̃2 M̃3) has rank 2 and det(M̃2) = det(M̃3). Straightforward com-
putations lead to, for any f ∈ Dmax

[f, u](0+) = c+1 + c+2 , [f, v](0+) =
(
ν + 1

2

)
c+1 +

(
−ν + 1

2

)
c+2 ,

[f, u](0−) = c−1 + c−2 , [f, v](0−) = −
(
ν + 1

2

)
c−1 −

(
−ν + 1

2

)
c−2 .

Construction of D(A). The choice

M̃2 = M̃3 =
(

1 0
0 1

)
lead to the definition of D(A) in (2.5). The computations done in the
fourth step of the proof of Proposition 2.2 (see (2.12)) prove the positivity
and thus, Proposition 2.2 could also be seen as an application of Proposi-
tion 2.11.

Other construction. At this stage, there is another choice that would
lead to a self-adjoint positive extension. If, we set

M̃2 =
(

0 0
0 1

)
and M̃3 =

(
1 0
0 0

)
,

then the domain with conditions

(2.19) c+1 = −c+2 , c−1 = −
−ν + 1

2
ν + 1

2
c−2 ,

give rise to a self-adjoint positive operator. However, from a point of view
of controllability, this domain does not seem interesting as this conditions
couple the coefficients on each side on the singularity. As it can be noticed
from the proof of Proposition 3.3, once the domain of An is defined to
ensure well-posedness, the only requirement on the transmission condition
to obtain the approximate controllability result of Theorem 1.2 is

c−1 = c−2 = 0 =⇒ c+1 = c+2 = 0.
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This is not satisfied for the transmission conditions (2.19) and we cannot
apply the results developed in this article to this functional setting.
As a matter of fact, one gets from [24, Proposition 10.4.2] (characterizing

self-adjoint extensions in the case of a boundary singularity, similarly to
Proposition 2.11 for internal singularity) that the two problems on (−1, 0)
and (0, 1) with conditions (2.19) are well-posed. Thus the dynamics really
are decoupled and approximate controllability from one side of the singu-
larity does not hold for the transmission conditions (2.19).

Remark 2.12. — Notice that the goal here is not to give an exhaustive
characterization. This will be pointless with regards to the main goal of
giving a meaning to (1.1). Indeed, in the construction of the semigroup S we
here imposed the same transmission conditions for each Fourier component.
As soon as we have different transmission conditions ensuring to have a
self-adjoint extension An, there is infinitely many extensions A generating
a semigroup.

Symmetry of transmission. At this stage, one can wonder if there are
non-symmetric transmission conditions i.e. a choice of matrices M̃2 and M̃3
such that

c−1 = c−2 = 0 =⇒ c+1 = c+2 = 0,

c+1 = c+2 = 0 6=⇒ c−1 = c−2 = 0.

Rewriting the condition

M̃2

(
[f, u](0−)
[f, v](0−)

)
+ M̃3

(
[f, u](0+)
[f, v](0+)

)
=
(

0
0

)

as

M̂2

(
c−1
c−2

)
+ M̂3

(
c+1
c+2

)
=
(

0
0

)

we get that the condition det(M̃2) = det(M̃3) implies det(M̂2) = det(M̂3).
It is then not possible to have only one of the matrices M̂2 and M̂3 invert-
ible. Thus, in this setting, there is no choice of non-symmetric transmission
conditions.
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3. Unique continuation

We consider the adjoint system of (1.1)

(3.1)


∂tg − ∂2

xxg − |x|2γ∂2
yyg + cν

x2 g = 0, (t, x, y) ∈ (0, T )× Ω,

g(t, x, y) = 0, (t, x, y) ∈ (0, T )× ∂Ω,

g(0, x, y) = g0(x, y), (x, y) ∈ Ω.

Here again this system is understood in the sense of the self-adjoint exten-
sion A designed i.e. for any g0 ∈ L2(Ω), the solution of (3.1) is given by
S(t)g0.
This section is dedicated to the study of the following unique continuation

property

Definition 3.1. — Let T > 0 and ω ⊂ Ω. We say that the unique
continuation property from ω holds for system (3.1) if the only solution of
(3.1) vanishing on (0, T )× ω is identically zero on (0, T )× Ω i.e.(

g0 ∈ L2(Ω), χωS(t)g0 = 0 for a.e. t ∈ (0, T )
)

=⇒ g0 = 0.

By a classical duality argument, Theorem 1.2 is equivalent to the follow-
ing unique continuation theorem.

Theorem 3.2. — Let T > 0, γ > 0 and ν ∈ (0, 1). Let ω be an open
subset of Ω. The unique continuation property from ω holds for the adjoint
system (3.1) in the sense of Definition 3.1.

Without loss of generality, we may assume that ω is an open subset of one
connected component of Ω\{x = 0}. As it will be noticed in Remark 3.4,
if ω intersects both connected components of Ω\{x = 0} then the proof is
simpler. In the following we assume that ω ⊂ (−1, 0)× (0, 1).

The rest of this section is dedicated to the proof of Theorem 3.2. In
Sect. 3.1, we prove that if g(t) := S(t)g0 is vanishing on (0, T )× ω then it
is vanishing on (0, T ) × (−1, 0) × (0, 1). This will imply that any Fourier
component gn has no singular part and is identically zero on [−1, 0].
Then, we are left to study a one dimensional equation on the regular part

with a boundary inverse square singularity. Dealing with the regular part,
we know furthermore that the function under study has the H2 regularity
and satisfies ∂xgn(t, 0) = 0. This will be used in Sect. 3.2 to prove a suitable
Carleman estimate, relying on an adapted Hardy inequality, to end the
proof of Theorem 3.2.
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3.1. Reduction to the case of a boundary singularity

The goal of this section is the proof of the following proposition

Proposition 3.3. — Let T > 0, γ > 0, ν ∈ (0, 1) and ω be an open
subset of (−1, 0)×(0, 1). Assume that g0 ∈ L2(Ω) is such that g(t) := S(t)g0

is vanishing on (0, T )× ω. Then g is vanishing on (0, T )× (−1, 0)× (0, 1).
Moreover, for any n ∈ N∗, the nth Fourier component satisfies

c−1 (gn) = c−2 (gn) = c+1 (gn) = c+2 (gn) = 0,
gn(t, x) = χ(0,1)(x)gn,r(t, x) for every (t, x) ∈ (0, T )× (−1, 1),

where gn,r is the regular part of gn.

Proof of Proposition 3.3. — Let ε > 0 be such that

ω ⊂ Ω−ε := (−1,−ε)× (0, 1).

For every t ∈ [0, T ],

(S(t)g0)(x, y) =
∑
n∈N∗

gn(t, x)ϕn(y),

where gn is the solution of (2.3) with initial condition g0
n.

We check that on Ω−ε , the operator A is uniformly elliptic. Let h ∈ D(A)
and φ ∈ C∞0 (Ω−ε ). Then,

〈Ah, φ〉L2(Ω−ε ) =
∫ −ε
−1

∫ 1

0
Ah(x, y)φ(x, y)dydx

= −
∑
n∈N∗
〈Anhn, φn〉L2(−1,−ε)

= −
∑
n∈N∗
〈hn, Anφn〉L2(−1,−ε)

= 〈h,
(
∂2
xx + |x|2γ∂2

yy −
cν
x2

)
φ〉L2(Ω−ε ).

Thus, h ∈ D(A) implies that

Ah
D′(Ω−ε )

=
(
∂2
xx + |x|2γ∂2

yy −
cν
x2

)
h.

As h ∈ D(A), this equality also holds in L2(Ω−ε ). In particular, this
implies that

∂2
xxh+ |x|2γ∂2

yyh ∈ L2(Ω−ε ),
and also that A is uniformly elliptic on Ω−ε . Thus, using classical unique
continuation results for uniformly parabolic operators with variable coef-
ficients (see e.g. [20, Theorem 1.1]), it comes that S(t)g0 = 0 for every
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t ∈ (0, T ] in L2(Ω−ε ). Then, it comes that S(t)g0 = 0 for every t ∈ (0, T ] in
L2(Ω−0 ). If, for any n ∈ N∗, we decompose gn in regular and singular part
(as defined in (2.5)) we get

(3.2) c−1 (gn(t)) = c−2 (gn(t)) = 0, ∀t ∈ (0, T ),

(3.3) gn,r(t, x) = 0, ∀(t, x) ∈ (0, T )× (−1, 0).

Using the transmission conditions in (2.5), it also comes that c+1 (gn(t)) =
c+2 (gn(t)) = 0 and thus the singular part is identically zero on (0, T ) ×
(−1, 1). This ends the proof of Proposition 3.3. �

Remark 3.4. — Notice that Proposition 3.3 proves that if ω intersects
both connected components of Ω\{x = 0}, then unique continuation from
ω hold for any ν ∈ (0, 1).

Proposition 3.3 implies that if χωS(t)g0 is identically zero then for any
n ∈ N∗, gn ∈ C0((0, T ], H2 ∩H1

0 (0, 1)) ∩ C1((0, T ], L2(0, 1)) is solution of
(3.4)

∂tgn − ∂2
xxgn +

( cν
x2 + (nπ)2x2γ

)
gn = 0, (t, x) ∈ (0, T )× (0, 1),

gn(t, 0) = gn(t, 1) = 0, t ∈ (0, T ),
∂xgn(t, 0) = 0, t ∈ (0, T ).

We prove in Sect. 3.2 that this leads to gn ≡ 0 using a suitable Carleman
estimate.

3.2. Carleman estimate

This subsection is dedicated to the proof of the following Carleman type
inequality.

Proposition 3.5. — Let T > 0 and QT := (0, T ) × (0, 1). There exist
R0, C0 > 0 such that for any R > R0, for every γ > 0, ν ∈ (0, 1) and n ∈ N∗,
any g ∈ C1((0, T ], L2(0, 1)) ∩ C0((0, T ], H2 ∩ H1

0 (0, 1)) with ∂xg(t, 0) ≡ 0
on (0, T ) satisfies

C0R
3
∫∫

QT

1
(t(T − t))3 exp

(
−2Rxb

t(T − t)

)
g2(t, x)dxdt

6
∫∫

QT

|Pn,ν,γg(t, x)|2 exp
(
−2Rxb

t(T − t)

)
dxdt,(3.5)

where
Pn,ν,γ := ∂t − ∂2

xx +
( cν
x2 + (nπ)2x2γ

)
,
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and b satisfies

(3.6)
{

if ν ∈
(
0, 1

2
]
, b ∈ (0, 1),

if ν ∈
( 1

2 , 1
)
, b := 2− 2ν ∈ (0, 1).

Before proving Proposition 3.5 we show that it ends the proof of Theo-
rem 3.2. Let g0 ∈ L2(Ω) be such that χωS(t)g0 ≡ 0. Using Proposition 3.3
and the final comment of Sect. 3.1, it comes that for any n ∈ N∗, gn ∈
C1((0, T ], L2(0, 1))∩C0((0, T ], H2∩H1

0 (0, 1)) with ∂xgn(t, 0) ≡ 0 on (0, T ).
As, gn is solution of (3.4), it comes that Pn,ν,γgn ≡ 0 on (0, T )×(0, 1). Then,
Proposition 3.5 implies that gn ≡ 0 and thus, as gn ∈ C0([0, T ], L2(0, 1)),
we recover g0 = 0.

Remark 3.6. — Contrarily to Carleman estimates proved by Vancoste-
noble [22], there are no boundary terms in the right-hand side of the in-
equality. Actually, the homogeneous Neumann boundary condition at x = 0
is crucial for inequality (3.5) to hold.

The proof will rely on the following Hardy type inequality.

Proposition 3.7. — For any z ∈ H2 ∩H1
0 (0, 1) with z′(0) = 0,

(1− α)2

4

∫ 1

0
xα−2z(x)2dx 6

∫ 1

0
xαz′(x)2dx <∞, ∀α ∈ [−2, 2).

The statement and the proof are classical (see for example [22, Theorem
2.1]). The main novelty here is that due to the extra information z′(0) = 0,
we can prove the Hardy inequality with singular potential up to α > −2.
Proof of Proposition 3.7. — Applying the generalized Hardy inequality

[8] we get Proposition 3.7 for α ∈ [0, 2). Let α ∈ [−2, 0). Applying this
generalized Hardy inequality to z′, we have

(α+ 1)2

4

∫ 1

0
xαz′(x)2dx 6

∫ 1

0
xα+2z′′(x)2dx <∞.

For any c ∈ R,

0 6
∫ 1

0

(
x
α
2 z′(x) + cx

α−2
2 z(x)

)2
dx

=
∫ 1

0
xαz′(x)2 + c2xα−2z(x)2 + cxα−1(z2)′(x)dx.

From Lemma 2.7, integration by parts lead to∫ 1

0
xα−1(z2)′(x)dx = −

∫ 1

0
(α− 1)xα−2z(x)2dx.
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Thus, for any c ∈ R,

∫ 1

0
xαz′(x)2dx >

(
c(α− 1)− c2

) ∫ 1

0
xα−2z2dx.

Choosing c = 1
2 (α− 1) ends the proof of Proposition 3.7. �

We set some notations that will used throughout the proof.
Let θ : t ∈ (0, T ) 7→ 1

t(T−t) . Let σ(t, x) := θ(t)xb where b satisfies (3.6).
Notice that as b ∈ (0, 1) every space derivative of the weight function is
singular at x = 0. This will be useful to handle the singular potential. The
idea of using such a weight is inspired by [11]. In Remark 3.8, we give further
comments on this choice of weight function. To simplify the notations, we
denote the partial derivatives by subscripts: gx stands for ∂xg.

Proof of Proposition 3.5. — We set for R > 0,

(3.7) z(t, x) := e−Rσ(t,x)g(t, x).

From the definition of σ we get that, for any x ∈ (0, 1), z(0, x) = z(T, x) =
zt(0, x) = zt(T, x) = 0. The boundary conditions on g also imply that for
any t ∈ (0, T ), z(t, 0) = z(t, 1) = zx(t, 0) = 0.
By Proposition 3.7, these boundary conditions imply that x 7→ z(t,x)

x2 ∈
L2(0, 1), x 7→ zx(t,x)

x ∈ L2(0, 1) and using Lemma 2.7 we get

(3.8) z(t, x)
x

3
2
−→
x→0

0, zx(t, x)
x

1
2
−→
x→0

0.

Straightforward computations lead to e−RσPn,ν,γg = P+
R z + P−R z where

P+
R z : = (Rσt −R2σ2

x)z − zxx +
( cν
x2 + (nπ)2x2γ

)
z,

P−R z : = zt − 2Rσxzx −Rσxxz.

Then,

(3.9)
∫∫

QT

P+
R zP

−
R zdxdt 6 1

2

∫∫
QT

e−2Rσ|Pn,ν,γg|2dxdt.

The rest of the proof follows the classical Carleman strategy [14] (see [13]
for a pedagogical presentation). We just pay attention to the singular terms.
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First step : integrations by part lead to.

1
2

∫∫
QT

e−2Rσ|Pn,ν,γg|2dxdt >
∫∫

QT

P+
R zP

−
R zdxdt

= R

∫ T

0
σx(t, 1)z2

x(t, 1)dt− 2R
∫∫

QT

σxxz
2
xdxdt

+
∫∫

QT

(
−R2 σtt + 2R2σxσxt − 2R3σ2

xσxx + R

2 σxxxx
)
z2dxdt

+R

∫∫
QT

(
−2 cν

x3 + 2γ(nπ)2x2γ−1
)
σxz

2dxdt.(3.10)

Performing integrations by parts, it is easily seen that 〈P+
R z, P

−
R z〉 = I1 +

· · ·+ I5, where

I1 : = 〈(Rσt −R2σ2
x)z − zxx, zt〉

=
∫∫

QT

(
− R

2 σtt +R2σxσxt

)
z2dxdt,

I2 : = −R2〈σtz, 2σxzx + σxxz〉

= −R2
∫ T

0

[
σtσxz

2]1
0 dt+R2

∫∫
QT

σxtσxz
2dxdt,

I3 : = R3〈σ2
xz, 2σxzx + σxxz〉

= R3
∫ T

0

[
σ3
xz

2]1
0 dt−R3

∫∫
QT

2σ2
xσxxz

2dxdt,

I4 : = R〈zxx, 2σxzx + σxxz〉

= R

∫ T

0

[
σxz

2
x

]1
0 dt−R

∫∫
QT

σxxz
2
xdxdt+R

∫ T

0
[σxxzzx]10 dt

−R
∫∫

QT

(
σxxz

2
x + σxxxzzx

)
dxdt

= R

∫ T

0

([
σxz

2
x

]1
0 + [σxxzzx]10 −

[ 1
2σxxxz

2]1
0

)
dt

+R

∫∫
QT

(
1
2σxxxxz

2 − 2σxxz2
x

)
dxdt.
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and

I5 : = 〈
( cν
x2 + (nπ)2x2γ

)
z, zt − 2Rσxzx −Rσxxz〉

= −R
∫ T

0

[( cν
x2 + (nπ)2x2γ

)
σxz

2
]1

0
dt

+R

∫∫
QT

( cν
x2 + (nπ)2x2γ

)
x
σxz

2dxdt.

Summing these terms and using (3.9) leads to

1
2

∫∫
QT

e−2Rσ|Pn,ν,γg|2dxdt >
∫∫

QT

P+
R zP

−
R zdxdt

=−R2
∫ T

0

[
σtσxz

2]1
0 dt+R3

∫ T

0

[
σ3
xz

2]1
0 dt+R

∫ T

0

[
σxz

2
x

]1
0 dt

+R

∫ T

0
[σxxzzx]10 dt−R

∫ T

0

[ 1
2σxxxz

2]1
0 dt

−R
∫ T

0

[( cν
x2 + (2nπ)2|x|2γ

)
σxz

2
]1

0
dt− 2R

∫∫
QT

σxxz
2
xdxdt

+
∫∫

QT

(
−R2 σtt + 2R2σxσxt − 2R3σ2

xσxx + R

2 σxxxx
)
z2dxdt

+R

∫∫
QT

(
−2 cν

x3 + 2γ(nπ)2x2γ−1
)
σxz

2dxdt.

The weight being regular at x = 1 and z(t, 1) = 0 every boundary term at
x = 1 vanishes except

R

∫ T

0
σx(t, 1)z2

x(t, 1)dt.

Using (3.8) and b > 0 we get that every boundary term at x = 0 vanish.
For example

σxxxz
2 = b(b− 1)(b− 2)xb z

2(x)
x3 −→

x→0
0.

Thus, we get (3.10).

Second step : lower bounds on the right-hand side of (3.10). — Recall
that σ(t, x) = θ(t)xb with b satisfying (3.6).

Boundary term. As b > 0, we have σx(t, 1) > 0 and thus

(3.11) R

∫ T

0
σx(t, 1)z2

x(t, 1)dt > 0.
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Potential coming from the degeneracy. As σx(t, x) = bθ(t)xb−1 > 0 on
QT and

∫ 1
0
z2

x2 dx <∞, it comes that

(3.12) 0 6 R
∫∫

QT

2γ(nπ)2x2γ−1σxz
2dxdt <∞.

Regular term. Let

Ir :=
∫∫

QT

(
−R2 σtt + 2R2σxσxt − 2R3σ2

xσxx
)
z2dxdt.

We prove that for R large enough the leading term in Ir is the one in R3.
From straightforward computations we have

(3.13) − 2R3
∫∫

QT

σ2
xσxxz

2dxdt = 2b3(1− b)R3
∫∫

QT

θ3x3b−4z2dxdt.

Notice that this term is non-negative as b ∈ (0, 1). Classical computations
imply that

|θtt(t)|+ |θ(t)θt(t)| 6 Cθ3(t), ∀t ∈ (0, T ).
Here and in the following, C denotes a positive constant that may vary
each time it appears. Thus,∣∣∣∣∫∫

QT

(
−R2 σtt + 2R2σxσxt

)
z2dxdt

∣∣∣∣ 6 C ∫∫
QT

θ3 (R2x2b−2 +Rxb
)
z2dxdt.

As b ∈ (0, 1), for every x ∈ (0, 1), x2b−2 6 x3b−4 and xb 6 x3b−4. Hence, as
soon as R > 1,∣∣∣∣∫∫

QT

(
−R2 σtt + 2R2σxσxt

)
z2dxdt

∣∣∣∣ 6 CR2
∫∫

QT

θ3x3b−4z2dxdt.

Together, with (3.13), we get

Ir > C(R3 −R2)
∫∫

QT

θ3x3b−4z2dxdt.

Using, x3b−4 > 1 on (0, 1), we get the existence of C0 and R0 positive
constants such that for R > R0,

(3.14) Ir > C0R
3
∫∫

QT

θ3z2dxdt.

Singular potential. Let

Is := −2R
∫∫

QT

σxxz
2
xdxdt+R

∫∫
QT

(
1
2σxxxx − 2cνσx

x3

)
z2dxdt.

Notice that the two singular potentials are of the same order. Indeed,
1
2σxxxx − 2cνσx

x3 = b

2 ((b− 1)(b− 2)(b− 3)− 4cν)xb−4.
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We prove that

(3.15) Is > 0.

From the Hardy’s inequality given in Proposition 3.7, with α := b− 2, we
get

Is = 2Rb(1− b)
∫ T

0
θ

∫ 1

0
xb−2z2

xdxdt

+ b

2R
∫ T

0
θ

∫ 1

0
((b− 1)(b− 2)(b− 3)− 4cν)xb−4z2dxdt

>
b

2R
∫ T

0
θ

∫ 1

0

(
(1− b)(b− 3)2− (1− b)(b− 2)(b− 3)− 4cν

)
xb−4z2dxdt

= b

2R
∫ T

0
θ

∫ 1

0
((1− b)(3− b)− 4cν)xb−4z2dxdt

Recall that cν = ν2 − 1
4 . Thus, if ν ∈

(
0, 1

2
]
we have cν 6 0 and then

(1− b)(3− b)− 4cν > (1− b)(3− b) > 0,

for any b ∈ (0, 1). This gives (3.15).
If ν ∈

( 1
2 , 1
)
, setting b = 2− 2ν we still have b ∈ (0, 1) and

(1− b)(3− b)− 4cν = 0.

This gives (3.15).

Conclusion. Gathering (3.11), (3.12), (3.14) and (3.15) in (3.10) we get
that for R > R0,

1
2

∫∫
QT

e−2Rσ|Pn,ν,γg|2dxdt > C0R
3
∫∫

QT

θ3z2dxdt.

This ends the proof of Proposition 3.5. �

Remark 3.8. — We here point out some of the differences between
Proposition 3.5 and the Carleman estimates established in the case of a
boundary inverse square singularity in [21, 22]. In both estimates the sin-
gular potential appears as ∫∫

QT

σx
x3 z

2dxdt.

In [21], the weight is defined by p(x) = 1− x2

2 . Thus, the singular potential
can be treated with some classical Hardy type inequalities.
In our situation, using the extra information zx(t, 0) = 0, we are able to

deal with a weight function with singular derivatives. The weight is chosen
concave so that the term in R3 is the leading one. The weight is chosen
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increasing to deal with the boundary term σx(t, 1)z2
x(t, 1). At the same

time, this allows to deal with the potential coming from the degeneracy
(3.12). The price to pay is that we have to handle very singular terms of
the form ∫∫

QT

θxb
z2

x4 dxdt.

Thus the Carleman estimate stated in Proposition 3.5 only holds because
of the extra information zx(t, 0) = 0.

Remark 3.9. — To be closer to the setting studied by Boscain and Lau-
rent [4], we could study for (t, x, y) ∈ (0, T )× (−1, 1)× T,

(3.16)


∂tf − ∂2

xxf − |x|2γ∂2
yyf + γ

2

(γ
2 + 1

) 1
x2 f = u(t, x, y)χω(x, y),

f(t,−1, y) = f(t, 1, y) = 0,

f(0, x, y) = f0(x, y).

Defining the semigroup as

T (t)f0(x, y) :=
∑
n∈Z

fn(t, x)einy,

with fn := e
−tAn

π f0
n we get that its infinitesimal generator is an exten-

sion of the singular Grushin operator on C∞0 ([(−1, 0) ∪ (0, 1)] × T). As in
Proposition 2.10, this semigroup leads to a unique mild solution of (3.16).
As 0 < γ

2
(
γ
2 + 1

)
< 3

4 for γ ∈ (0, 1), essentially with the same proof as
Sect. 3, we would obtain approximate controllability for any γ ∈ (0, 1).

4. Conclusion, open problems and perspectives

In this paper we have investigated the approximate controllability prop-
erties for a 2d Grushin equation which presents both a degeneracy and an
inverse square singularity on the internal set {x = 0}. As the associated
operator possesses several self-adjoint extensions, the functional setting in
which we study the well posedness and unique continuation for the adjoint
system is crucial. This functional setting relies on a precise study of the 1d
associated operators and the design of a self-adjoint extension of the sin-
gular operator with suitable transmission conditions across the singularity.
Using classical unique continuation results for uniformly parabolic op-

erators, the study of unique continuation is reduced to the study of a 1d
problem with a boundary inverse square singularity. The proof of unique
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continuation is ended with a suitable Carleman type estimate that relies
on an adapted Hardy inequality.
An interesting open problem coming from this work is the question of

null controllability in the case ν ∈ (0, 1). The by-now classical strategy
would be to prove uniform observability for the 1d adjoint systems. This
has been done in the case where there is no singular potential in [3] and
with a boundary singular potential in [9]. The Carleman type estimate we
proved in this paper might not be directly used as it holds true only for
the regular part of the coefficient gn. Dealing with the singular part in
Carleman type estimates is quite tricky as we cannot perform integrations
by part on the singular part. The other difficulty relies on the fact that we
want these estimates to be uniform with respect to n.

Acknowledgements. — The author thanks K. Beauchard for having
drawn his attention to this problem and for fruitful discussions. The au-
thor thanks M. Gueye and D. Prandi for interesting discussions and the
reviewers that helped improving the presentation of this article.
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