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ABSTRACT

The airwake of a model Simple Frigate Shape 2 (SFS2) was studied in a low-speed wind

tunnel. This airwake was measured using a novel time-dependent, dual plane, stereoscopic

particle image velocimetry approach. Two flow planes over the flight deck, one parallel and

one perpendicular to the free-stream were simultaneously measured. Measurements were

carried out over four such pairs of streamwise-spanwise plane combinations. Additionally,

the airwake with and without a simulated atmospheric boundary layer (sABL) was studied.

The synchronicity of the measurements were taken advantage of to carry out conditional

averages of the flow field to isolate and study certain flow events (and its footprint) within

the airwake. Those flow events that are likely relevant to rotorcraft operations in the vicinity

of ships were chosen to carry out this conditional analysis.

Conditionally averaged statistics of the large vertical fluctuations in the shear layer over

the flight deck revealed sharp velocity gradients as well as large-scale flow features above

and over large portions of the deck. The fields conditioned on large positive vertical fluctua-

tions were opposite in sign (or the mirror) of those with large negative vertical fluctuations,

pointing to a temporal symmetry associated with the oscillation of the shear layer. The

flow scenario with the sABL showed similar turbulence levels with almost identical flow

structures. An examination of the two stable flow states of the hangar door wake, based on

conditional statistics, revealed that each state influenced nearly the entire flow field. Ad-

ditionally, the mean temporal and spatial evolution of the airwake as the flow transitions

between these two states was established. In the case of the flow with the sABL, both flow

states persisted for shorter time periods. Overall this study strengthened the growing body

of evidence that points to the airwake being a flow field that is a coupled or encapsulating

flow structures that are interacting.
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1 Introduction

The present work is devoted to improving the overall understanding of the airwake/rotor

dynamic interface (DI). In this context, the primary objective of this thesis is to analyze the

highly unsteady three-dimensional (3D) flow structures of the ship airwake. This complex

flow field is the result of the interaction between the atmospheric boundary layer developing

over the sea and the bluff, unstreamlined shapes of ships. Specifically this thesis deals with a

class of ships that are of interest to the Navy. This chapter presents the primary motivation

behind this work along with a chronological review of relevant previous studies, leading to a

description of the objectives and an outline of the thesis.

1.1 The Ship Airwake and the Dynamic Interface Problem

Many Naval operations of helicopters and other aircraft involve taking off and landing

from the flight deck, which is usually located near the stern of ships, as shown in Fig. 1.1.

The ship airwake is one fundamental contributor to the so-call dynamic interface (DI), which

is defined as the environment between the ship and such aircraft in the vicinity of the ship.

The unstreamlined shape of naval ships are known to create complex three-dimensional

separated flows with embedded turbulence. Specifically, airwakes tend to produce localized

zones of high upwash and downwash over the flight deck [18]. These highly turbulent flow

features coupled with the rotor downwash tend to produce highly unsteady airloads on

rotorcraft. Specifically, rotorcraft flying in a ship airwake experience unsteady loading on

both the rotor and the fuselage due to the inherent shear layers and high flow vorticity present

within the airwake. This results in degrading rotorcraft handling qualities, which requires an

increase in pilot control activity during near-ship operations [19]. Previous airwake studies

[2, 10, 14] identified large-scale turbulent structures over the flight deck that contribute to

the complexity of the ship airwake. As shown in Figure 1.2, the bow of the ship generates

upstream turbulence. In addition, the funnel structure generates a shedding wake as well as a

horsehoe vortex that extends downstream. Further, a flow recirculation region forms behind

each backward-facing step (the flight hangar forming one such step) and additional flight

1



deck vortices are generated. These structures are highly three-dimensional and unsteady in

nature [2, 14]. Moreover, the downwash of the rotor and associated ground effects coupled

with these unsteady flow features of the airwake further increase the complexity of the DI.

The ship’s motion, which is influenced by sea conditions, adds another layer of complexity

to the DI. For example, ships can roll, pitch, yaw, heave, surge, and sway [13] complicating

landing or takeoff operations for pilots and onboard personnel.

Figure 1.1 A helicopter landing on the flight deck of a frigate [1].

The primary motivating factor for understanding the ship airwake is personnel, ship, and

aircraft safety [12]. To determine the safety and limitations of helicopter-ship operations,

Ship-Helicopter Operational Limits (SHOL) are used. Here, SHOL is a safety envelope con-

structed based on first-of-class flight trials (FOCFTs), for every combination of in-service

helicopter and ship [20]. These SHOL diagrams show relative wind-over-deck (WOD) di-

rections and speeds at which the aircraft can operate. The FOCFTs are conducted at sea

to determine the boundaries of this envelope. They are usually performed over a relatively

short period of time and are at the mercy of the weather. Consequently, it is not possible

to obtain test points at every desired WOD limit, resulting in conservative SHOLs that

are often limited by schedule and meteorological constraints rather than pilot capabilities
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[3]. Figure 1.3 shows an example of a SHOL diagram. It provides WOD angles around the

circumference and WOD speeds. The thick black lines denote the SHOL boundaries that

enclose the safety envelope within which rotorcraft-ship operations can be safely conducted

[3].

Figure 1.2 Large-scale turbulent structures over the flight deck [2].

While at-sea trials are expensive and time consuming, flight simulators offer a safer and

cheaper way to train pilots in these operations [4]. Thus, a model that represents the airwake

accurately for use in flight simulators is important to improve pilot training and operational

limits in a more effective manner than sea trials [21]. Other potential benefits of high-fidelity

DI models include expanding the safety envelope of SHOLs along with possible improvements

in ship design [19]. Hence, from various perspectives a better understanding of the physics

of the DI is needed. This has been the long-term goal of most, if not all, aerodynamic

studies of the ship airwake found in the literature. Such studies included computational

and/or experimental approaches. In this regard, the literature survey presented in this

thesis provides a detailed examination of previous research using computational simulations
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as well as different experimental techniques. This literature review also highlights the current

gaps in understanding the three-dimensional behavior of the ship airwake, which motivated

the present work.

Figure 1.3 A typical SHOL diagram [3].

1.2 Literature Review

This section provides a review of the relevant work on ship airwakes. Both computational

and experimental approaches are considered. Particularly, experimental studies that used the

particle image velocimetry (PIV) approach are reviewed in detail as it is the approach used

in the current study. Additionally, the importance of properly representing the atmospheric

boundary layer in experimental studies is discussed.

1.2.1 Computational Airwake Modeling

The increased computational power and availability of appropriate computational fluid

dynamics (CFD) codes have led to rapid progress in computational airwake modeling. Nu-

merical efforts at simulating the airwake began in the early 2000s [22]. These computational
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approaches can be distinguished based on the fidelity of the solvers and turbulent models

used. They are categorized into the following broad - Euler (inviscid) solvers, Reynolds Av-

eraged Navier Stokes (RANS) solvers, Detached-Eddy Simulations (DES), and Large-Eddy

Simulations (LES).

In the early 2000s, Euler (inviscid) solvers were used by Bogstad et al. [23] and Sezer-

Uzol et al. [24] to construct an aerodynamic database for ship-specific simulators. These

authors argued that inviscid CFD simulations offered a cost-effective alternative to solvers

that account for viscous effects. However, inviscid solvers inherently present results with

limited validity because of the overlooked viscous effects. Some of the shortcomings of this

approach were highlighted by Sezer-Uzol et al. [24], who observed that the simulated wake

over the flight deck occupied a smaller spatial region and presented less axial asymmetry

when compared to experimental results.

Technological advancements allowed for the use of more sophisticated turbulent models

to simulate the airwake with higher degrees of fidelity. The RANS method numerically solves

the averaged quantities of the flow field using time-averaged Navier-Stokes equations [25]. In

contrast to LES and DES, this method is computationally less expensive. However, all RANS

models have limitations due to the modelling assumptions used to derive the mathematical

formulation of the model [26]. Hence, these models have to be validated against experimental

data for better accuracy and reliability [27].

More recent studies used Large-Eddy Simulations (LES), where only the subgrid small

scales were modelled. However, due to its high computational cost, it is also common to

encounter airwake simulations that used a hybrid approach called Detached-Eddy Simula-

tions (DES). This approach combines LES and Reynolds Average Navier-Stokes (RANS)

modeling. This approach offers the accuracy benefits of LES modeling while retaining the

efficiency of RANS models, which results in reduced computational costs compared to a full

fledged LES approach [26].

Forrest and Owen [4] carried out DES simulations of the ship airwake using unstructured
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grids at several WOD angles. The Simple Frigate Shape No. 2 (SFS2) and a Royal Navy

Type 23 Frigate (T23) were studied. Figure 1.4a shows the time-averaged and instantaneous

velocity contours corresponding to the headwind case on the SFS2 model. The results clearly

showed the distinctive flow features of the ship airwake such as the recirculation regions

behind each step, the wake behind the funnel, and the flow reattachment region further

downstream over the flight deck. In-situ and wind tunnel measurements were used to validate

computational results on the T23 and SFS2 models, respectively. The mean velocity showed

fairly good agreement with experimental data for the headwind case, as shown in Fig. 1.4b

and Fig. 1.4c. However, some differences between computational and experimental results

existed for the oblique WOD case (e.g., wind at 45◦ from starboard). Figure 1.4d shows that

although the qualitative trends of all three mean velocity components were captured, the

CFD results underestimated the magnitudes of the streamwise and spanwise mean velocities

and overestimated the mean wall-normal velocity. Similarly, the turbulence intensity (shown

in Fig. 1.4e) presented higher degrees of disagreement in the case of the oblique WOD case

when compared to the headwind case. These authors concluded that DES was suitable for

ship airwake modeling because of its ability to capture smaller-scale turbulent structures in

the flow. However, some fundamental limitations of this approach, particularly at the higher

WOD angles, were observed.

Polsky [22] investigated the suitability of using a Monotone Integrated Large Eddy Simu-

lation (MILES) in conjunction with a k−ω turbulence modeling approach to study the ship

airwake. MILES is a non-classical Large Eddy Simulation (LES) approach based on using

the unfiltered Navier Stokes equations [28]. The author concluded that steady-state CFD

calculations were unable to accurately model the ship airwake. Yet, the time-accurate calcu-

lations showed good agreement with experimental data. The author also observed that using

coarse grids in regions of flow separation (e.g, recirculation bubble) resulted in large discrep-

ancies in flow velocities when compared with wind tunnel data, highlighting the importance

of grid quality in computational airwake simulations.
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Figure 1.4 (a) Mean and instantaneous velocity contours for the headwind case on the
SFS2 model. (b) through (e) show comparisons between computational and experimental
data: (b) headwind mean velocity comparison (c) headwind turbulence intensity (d) mean

velocity for wind at 45◦ from starboard (e) turbulence intensity for wind at 45◦ from
starboard. All turbulence intensity values were normalized by V∞ at 50% deck length. [4].
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Later on, Snyder and Kang [5] carried out a computational analysis of the ship airwake

using Cobalt, a commercial parallel processing Navier-Stokes solver on an unstructured tetra-

hedral grid [29]. This study also used a MILES flow model. Figure 1.5 and 1.6 show the

time-averaged flow velocity compared with those from experiments for the ship in a 7-knot

headwind. Figure 1.5 highlights the plane along the ship centerline. In this figure, the white

arrows represent the CFD results and the black arrows represent in-situ scaled measurements.

Figure 1.6 shows the comparison of the computational results with wind tunnel point mea-

surements. This study showed reasonable agreement with experimental measurements, with

better agreement in velocity direction than in magnitude. However, vector comparison at

only certain locations in the flow provided limited insight into the spatial structure of the

airwake. Moreover, each plane was interpreted separately, completely omitting the correla-

tion between centerline and horizontal planes. Thus, the three-dimensional aspects of the

airwake were overlooked.

Figure 1.5 CFD results by Snyder and Kang [5] depicted in white arrows and color
contours. They were compared to in-situ scaled data (black arrows) for a 7-knot (141 in

s−1) headwind case.

Other airwake studies that utilized an LES approach include those by Rao et al. [6] and

Zhang et al. [30]. These studies were carried out to predict the flow past the SFS2. The main

focus of these studies was on capturing the asymmetric flow phenomena of simplified frigate

shapes previously investigated by Syms [31] and Herry et al. [8]. These studies highlighted
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Figure 1.6 CFD results from Snyder and Kang [5] in blue arrows. They were compared to
in-situ measurements (black arrows) and wind tunnel measurements (red arrows) for a
7-knot headwind case. (a) Ship centerline vertical plane. (b) Horizontal plane parallel to

the flight deck [5].

the presence of two stable flow configurations behind each backward-facing step of the SFS2.

Each state featured two distinct vortices: one located on one side, whereas the other, nar-

rower and stretched, was seen on the opposite side with respect to the ship midplane. This

flow configuration was observed to switch between stable states intermittently.

Figure 1.7 shows the time-averaged vorticity overlaid with streamlines. These results

showed that each state featured two characteristic vortices: a larger vortex on one side of

the ship behind the step and a smaller vortex on the opposite side with respect to the ship

centerline, located above the step. Additionally, the authors observed that in each of the

two flow states, the larger vortex behind the step persisted further downstream as compared

to its counterpart across the vertical midplane. Rao et al. [6] concluded that the unequal

strength of streamwise vortices close to the lateral edges of the ship provoked either bistable

flow states. Nevertheless, neither study investigated the temporal behavior of this bistable

phenomenon.

Even though computational simulations have proved to be useful in investigating ship

airwakes, there exist clear limitations. Simulations require fine computational grid in re-
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Figure 1.7 Contours of the time-averaged streamwise vorticity overlaid with streamlines in
the wake of the ship model showing (a) state 1 and (b) state 2. The plane is located

directly downstream of the ship, looking upstream [6].

gions of flow separation as well as precise schemes to accurately model the spatio-temporal

characteristics of the ship airwake. This is because of its highly unsteady and turbulent

nature. More modern turbulent models such as DES have proven to be insightful. Never-

theless, discrepancies with experimental measurements were observed in some cases. This is

perhaps because of the high dissipation levels of the turbulent scales in the airwake, which

pose many challenges for most CFD simulations [14]. Finally, computational studies that

used LES approaches provided limited insight in the airwake physics because of the lack

of suitable validation data and/or overlooked spatio-temporal characteristics of the flow.

Consequently, the predictive capabilities of CFD airwake simulations still remain uncertain.

1.2.2 Experimental Airwake Studies

For many years, various experimental techniques have been used to study the flow field

around ships. Particularly, recent technological developments in experimental equipment and

data processing tools have allowed in-depth studies of the airwake physics using image-based

experimental approaches. This section discusses previous airwake research that used an ex-

perimental approach. First, in-situ measurement techniques such as sonic and ultra-sonic

anemometry are presented. Then, studies that involved model-scale testing in wind tun-

nels such as flow visualization approaches, hot wire anemometry (HWA), multi-hole probes,
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Laser Doppler anemometry (LDA), and particle image velocimetry (PIV) based studies are

discussed. An emphasis is made on PIV techniques since it is the approach used for the

current study.

The airflow over the flight deck of ships has been measured with the goal of improving

physical understanding as well as model and simulation validation. Sea trials included the

use of different types of anemometers to measure the ship airwake at different locations on

ship decks. Unfortunately, this approach presented many challenges and limitations such

as the dependence on weather conditions, safety concerns with respect to installation of

experimental equipment on ships, time constrains, and high costs. Additionally, much at-

sea airwake measurements have limited reliability due to contamination from high levels of

electromagnetic interference from ship systems and instruments [21].

Snyder and Kang [5] used ultrasonic, three-velocity component anemometers on the flight

deck of a U. S. Naval Academy Yard Patrol vessel to validate CFD simulations. While the

data was adequate for validation purposes, the mean velocity direction and magnitude from

point measurements did not provide a complete picture of the airflow over the ship deck

because very few locations were sampled at a time. Similarly, Luznik et al. [32] performed

turbulence measurements at various spatial locations over the flight deck of a 32-meter-long

U.S. Navy training vessel using sonic anemometers as well as thermometers. Once again,

the data allowed the analysis of mean flow and turbulence statistics but were insufficient

for detailed analysis of the airwake due to operational and instrumentation factors such as

varying wind direction, inconsistent vessel speed, unequal measurement periods and sparse

spacing of anemometers on the flight deck. Overall, in-situ measurements are highly de-

pendent on operational and environmental factors. Therefore, most of the data currently

used for both physical studies as well as CFD validation are obtained from wind tunnel

experiments. The controlled environment in wind tunnels offers the advantage of maintain-

ing constant upstream conditions such as free-stream velocity, pressure, temperature, and

Reynolds number (Re) as well as allowing easier access to install measurement equipment,
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thus providing reliable measurements at a lower cost.

A few experimental studies of the ship airwake included wind tunnel flow visualization

studies. For example, Mora [7] used this technique to study the aerodynamics of the SFS2

model by identifying the three-dimensional flow structures that formed on the flight deck

surface. Figure 1.8 shows a top view of the model’s flight deck and the flow patterns on the

surface as a result of this simple but effective technique. They showed the formation of two

foci behind the backward-facing step as well as a flow reattachment region downstream of

the recirculation bubble, which were in agreement with the turbulent structures previously

identified (see Fig. 1.2 for reference).

Figure 1.8 Flow pattern on the SFS flight deck surface at zero-angle WOD [7].

Another experimental technique used to study the ship airwake included pressure probes.

Specifically, White and Chaddock [33] used multi-hole probes to gather wind speed and tur-

bulence data at various locations over the flight deck of a model Navy frigate and compared

them with sea trial measurements. They concluded that the model flow field was not an

identical replica of the full-scale field since the wind tunnel measurements underestimated

the severity of the turbulence levels measured from sea trials.

Other flow measurement approaches such as hot wire anemometry (HWA) and pressure

probes have also been used in ship airwake studies. In 1998, Zan et al. [34] used cross-wire

12



HWA to map out the flow field in the vicinity of the flight deck of a model frigate. The cross-

wire HWA approach was used to measure the instantaneous streamwise and wall-normal

velocities, providing two-dimensional flow measurements. The author highlighted that HWA

had good resolution and fast response. However, it could not differentiate between forward

and reversing flows, resulting in unreliable measurements in zones of potentially reversing

flow such as the recirculation region. Another notable study involving HWA measurements

was that by Healey [35]. The measurements included instantaneous velocities, turbulence

intensities, and spectra at seventeen locations along a typical helicopter glide path over

the deck. The gathered measurements provided a single-point database for simulations

of helicopter flight in the airwake. However, they were not used to study the physics of

airwakes. Overall, HWA has been proven to be suitable for CFD validation and establishing

databases. However, it is not effective in mapping spatially correlated velocity fields because

this approach yields point measurements at limited spatial locations over the deck, resulting

in a limited physical insight into the correlated motions of the flow.

1.2.3 Particle Image Velocimetry (PIV) Approach

Recently, PIV techniques have been more commonly used in ship airwake studies. This

non-intrusive technique uses optical methods to obtain instantaneous velocity fields, pro-

viding suitable data for physical analyses of the airwake. In 2004, Wadcock et al. [36]

studied the aerodynamic interactions between a tandem-rotor helicopter and an amphibious

assault ship using PIV measurements. This study used one laser sheet at a fixed stream-

wise location, perpendicular to the flow direction, to acquire three-component velocity field

measurements. A combination of different ship yaw angles and helicopter landing sites were

studied. The tunnel and model allowed the translation of the ship in the streamwise direc-

tion, which eliminated camera and laser sheet re-calibration for different trials, saving time

and reducing uncertainties. It was noted, however, that a disadvantage of this approach

was that the laser sheet was no longer parallel to the ship’s longitudinal axis in the case

of the yawed ship. Nevertheless, the PIV measurements showed the effects of ship yaw an-
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gles on deck vortex strength and location. Additionally, measurements from the combined

ship-helicopter configurations identified the locations on the deck where the helicopter wake

convected, which contributed to the understanding of the DI. This work provided a bench-

mark for CFD validation and a wealth of information needed to further understand the

ship-rotorcraft aerodynamic interactions.

Herry et al. [8] studied the effects of ship yaw angles on the bistable states of the wake

behind a three-dimensional double backward facing steps (behavior also observed by Rao

et al. [6] in computations). In this case, they used a single laser sheet positioned on the

horizontal plane located at the step midheight (see Fig. 1.9). The time-averaged flow fields,

viewed from above (see Fig. 1.10) showed clear flow asymmetries with respect to the ship

centerline for different yaw angles. The authors concluded than in a headwind, the recircu-

lation region showed two bistable states. However, the yawed ship resulted in biased flow

which featured a larger vortex on the port and starboard sides for positive and negative ship

yaw angles, respectively (see Fig. 1.10 for reference). Herry’s work allowed for the study of

coherent flow features in the airwake, which was possible thanks to the spatially correlated

PIV measurements. Additionally, these measurements provided valuable information for

computational validation. Nevertheless, this study only offered a two-dimensional perspec-

tive of the physics of the bistable states. This is because only one measurement plane was

used. In order to further understand airwake flow features such as the one studied by Herry

et al. [8], three-dimensional correlated measurements in more than one plane are needed.

Particularly, these measurements are necessary to identify any interactions between these

bistable states and other flow states.

More recently, Dooley et al. [9] combined PIV and LDA approaches to investigate the

airwake of a model ship in a water tunnel. The single point measurements using LDA were at

a location where a helicopter is expected to hover as it lands on the flight deck. Figure 1.11

shows the time-averaged streamwise and wall-normal velocities as well as the turbulence

intensities, respectively. The gaps observed are due to blockage of the PIV cameras by a
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Figure 1.9 Single horizontal laser sheet located at the step midheight to study flow
bistability with a three-dimensional double backward facing steps [8].

Figure 1.10 The yawed ship resulted in biased flow which featured a larger vortex on
starboard and port sides for negative and positive ship yaw angles βg, respectively. [8].
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structural beam of the tunnel. Small discrepancies between the experimental and computa-

tional results were found in the shear layer area, where the LDA technique was used. On the

other hand, turbulence intensities showed relatively high discrepancies as CFD consistently

overpredicted turbulence intensity levels in multiple spatial regions when compared to the

experimental data. Overall, this experimental approach presented an interesting alternative

to the conventional PIV approach as the LDA point measurements were used to validate PIV

measurements. The main focus of this study was computational validation rather than an

in-depth study of the physics. Thus, a single laser sheet was sufficient. However, if a similar

approach was desired to experimentally study three-dimensional coherent structures in the

airwake, a combination of multiple PIV measurement planes and/or LDA measurements in

various locations may be required.

Figure 1.11 Time-averaged streamwise and wall-normal velocities ū and w̄ as well as the
turbulent intensities uRMS and wRMS, respectively [9].

Some experimental studies have used two PIV measurement planes, measuring each plane

independently and superposing the time-averaged results from the isolated planes to infer

three-dimensional behavior. In 2009, Tinney and Ukeiley [10] investigated the flow over a

three-dimensional double backward facing step using two PIV planes, measuring each plane

independently. This study allowed quantitative measurements with these two planes along

the streamwise and spanwise directions, (x, y) and (y, z) planes in Fig. 1.12, respectively.

The laser sheet location used for the streamwise plane was varied between seven positions

while that of the spanwise plane included twelve locations.

The mean velocity fields and stream traces in the streamwise plane (see Fig. 1.13) clearly

showed the recirculation regions behind each step while the mean turbulence stress contours
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Figure 1.12 Schematic of the model ship and the two measurement planes used by Tinney
and Ukeiley [10].

indicated separated shear layers over the flight deck. Measurements from snapshots in the

spanwise plane revealed vortex sheets upstream of the steps over the top surface of the

model and a horseshoe vortex behind the first step. Additionally, turbulent kinetic energy

(TKE) levels in the spanwise planes before and after the flow reattachment region showed

agreement with the TKE levels in the streamwise plane (see Fig. 1.14). This demonstrated

that using multiple intersecting planes allows for the observation of three-dimensional time-

averaged turbulent structures in the airwake. However, the planes under investigations were

Figure 1.13 Time-averaged velocity fields and stream traces in the streamwise plane along
the ship centerline. Study by Tinney and Ukeiley [10].
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not temporally correlated with each other but rather measured and processed independently.

Consequently, this approach did not allow a three-dimensional spatio-temporal analysis of the

airwake, which is needed for a deeper understanding of the flow and ultimately representing

the airwake in flight simulators.

Later on, Nacakli [11] used a similar approach while incorporating a helicopter rotor to

(a)

(b)

Figure 1.14 Turbulent kinetic energy contours of wall-normal fluctuations in the (a)
streamwise and (b) two spanwise planes. Study by Tinney and Ukeiley [10].
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analyze its effects on the airwake. PIV surveys included one plane along the ship center-

line and one at the mid-deck location perpendicular to the ship centerline. Each plane was

measured individually and mean statistics were compared. Additionally, rotor thrust mea-

surements accompanied the PIV surveys. Figure 1.15 shows the flow velocity fields with the

rotor on both planes. This study showed the time-averaged effects of the rotor downwash on

the ship airwake and provided practical spatial resolution for mapping the thrust coefficient

response along both planes. However, the lack of temporal correlation between the intersect-

ing planes limited the three-dimensional applicability of this study, which is fundamental in

understanding whole-field characteristics of the airwake/rotorcraft interface.

Figure 1.15 Mean flow velocity in (a) measurement plane along ship centerline and (b)
measurement plane perpendicular to ship centerline. Both planes include the operating

rotor [11].

Other PIV approaches involved measuring the plane along the ship centerline and an

intersecting horizontal plane parallel to the flight deck surface. For example, Mora [7] used

this approach on a SFS model using PIV complemented with LDA measurements at strate-

gically selected locations within the flow field. Each plane was measured independently and

mean flow contours were compared to analyze time-averaged flow features. These measure-

ments showed the spanwise and streamwise extent of the recirculation bubble. However, only
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mean flow velocity maps were analyzed, overlooking the temporal behavior of the airwake.

Additionally, only 50 instantaneous frames were used, which may limit the reliability of the

study due to the possible lack of convergence of the turbulence statistics.

Gallas et al. [12] measured the flow fields over identical planes on a simplified frigate

model to study the effects of active flow control on the ship airwake. In this case, the

laser sheet was directed through the model and reflected using a mirror, allowing it to be

transmitted through the hangar door and illuminate a plane parallel to the flight deck (see

Fig. 1.16).

Figure 1.16 Experimental schematic of Gallas et al. [12], which featured a horizontal
measurement plane parallel to the flight deck.

The mean flow structure was obtained by superposing the time-averaged results from

the two planes. An illustrative map is shown in Fig. 1.17, which displays the magnitude of

the streamwise velocity field without active flow control. While this approach is valid for an

average flow analysis, three-dimensional, unsteady flow effects could not be analyzed because

the measurement planes were again not temporally correlated.

At ERAU, experimental airwake studies were conducted by Palm [13], Seth [14], and Zhu

[15]. In 2020, Seth [14] used a combination of HWA and PIV measurements supported by

surface oil flow visualization to better characterize the unsteady aerodynamics of the airwake
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Figure 1.17 Mean velocity contours from superposed measurement planes by Gallas et al.
[12].

of the model SFS2. This study involved measuring five streamwise planes (parallel to the ship

centerline) and three spanwise planes (perpendicular to ship centerline) independently. The

measurements revealed that the airwake comprised large regions of unsteady flow separation

and vortical flows over the flight deck. These structures were presumably caused, in part,

by the upstream funnel and superstructure of the ship. Additionally, it was suggested that

synchronous flow measurements (i.e., measurements from planes that were obtained at the

same instants in time) were necessary to study the correlation between the time dynamics

of different coherent structures within the airwake.

Later on, Zhu [15] further investigated the SFS2 airwake using PIV measurements and

surface oil flow visualization techniques. This study also used velocity fields from independent

streamwise and spanwise measurement planes. Modal decomposition was used on the PIV

measurements which allowed an inspection of the individual scales of the flow field. This

approach was used to carry out a spatiotemporal analysis of the airwake. The reduced order

models (ROM) obtained in this study helped understand the dynamics of the large-scale

features of the airwake. This study also contributed toward a quantitative, spatiotemporal

comparison of complex fluid flows, not just limited to the ship airwake.
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In 2022, Palm [13] measured the ship airwake in quartering wind conditions of 10° and

20°. This study used various PIV approaches to measure the flow on planes that were

parallel and perpendicular to the ship centerline. The author observed that the recirculation

region changed in size and became asymmetric for both quartering wind cases, as shown

in Fig. 1.18. Furthermore, a spectral analysis concluded that the streamwise fluctuations

contained more energy for the quartering wind cases in the funnel wake region. The author

also investigated the effects of Reynolds number on the ship airwake and concluded that

the SFS2 airwake was not affected significantly by changes in the Reynolds number range

considered i.e., Re ∈ [3.2, 6.4]× 106.

Figure 1.18 Streamwise velocity fields at different quartering wind angles. The
measurement plane covered the ship centerline [13].

In summary, previous studies that used PIV based approaches have yielded temporally

and/or spatially correlated results. However, conventional PIV measurements usually, if not

always, used individual measurement planes. As shown in this section, most of the airwake

analysis featuring multiple planes were performed by relating predominantly time-averaged

features of the flow to infer three-dimensional, whole-field characteristics. However, the tur-

bulent structures in the airwake occupy a certain (sometimes substantial) three-dimensional

spatial region with an associated temporal evolution. Hence, to truly understand the physics

of the airwake and ultimately understand its interaction with a rotor, temporally and spa-

tially correlated measurements over a three-dimensional domain are required. Further, these

kind of measurements are also required for faithful representation of the airwake using re-

duced order models.
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1.2.4 Simulation of the Atmospheric Boundary Layer

The proper simulation of the atmospheric boundary layer in a wind tunnel environment is

essential to analyze the ship airwake and it has been treated by many scientists as a prereq-

uisite in previous experimental work [14]. However, modeling the velocity profile, gradients

and the turbulence content in the boundary layer poses a challenge. In the past, different

approaches have been taken to simulate the atmospheric boundary layer in a wind tunnel en-

vironment with varying degrees of success. This section summarizes previous work on these

efforts. Furthermore, studies that investigated the effects of the atmospheric boundary layer

on ship airwakes are briefly discussed. This is relevant to the current work as a simulated

atmospheric boundary layer (sABL) was used to study its effects on ship airwakes.

Methods that have been used to properly simulate the atmospheric boundary layer include

the use of elliptical wedge generators, triangular spires, grids, and rods [37]. In 1967, Cowdrey

[38] used circular rods that were positioned parallel to the tunnel floor to produce a velocity

and momentum deficit in the flow to simulate a boundary layer that conformed closely to the

1/7-th power law [14]. This method has been adapted by other scientists such as Rosenfeld

et al. [39], who measured wind load coefficients on a scaled model ship. They concluded that

the measurements were found to be highly sensitive to the sABL profile, suggesting that

the proper representation of the atmospheric boundary layer was necessary to accurately

measure ship aerodynamics.

More recently, Seth [14] characterized the sABL by performing aerodynamic scaling of

its thickness, velocity profile, and turbulence. The author’s work employed the previously

mentioned Cowdrey grid method using horizontal rods and turbulence screens. Figure 1.19

shows a schematic of the experimental setup for this study. This method allowed apriori

calculations of the initial rod position, diameter, and spacing because the desired velocity

profile was based on a theoretical rationale. The author highlighted that the effects of the

sABL were important in determining the details of the flow over the deck, but overall the

airwake flows with and without the sABL were qualitatively very similar.
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Figure 1.19 Experimental setup by Seth [14]. The Cowdrey grids were used to simulate the
atmospheric boundary layer.

Studies by Zhu [15] included experiments with and without the sABL to understand its

effects on the airwake structure. This study showed that the energy of the funnel wake and

flight deck vortices at low-frequency were significantly affected by the sABL. However, the

large-scale organized motions within the airwake seemed relatively unaffected. Furthermore,

the author concluded that the structure of the recirculation region was largely unaffected by

the presence of the sABL. However, the intensity of the fluctuations seemed to be higher for

cases with the sABL, as shown in Fig. 1.20.

Figure 1.20 TKE of reduced order model (ROM) resolving 90% of energy [15].

Palm [13] also studied the effects of the sABL on the ship airwake with quartering wind

conditions. The comparison between cases with and without the sABL revealed that the
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greatest effects of the sABL were seen at quartering wind angles of 20◦. In this case, some

of the vortical structures present in the flow field without the sABL were not present in

the cases with the sABL. A closer inspection suggested that the vortical system was shifted

outside of the measurement plane, indicating a shift away from the flight deck of the ship

due to the added upstream turbulence. The velocity fluctuation and TKE contours provided

some insight into the turbulent behavior of the airwake with the sABL. However, the au-

thor concluded that different tools were required to consider the more detailed changes in

turbulence produced by the sABL.

The review presented in this section strengthens the growing body of evidence that the

proper simulation of the atmospheric boundary layer is fundamental in studying the ship

airwake problem. The set of Cowdrey grids designed by Seth [14] and previously used by

Palm [13] and Zhu [15] were used in the present work. Therefore, cases with and without

the Cowdrey grid were measured and compared as part of the current study.

1.3 Thesis Objectives and Outline

After a review of prior research on ship airwakes, it is clear that a three-dimensional

physical insight is needed to understand the physics of the complex airwake phenomenon.

Although several computational and experimental studies have characterized the mean flow

features of the ship airwake, much of its combined spatio-temporal behavior, in general, has

not been characterized and so the overall physics are still poorly understood. Understanding

the three-dimensional and coupled physics of the airwake requires synchronous spatial and

temporal measurements at high resolution. Therefore, with the focus on truly capturing the

three-dimensionality of the flow and its turbulent characteristics, the following objectives of

this thesis are presented.

1. High-resolution spatially and temporally synchronous measurements: A novel measure-

ment technique called time-dependent, dual-plane, stereoscopic PIV (DP-sPIV) allows

high-resolution spatially and temporally synchronous measurements. This approach

requires the use of two lasers, temporally synchronized with each other, used to il-
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luminate two planes, one parallel and one perpendicular to the free-stream. While

the streamwise plane is fixed, the spanwise plane is varied. In this manner, a three-

dimensional description of the flow is constructed.

2. Study the temporal and spatial behavior of coherent turbulent structures using condi-

tional averaging: The spatially and temporally synchronous measurements obtained us-

ing the current experimental approach allows for the extraction of the three-dimensional

structure of flow features, particularly of large scales, as they are relevant to the DI.

Both the temporal and spatial evolution of these large scales are studied using a statis-

tical tool called conditional averaging. This tool is used to isolate and identify specific

and/or extreme flow events that can potentially interact with rotorcraft flying over the

flight deck. The following flow events are studied:

(a) Extreme vertical flow events in the shear layer: It was suggested that the su-

perstructure shear layer over the flight deck induces unsteady airloads, and is

thus relevant to the safety of rotorcraft during near-ship operations. A three-

dimensional spatio-temporal perspective of extreme vertical flow events in the

shear layer over the flight deck will be identified.

(b) Bistable behavior of the hangar door wake: Conditional averaging applied to the

synchronous measurements can isolate each bistable flow state of the hangar door

wake. This technique also allows the study of the footprint of each state both

upstream and downstream of the wake. In this case, the condition is applied on

the spatial field.

(c) The transition between the bistable states of the hangar door wake: A temporal

understanding of the flow is needed to study the transition between the two stable

flow states of the hangar door wake. A temporal analysis will be used to char-

acterize possible interactions between flow structures in the airwake that could

influence the transition between states.
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(d) For the events listed above, the flow fields with and without the simulated at-

mospheric boundary layer (sABL) are measured, analyzed and compared. This

allows for the study of the influence of upstream conditions on the ship airwake.

Specifically during the events of interest.

Chapter 1 introduces the current work with a brief motivation. Additionally, this chapter

includes a literature review on computational airwake simulations, experimental airwake

measurements, previous wind tunnel experiments that used the PIV measurement approach

for airwake analysis and the importance of using the sABL in airwake studies. Finally, the

objectives of this thesis are presented. Chapter 2 documents the experimental approach as

well as the tools used for data processing and analysis. A description of the experimental

setup used to carry out the necessary spatially and temporally synchronous measurements

is provided. Then, details of the stereoscopic PIV (sPIV) measurements and processing are

presented. The latter part of this chapter contains a detailed description of the conditional

averaging method and its applicability to study the ship airwake. Chapter 3 presents the

results obtained using the proposed experimental approach and data processing tools. First,

time-averaged results such as mean velocity, turbulence intensity and kinetic energy are

shown and discussed. Then, the results of the conditional averaging analysis are presented.

Chapter 4 concludes the present research with a summary of the key results and conclusions

as well as suggestions for future research work.
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2 Methodology

The present chapter presents a detailed description of the experimental approach and

the data analysis techniques used to better understand the three-dimensional nature of the

ship airwake. Measurements were carried out in the Embry-Riddle Aeronautical University

(ERAU) low-speed wind tunnel (LSWT) facility, a closed-return wind tunnel with a closed

test section. A 1:90 scale Simple Frigate Shape No. 2 (SFS2) model was investigated

using a novel, dual-plane, stereoscopic particle image velocimetry (DP-sPIV) approach. This

approach simultaneously measured two flow planes, parallel and perpendicular to the free-

stream, over the flight deck. The flow parallel plane was fixed for all measurement sets

and the spanwise plane was varied over different measurement sets. The selection of these

plane combinations was informed by the characteristic flow structures identified by previous

studies on ship airwakes [13–15]. All measurement sets were then repeated when the airwake

developed in the presence of a simulated atmospheric boundary layer (sABL).

The instantaneous velocity fields obtained from the DP-sPIV measurements were ana-

lyzed using different approaches. First, a more traditional evaluation of the airwake examined

the time-averaged velocity fields, turbulence intensity (TI) and kinetic energy (TKE). Then,

a conditional averaging approach was used to isolate and study three-dimensional flow events

that are likely relevant to rotorcraft operations. The latter part of this chapter describes

these data analysis methods in detail.

2.1 Low-Speed Wind Tunnel Facility

The experiments were performed in the Embry-Riddle Aeronautical University (ERAU)

low-speed wind tunnel (LSWT) facility, shown in Fig. 2.1. This state-of-the-art wind tunnel

is a closed-return tunnel. The closed test section has a height of 1.2 m (4 ft), width of 1.8 m

(6 ft) and length of 3.7 m (12 ft). The test section is equipped with corner fillets to minimize

the streamwise pressure gradient. This tunnel is capable of reaching speeds up to M = 0.38

(130 m s−1 or 425 ft s−1). Within the test section, the measured turbulence intensities were

< 0.1% for flow speeds below 45.7 m s−1 (150 ft s−1), and < 0.25% for flow speeds between
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107 m s−1 (350 ft s−1) and 45.7 m s−1 (150 ft s−1).

Figure 2.1 The Embry-Riddle Aeronautical University (ERAU) low-speed wind tunnel
(LSWT) facility at the MicaPlex Research Park.

A significant portion of the test section (65% by area) is covered by non-reflective optical-

grade glass. This allows for many configurations in terms of laser and camera positioning

which provides optimal flexibility and accessibility for non-intrusive measurements. This

wind tunnel is also equipped with a heat exchanger to maintain the flow temperature within

a tight range and thus holds a constant Reynolds number. Additionally, it has vents used to

inject smoke into the tunnel along with a purge system, used to eject the smoke as needed.

In this manner the volumetric density of the seeding can be controlled using these venting

features. Finally, the extended length of the test section allows for the proper development

of the wake of the ship before entering the high-speed diffuser section, a concern with many

previously published ship airwake measurements [14]. Together these features make this

facility well-suited for high-quality flow measurements of the ship airwake.
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2.2 Simple Frigate Shape (SFS2)

The current study investigated a 1:90 scale Simple Frigate Shape No. 2 or SFS2 model,

a geometrically simplified but representative Navy frigate developed under the auspices of

an international collaborative research program with the U.S. Navy [40]. The SFS2 features

sharp angular geometries, which were designed to minimize efforts required to generate

computational grids for CFD studies [41]. Despite their relative simplicity, the observed flow

features are comparable to full-scale models, making them valuable for fundamental studies

[15].

Figure 2.2a shows a schematic of the SFS2 model highlighting its key features. This

shape has been widely used for both computational and experimental studies of the airwake.

The wind tunnel model used as part of the present effort was previously used by Seth [14],

Palm [13], and Zhu [15] for ship airwake studies. Palm [13] refurbished it by applying a new

low-reflective matte black finish as part of his studies. The equivalent surface roughness of

the model, previously established by Seth [14], is between 600 and 800 grit. Table 2.1 gives

the primary dimensions (ship height hs, width bw, length ls, and flight deck length ℓf ) of the

SFS2 ship model at 1:90 and full (1:1) scales. Figure 2.2b also shows the dimensions in feet

of the 1:90 scale.

Table 2.1 Dimensions of the SFS2 ship geometry at 1:90 and full scales.

Scale (ft) hs (ft) wb (ft) ls (ft) ℓf (ft)
1:1 55.0 45.0 455.0 90
1:90 0.61 0.5 5.05 1.0

The origin of the coordinate system was at the ship centerline where the superstructure

and the flight deck intersect (see Fig. 2.2a). The streamwise coordinate is x, spanwise

is y, and wall-normal is z. The instantaneous velocities corresponding to the streamwise,

spanwise, and wall-normal directions are u, v, and w, respectively. Additionally, the primary

reference length used in this work for non-denationalization is the ship height (hs), measured

from the bottom of the ship to the top surface of the funnel, which is 0.186 m (0.61 ft). The
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primary reference length used to calculate Reynolds number (Re) was the ship length ls,

which is 1.539 m (5.05 ft).

(a) The geometric shape and the terminology used with respect to the SFS2 model [2].

(b) Geometry of the scaled model SFS2 . Dimension are in feet (ft) [14].

Figure 2.2 Schematics of the SFS2 model highlighting its key features and dimensions.

2.3 Simulated Atmospheric Boundary Layer (sABL)

The literature review presented in the previous chapter emphasized the importance of

properly simulating the atmospheric boundary layer for ship airwake studies. Winds con-

stantly blow over the sea, so it is essential to take into account the turbulence intensity and

velocity profile (or gradient) of the atmospheric boundary layer to properly analyze its effects

on the flow over the ships’ decks. Previous work by Seth [14, 37, 42] established the scaling
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of the sABL for the LSWT facility used in the present research. One of the objectives of

Seth’s work was to achieve a mean sABL velocity profile that matched the 1/7-th power law

along with a representative peak turbulence of about 10% of the free-stream velocity in the

wall region. To achieve this, Seth used two sets of Cowdrey grids, comprised of horizontal

rods [38]. The first set was located upstream in the settling chamber of the LSWT and had

five rods stacked near the floor with a separation of 0.05 m (2 in) between them. Each rod

was 4.39 m (14.4 ft) long and 0.11m (4.5 in) in diameter, as shown in Fig. 2.3. The second

Cowdrey grid was located further downstream at the end of the contraction section of the

LSWT and consisted of seven smaller rods of 1.52 m (60 in) in length and 0.027 m (1.05

in) in diameter. This Cowdrey grid also had a turbulence screen to homogenize the flow as

shown in Fig. 2.3. This same set of Cowdrey grids designed by Seth [14] and previously used

by Zhu [15] and Palm [13] were used in the present work.

Figure 2.3 Two sets of Cowdrey grids in the LSWT facility used in the present study [14].

Figure 2.4a shows the resulting mean velocity profile compared to the 1/7-th power law

and the logarithmic law model, indicating sufficient development of a turbulent boundary

layer in the test section. Figure 2.4b shows the resulting turbulence intensity in the test sec-

tion using the sABL as well as a comparison to previous experimental atmospheric boundary

simulations found in the literature [43–45]. The turbulence intensity of the sABL is impor-

tant for ship airwake measurements as it influences the large turbulent structures under
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(a)

(b)

Figure 2.4 (a) Resulting mean velocity profile of the sABL compared to the 1/7-th power
law and the logarithmic law model. (b) Resulting turbulence intensity of the sABL

compared to measurements in the literature [14].
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investigation. Overall, the resulting velocity profile and turbulence intensity are representa-

tive of an atmospheric boundary layer and will enrich the current work by providing a more

accurate environment to study the ship airwake.

2.4 Dual Plane Stereoscopic Particle Image Velocimetry (DP-sPIV)

This section describes in detail the experimental approach used to measure the ship

airwake over the flight deck region, which is primarily where the rotorcraft operates and where

a deeper physical insight of the airwake is necessary. The non-intrusive optical technique

called particle image velocimetry (PIV) was used to obtain instantaneous velocity fields. This

approach involves capturing images of micro-sized aerosol particles illuminated by a laser

sheet. High-speed lasers are used to illuminate these aerosol particles within the desired field

of view (FOV) while high-speed cameras simultaneously record images of these particles.

Image processing algorithms are then used to reconstruct a time-history of velocity fields

[15].

PIV approaches may be stereoscopic or planar. The primary difference is in the number

of velocity components resolved [13]. Planar PIV requires at least one camera positioned

perpendicular to the laser sheet. This PIV technique can resolve two velocity components

within the plane of interest. Stereoscopic PIV is based on the principle of stereoscopic

imaging, which requires at least two cameras to image the illuminated flow particles from

different perspectives, while focusing on a single plane. To do so, Scheimpflug mounts are

used to adjust the relative angles between the image, lens, and object planes of each camera

such that the planes converge on a single point (see Fig. 2.5) [17]. The combination of both

camera projections allows the reconstruction of a third velocity component (out of plane

component) within the measurement plane [16]. This third component is in addition to

the two components resolved using a planar PIV approach. Figure 2.5 shows the different

arrangements of the cameras for planar and stereoscopic PIV.

The present work utilized a novel method called dual plane stereoscopic particle image

velocimetry (DP-sPIV), in which two flow planes, one parallel and one perpendicular to
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the free-stream, were measured simultaneously using the stereoscopic PIV approach. Each

measurement plane required the use of one high-speed laser and two high-speed 4 Megapixel

cameras. This allowed for stereoscopic measurements at high sampling frequencies.

Figure 2.5 The planar (top) and stereoscopic (bottom) PIV approaches [16].

A schematic of the experimental setup is shown in Fig. 2.6. As previously discussed,

the Cowdrey grids were located upstream of the wind tunnel test section to appropriately

simulate the atmospheric boundary layer. The model SFS2 was mounted on the test section

floor. The high-speed cameras measuring the streamwise plane (in blue) were placed infield

of the tunnel while the spanwise plane cameras were located one on each side of the tunnel

(one infield and one outfield). The high-speed lasers, whose laser beams were spread into

thin sheets by appropriate optics, were located directly above the test section, allowing

both the streamwise and spanwise planes to be illuminated in the desired manner. Note

that the optics and lasers have been omitted from this schematic for clarity. The seeder,

located infield near the settling chamber, injected smoke, which was then circulated through

the tunnel until the aerosol was homogeneously mixed. For trials without the sABL, the

Cowdrey rods were removed to allow turbulence-free airflow in the test section. However,

the camera and laser configurations remained unchanged.
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Figure 2.6 A schematic of the overall experimental instrumentation.

The DP-sPIV approach essentially used two independent stereoscopic PIV systems. As

illustrated in Fig. 2.7a, each system comprised one high-speed laser and two high-speed

cameras. System 1 (in blue) and system 2 (in red) were used for the streamwise and span-

wise plane measurements, respectively. The timing of each system was controlled using a

high-speed synchronizer. Figure 2.7b displays the oblique angles of the high-speed cameras

necessary to carry out stereoscopic PIV measurements. The streamwise camera angle θ1 was

limited to 30◦ while the spanwise cameras allowed an angle θ2 between 45◦ and 55◦. These

angles were limited by the availability of space on either side of the tunnel. However, they

were consistent with previous PIV airwake studies [13–15].

The streamwise cameras (system 1) were fitted with microlenses of 105 mm (f-stop 2.8)

focal length, and the spanwise cameras used ones with 200 mm (f-stop 4) focal length.

A Scheimpflug mount was used on each camera to ensure uniform focus (see Fig. 2.5 for

reference). Figure 2.8 shows the test section configuration for the present experiment with

both lasers firing simultaneously.
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Figure 2.7 (a) Schematic of the experimental configuration for the dual-plane PIV system.
(b) Top-down view of the oblique angles at which the cameras were positioned.

Figure 2.8 Test section configuration with both lasers firing simultaneously.

Each 30 mJ/pulse, Nd:YLF laser system consisted of a laser head, power supply, and a

cooling unit. The emitted laser beams were passed through collimators and spread into a

sheet by cylindrical lenses, as shown in Fig. 2.9. The cylindrical lenses had focal lengths of

25 mm and 50 mm for the streamwise and spanwise measurement planes, respectively. This

resulted in the streamwise laser sheet being wider than the spanwise laser sheet, which was
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desirable due to the larger dimension of the field of view parallel to the free-stream. The

thicknesses of the laser sheets were 3 mm for both stereoscopic measurement planes as a

compromise between laser brightness and the ability to capture out-of-plane motion.

Figure 2.9 Top view of the experimental configuration with both lasers firing
simultaneously.

A ViCount Compact 5000 smoke generator was used to generate seeding aerosol. Ac-

cording to the manufacturer [46], the mineral oil-based particles were consistently between

0.2 and 0.3 µm in diameter. The aerosol was injected from the infield side of the settling

chamber (see Fig. 2.5 for reference) at low speeds (3.05 m s−1 / 10 ft s−1). The aerosol

was then circulated in the tunnel until it was homogeneously mixed, uniformly seeding the
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test section. Embry-Riddle’s state-of-the-art LSWT facility allowed purging of the aerosol

through a PIV venting system if it became excessive, allowing optimal control of the seeding

density in the tunnel.

To optically isolate each one of the two PIV systems, a delay was introduced into the

timing of both systems as shown in Fig. 2.10. In this figure, the first two rows correspond to

PIV system 1, and the latter two rows to PIV system 2. For either system, the first pulse of

the laser was fired at the end of the first frame, and the second pulse of the laser was fired

at the beginning of the second frame. The duration between the first and second pulses is

referred to as the straddling time ∆t. The straddling time of system 1 was ∆tsw = 32 µs and

∆tsw = 26 µs for cases with and without the sABL, respectively. Similarly, the straddling

time of system 2 was ∆tsp = 20 µs and ∆tsp = 18 µs for cases with and without the

sABL, respectively. A shorter ∆tsp was required because the out-of-plane velocity for all

spanwise planes was greater compared to the streamwise plane, so, the particles left the

image plane more rapidly. On the contrary, a longer ∆tsw and ∆tsp were needed for trials

with the sABL because the free-stream velocity was significantly lower, which required a

longer time between captured frames for the algorithm to identify enough particle movement

and accurately reconstruct the velocity fields.

The two PIV systems were staggered in time, and a constant (i.e., invariant with sampling

frequency) offset of τ = 1.6 ms existed between the two systems (see Fig. 2.10). Previous

experimental airwake studies by Seth [14], Palm [13], and Zhu [15] used a programmable

timing unit (PTU) to synchronize the high-speed lasers and cameras. However, a PTU does

not allow synchronization of two systems working simultaneously. Thus, a signal generator

triggered by a MATLAB script was used to provide the timing signals necessary to control the

two systems as shown in Fig. 2.10. The Reynolds-number independence of the present flow

field was highlighted in the literature [13, 14]. Hence, both experiments with and without

the sABL were carried out at a single free-stream velocity U∞ of 30.5 m s−1 (100 ft s−1).

Using the SFS2 model length ls as reference, this yielded a Reynolds number of 3.21 x106.
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The sampling size of each measurement configuration was 7500 image pairs. The first

dataset used a sampling rate of Fs = 25 Hz to obtain well-converged turbulence statistics.

The second dataset used Fs = 300 Hz to examine the temporal evolution of the flow structures

and their spectral characteristics. Thus, the total sample periods were Ts = 300s (25 Hz)

and Ts = 25s (300 Hz), respectively. Table 2.2 shows a summary of all the experiment

parameters for both measurement planes.

Figure 2.10 Timing diagram for the high-speed lasers and cameras. Channels A & B
control PIV system 1 (blue), whereas C & D control PIV system 2 (red).

Table 2.2 DP-sPIV experiment parameters for streamwise and spanwise measurement
planes.

∆tsw ∆tsw ∆tsp ∆tsp
U∞ Re w/sABL w/o sABL w/sABL w/o sABL Fs Ts

(m s−1/ ft s−1) (106) (µs) (µs) (µs) (µs) (Hz) (s)
30.5/100 3.21 32 26 20 18 300 25
30.5/100 3.21 32 26 20 18 25 300

2.4.1 Regions of Interest (ROI)

Measurements were carried out on four spanwise-streamwise plane combinations as shown

in Fig. 2.11. The planes in red denote the four spanwise measurement planes and the plane in

blue the streamwise plane. This plane was fixed at the ship centerline and extended between

spanwise plane 2 and 4 (SP2 and SP4).
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(a)

(b)

Figure 2.11 (a) Three-dimensional and (b) top-down view of the four streamwise-spanwise
plane combinations investigated in the current study. The dimension ℓf is the length of the

flight deck.

The regions of interest (ROI) were selected based on previous airwake studies [13–15]. The

spanwise planes were located in flow areas where the signature of energetic flow structures

that could have a significant impact on rotor systems were previously observed (see Fig. 1.2).

The first ROI, investigated using spanwise plane 1 (SP1), was at the top edge of the hangar

door, behind the funnel of the ship. According to the literature survey, this region contained

vortices generated by the superstructure and also the structure of the funnel. The second ROI

(SP2) was located 1/8-th of the flight deck length ℓf from the hangar door (see Fig. 2.11b).
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This plane was chosen to capture the recirculation region behind the hangar door as well as

its interaction with the upstream vortices generated by the superstructure. The downstream

development of the funnel wake is also captured by this plane. The third ROI (SP3) was the

mid-deck location. Most rotorcraft operations involve landing and taking off from the center

of the flight deck, making this region a priority for ship airwake studies. Lastly, the fourth

ROI (SP4) was selected to investigate the development of turbulent structures as they exit

the flight deck. This provided a rear boundary to completely characterize the flow over the

deck. The streamwise plane was chosen at the centerline of the ship to provide an anchor

plane for the spanwise measurement planes.

The full resolution of each high-speed camera was 1600-by-2560 px. However, different

resolutions were selected for each plane to keep the dimensions of the spanwise field of view

(FOV) constant. The camera resolution was changed depending on the distance between each

measurement plane and the cameras (whose position remained fixed) as well as the camera

angles. For all spanwise and streamwise measurement planes, the vertical dimensions of the

FOV were between 110–140 mm (4.3–5.5 in) and the horizontal dimensions were between

200–250 mm (7.9–9.8 in). A summary of the FOV dimensions as well as the camera and

pixel resolutions is shown in Table 2.3.

Table 2.3 Dimensions of the FOV as well as camera and pixel resolutions for each
measurement plane.

FOV Camera Pixel
Plane Dimensions Resolution Resolution

(mm2) (px2) (px2/µm2)
SP1 120 X 230 1600 x 2480 75 x 116
SP2 130 X 200 1600 x 1920 85 x 105
SP3 120 X 220 1600 x 1920 75 x 115
SP4 110 X 240 1600 x 2480 69 x 117
SW 140 X 250 1440 x 2304 100 x 105

2.4.2 Measurement Errors and Uncertainty

In the case of stereoscopic PIV measurements, common sources of error include camera

and laser sheet misalignment, excessive or insufficient seeding in the tunnel, incorrect camera
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calibration, highly oblique camera angles, etc. The DP-sPIV approach adds another layer

of complexity due to the staggering of two independent stereoscopic PIV systems. These

additional error sources include laser and/or camera missfiring, system response lag and

timing inconsistencies.

Rigorous error mitigation strategies were adopted. For instance, prior to carrying out

each experimental run, an oscilloscope was used to ensure the signals generated by the

synchronizer were timed appropriately, ensuring the time offset between PIV systems was

constant as well as independent of the sampling frequency. Additionally, the brightness of

each dataset was evaluated to ensure errors arising from issues such as laser missfiring and

system response lag were eliminated. The algorithm computed the average brightness of

each image (in units of pixel counts) and plotted it as a function of image number so any

anomaly could be easily identified prior to processing the data. As an example, Figure 2.12

shows, in blue, the average brightness (in terms of pixel counts) of a 7500-frame dataset as

a function of image number. Based on prior work [13–15], it was determined that if the

average pixel count of any image varied by more than 30 pixels from the cumulative average,

the laser and/or cameras had misfired and the dataset was no longer suitable for processing.

The upper and lower brightness limits (red dotted lines) indicate the 30 pixel variation from

the cumulative average (black dotted line).

The algorithm estimated measurement uncertainties based on the statistical analysis of

Wieneke [47]. This method used the difference in intensity patterns between two frames

and analyzed the effects of shifting the peak of the correlation function. This was used

to obtain a standard deviation function, which was then converted into an uncertainty for

the displacement vectors. The resulting time-averaged uncertainty was normalized by the

time-averaged velocity at each spatial location to obtain a relative uncertainty. Figure 2.13a

shows an example of the resulting uncertainty in the streamwise velocity ūunc normalized by

the time-averaged streamwise velocity ū in spanwise plane 1. Note the outline of the funnel

was added to the figure. The maximum uncertainty was 1% of ū in the funnel wake region.
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Figure 2.12 Average brightness in terms of pixel counts in the case of a 7500-frame dataset.

Similar uncertainties were also seen close to the bottom of the FOV, where uncertainty levels

were expected to be higher due to laser reflection from the model surface.

To better understand how the uncertainties varied in the FOV, Fig. 2.13b shows the

time-averaged streamwise velocity ū and relative uncertainty ūunc (as error bars) along the

ship centerline (blue line in Fig. 2.13a). Note that the uncertainties shown in the plot are

not normalized by the time-averaged velocity. Therefore, as one moves up the blue line, the

representative normalized uncertainties are reduced because ū increases, especially above the

funnel wake area, while ūunc remains constant.

Finally, an average of the normalized uncertainties at each spatial location was computed.

This was carried out to obtain one relative uncertainty estimates for each measurement plane.

The results are included in Appendix A. The spanwise planes presented relative uncertainties

of 3% or lower. The streamwise plane presented a maximum uncertainty of 8% for the out-

of-plane velocity component, which was expected considering the small pixel displacement in

that direction. In summary, the error mitigation strategies ensured that the measurements

were suitable for processing. Additionally, the low uncertainties of all measurement planes

indicated that the obtained measurements were adequate for processing and analysis.
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(a) Normalized uncertainty levels.

(b) Resulting uncertainties along the centerline shown in blue in Fig. 2.13a.

Figure 2.13 Distribution of uncertainties in spanwise plane SP1.

2.5 PIV and Data Processing

The current section describes the tools and methods used to analyze the instantaneous

velocity fields to understand the structure of the ship airwake. First, a more traditional
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evaluation of the airwake examined the time-averaged velocity fields, turbulence intensity

(TI), and kinetic energy (TKE). Then, a conditional averaging approach was used to isolate

and study three-dimensional flow events that are likely relevant to rotorcraft operations.

The commercial software DaVis, was used to process the raw images acquired by the

high-speed cameras. A manual calibration for stereoscopic PIV measurements was performed

prior to each trial using a calibration plate. An example of this type of plate is shown in

Fig. 2.14a. The two-level, double-sided plate featured equally spaced white dots and a black

background. The dots were 3 mm (0.12 in) in diameter and 15 mm (0.59 in) apart from each

other. The plate had two levels that differed in depth by 3 mm (0.12 in). The calibration

algorithm used a pinhole mapping function to identify the marks on the calibration plate.

The algorithm distinguished each side of the calibration plate and recognized its orientation

by detecting additional position marks [17]. Therefore, only one image of the calibration

plate was necessary for calibration.

As shown in Fig. 2.14b, the calibration plate was positioned parallel to the laser sheet,

such that the front face of the plate was in the path of the light-sheet plane. DaVis employed

a fully empirical calibration method, which did not involve measuring physical angles or

distances and had proven to be highly accurate and reliable [16].

Geometric masking was used to define the desired FOV in which the vectors would be

calculated. The background camera noise was subtracted by applying a filter that removed

the average intensity of all images from each dataset. A multi-pass (with decreasing window

size) algorithm processed the raw images. Adaptive window shifting was used to compute

the vectors. This method calculated the vector fields with an arbitrary number of iterations

by successively decreasing the interrogation window size [17]. For all cases, the interrogation

windows were 128-by-128 px2 with 50% overlap for the initial pass and 48-by-48 px2 with

75% overlap for the two final passes. The windows sizes were selected based on previous

work by Palm [13] and Zhu [15]. After each pass, correlation peak ratios less than 1.5 were

removed. The algorithm also computed outliers using the method of Westerweel and Scarano
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(a)

(b)

Figure 2.14 (a) Example of a two-level, double-sided calibration plate and (b) schematic of
calibration of a stereoscopic PIV system using a two-level calibration plate [17].

[48]. The outliers where removed if residuals were greater than 2 and reinstated them if they

were less than 3. The maximum pixel displacement was 8 pixels in the streamwise plane and

6 pixels in the spanwise plane. Lastly, the DaVis algorithm used interpolation to fill areas

with missing vectors by using the average of the neighboring vectors if at least two out of

four were available [17].

Various data analysis methods were used to understand the turbulent, three-dimensional

physics of the ship airwake. First, the turbulence intensity (TI) and kinetic energy (TKE) as

well as the mean velocity profiles were computed. Such analyses allow for the identification

of energetic fluctuations within the flow, which are relevant to the present work as they affect

rotorcraft operating near the flight deck. Following the kinetic energy equation, TKE per
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unit mass, represented as k, is obtained using the mean-subtracted velocities (u′, v′, w′).

k =
1

2
(u′u′ + v′v′ + w′w′) (2.1)

Another quantifiable metric used to study the turbulent behavior of flow fields is known

as the turbulence intensity (TI), which is calculated by obtaining the root-mean-square of

u′, v′, and w′, and is non-demantionalized by a reference velocity. Both TI and TKE results

were useful in identifying strategic regions in the airwake that were necessary to carry out

conditional analyses, as explained in the following section.

2.5.1 Conditional Average Analysis

In order to identify flow events within the airwake that potentially impact rotor systems,

a conditional averaging approach was used. Conditional averaging is an average computed

using only certain occurrences, within a large number of occurrences, that meet one or

more condition(s). Applying this statistical tool to DP-sPIV measurements allowed for the

identification of three-dimensional, large-scale flow structures associated with events in the

flow that may have a significant impact on the airloads of an incoming rotorcraft.

First, a small spatial region (< 40 mm2) was strategically selected. Figure 2.15 shows an

example of a region of interest. In this example, this region was selected to isolate flow events

associated with vertical motions of the shear layer behind the hangar door. The average wall-

normal fluctuations over that spatial region w̃(t) were calculated for each PIV realization

and hence were a function of time when considering the entire dataset. Then, a probability

density function (PDF) of w̃(t) was computed (see Fig. 2.16). In probability theory, a PDF

is used to determine how likely it is for a random variable to be within certain bounds of

a sample space. These functions are always positive and the integral of all possibilities is

always equal to one [49].

Other statistical tools, such as the skewness and the kurtosis of the PDF, were used to

characterize the probability distribution. The skewness is a measure of the symmetry of
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distributions. A skewness value of 0 represents a symmetrical distribution (e.g., a Gaussian

or normal distribution) [50]. On the other hand, kurtosis measures whether the data are

heavy-tailed or light-tailed relative to a normal distribution. A kurtosis value of 3 represents

a Gaussian, or normal distribution [50]. For the current study, kurtosis values that deviated

from 3 represent biased flow velocity over the conditional region.

Figure 2.15 Example of a spatial region of interest (in white) in the streamwise plane used
to study the vertical motions of the shear layer behind the hangar door.

A condition was chosen using the probability density function (PDF) to identify the flow

event. In the case of the previous example, this would be all instances when the vertical

velocity was greater than some threshold kw, i.e., w̃(t) > kw. The red bins in Fig. 2.16

show the realizations that satisfy this condition for some kw. The average velocity fields

were then calculated using only these realizations. It is emphasized that any structure in

the flow that is inferred from conditional plots is an average flow structure when a certain

criterion is satisfied. Hence, it is a statistical measure and does not necessarily imply that

such a structure persisted in the flow instantaneously. This approach offers the possibility
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Figure 2.16 Probability density function (PDF) of w̃(t). The red bins indicate the
occurrences in which w̃(t) > kw

of isolating flow features based on specific events. For instance, positioning the conditional

region behind the hangar door, as shown in Figure 2.15 can help identify the footprint of

the shear layer over the flight deck.

There is one fundamental limitation to this approach in the context of dual plane stereo-

scopic PIV. In order to obtain three-dimensional results, all conditional regions need to reside

in the streamwise plane. This is because the streamwise plane is the anchor plane that is

common to all measurement sets. Keeping this in consideration, the velocity fields of the

streamwise plane from each trial were interpolated onto a single master streamwise plane

grid to ensure that the location and coordinates of the conditional regions were the same for

all measurement sets. Different flow events of interest such as extreme vertical motions of

the shear layer and the two bistable flow states of the hangar door wake were studied using

conditional averages. The results of this analysis are presented in the following chapter.
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3 Results & Discussion

Results from the DP-sPIV measurements are presented in the current chapter. First,

the time-averaged velocity fields over the flight deck are presented. This includes mean flow

velocity, turbulence intensity (TI) and turbulent kinetic energy (TKE) contours. Then, the

conditional flow analysis results are presented. Three important flow events in the airwake

were isolated and studied: (i) extreme vertical (normal to the flight deck) large fluctuations

in the shear layer, (ii) the two bistable flow configurations of the wake behind the hangar

door and (iii) the temporal transition between the bistable states of the hangar door wake.

All results in this chapter are shown in both two- and three-dimensional perspectives to

better illustrate and interpret the behavior of the flow structures under investigation.

Figure 3.1 shows a three-dimensional view of all the measurement planes: spanwise planes

1 through 4 (SP1 through SP4) in red and the invariant streamwise plane (SW) in blue. All

three-dimensional results in the current section are shown from this perspective. In addition,

the two-dimensional views of the spanwise (SP) and streamwise (SW) planes are presented.

As previously discussed, the flow speeds under the influence of the sABL are significantly

slower because of the resulting velocity profile upstream of the model ship. It is challenging

to identify a clear free-stream velocity due to the significant mixing caused by the Cowdrey

rods. Hence, for all the results with the sABL, the streamwise velocity at a point above the

funnel structure (z/hs = 1, y/hs = 0.4) in SP1 was picked to use as U∞. At this location, the

flow is presumably less likely to interact with the ship and can be considered “free-stream.”

This value was 21.7 m s−1 (71.2 ft s−1). On the other hand, the wind tunnel flow velocity of

30.5 m s−1 (100 ft s−1) was used as the reference velocity for cases without the sABL.

3.1 Time-Averaged Statistics of the Ship Airwakes

The current section presents the time-averaged velocity, TI and TKE contours obtained

using the DP-sPIV technique. Previous ship airwake studies [13–15] previously identified

three notable large-scale flow structures from time-averaged statistics: (i) the recirculation

region aft of the hangar door (ii) the shear layer that originates above the hangar door and
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Figure 3.1 The three-dimensional results show the spanwise planes SP1 through SP4 and
the invariant streamwise plane (SW).

propagates downstream over the flight deck (iii) symmetric funnel and flight deck vortices

that extend downstream of the recirculation region, covering a significant spatial domain over

the flight deck. Indeed, these flow structures were highly unsteady and often intermittent

in nature, but the current work starts by identifying the three-dimensional, time-averaged,

footprint of these flow features.

The time-averaged results are presented in the current study for multiple purposes: (i)

to ensure that the large-scale turbulent structures within the airwake were in agreement

with results from previous work (ii) to corroborate that the flow over the flight deck was

symmetric with respect to the ship’s centerline, thus proving that the ship model was not

yawed during the experiment (iii) to verify that the streamwise and spanwise results showed

agreement when superposed in a three-dimensional sense, highlighting the consistency of the

measurements in a spatial sense when viewed from a three-dimensional perspective.

Figure 3.2 shows the time-averaged streamwise flow velocity ū/U∞ (without the sABL)

over the flight deck of the SFS2 model. Figure 3.2a and 3.2b show the isolated spanwise and

streamwise measurement planes, respectively while Fig. 3.2c shows the three-dimensional
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contour slices. Most subsequent plots in this section follow an identical format i.e., the sub

figure (a) shows the isolated spanwise planes, (b) shows the streamwise plane and (c) shows

the three-dimensional perspective. In this figure, the blue region in the streamwise (SW)

plane indicated negative streamwise velocity ū, which was characteristic of the recirculation

region aft of the hangar door. This region of reverse flow extended along the entire width

of the flight deck as shown in SP2 and SP3. The flow reattachment point (e.g., ū = 0) was

identified at the approximate streamwise location x/hs = 1.

The time-averaged results showed the large-scale turbulent structures that were consistent

with those previously identified by experimental studies on ship airwakes. Additionally, these

results verified the consistency between spanwise and streamwise planes as the sharp velocity

gradients within the airwake showed agreement (in space) when superposed.

Streamlines were used to identify the funnel and flight deck vortices for both cases with

and without the sABL. A two-dimensional perspective was more suitable to identify these

structures. Therefore, the time-averaged spanwise v̄ and wall-normal w̄ velocity fields were

combined into a contour of
√
v̄2 + w̄2/U∞ accompanied by the respective streamlines. Fig. 3.3

shows the four spanwise planes in the case without the sABL (Fig. 3.3a) and with the sABL

(Fig. 3.3b). Both figures show the presence of these vortices. However, clear differences in

the vortex structures existed between cases with and without the sABL.

Spanwise planes SP1 and SP2 showed the horseshoe vortex structure formed behind

the funnel of the ship, while SP3 and SP4 highlighted the flight deck vortices that formed

downstream of the hangar door. These flight deck vortices remained close to the flight deck

surface along the entire deck length. Comparing the vortices in Fig. 3.3a and 3.3b, the

cases with the sABL showed larger and more defined vortices as well as less drastic velocity

gradients than the cases without the sABL. This may be accredited to the slower and more

turbulent upstream flow conditions (generated by the sABL) interacting with the model

ship. In contrast, the upstream flow without the sABL presented higher flow speeds and less

turbulence, which resulted in smaller funnel horsehoe and flight deck vortices when compared

53



(a)

(b)

(c)

ū/U∞

Figure 3.2 Time-averaged streamwise velocity ū without the sABL. (a) the four spanwise
planes, (b) the streamwise plane, and (c) the 3D perspective.
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(a)
√
v̄2 + w̄2/U∞ - Case without the sABL.

(b)
√
v̄2 + w̄2/U∞ - Case with the sABL.

Figure 3.3 Combined time-averaged spanwise and wall-normal velocity fields on all four
spanwise planes.

to cases with the sABL.

The same analysis was carried out using the velocity fields in the streamwise (SW) plane.

In this case, the time-averaged streamwise ū and wall-normal w̄ velocity fields were combined

into a contour of
√
ū2 + w̄2/U∞ accompanied by the respective streamlines. Figure 3.4 com-

pares both cases with and without the SABL. The streamwise planes showed important flow

features such as flow recirculation and reattachment regions and shear layers that extended

over the flight deck. These mean flow structures appeared to be similar for both cases with

and without the sABL.

Overall, the time-averaged velocity contours were useful to confirm the validity of the

experimental approach used in the present research. First, these results showed large-scale

turbulent structures that were consistent with those that have been identified in previous

experimental airwake studies [13–15]. Additionally, the results confirmed the consistency be-
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(a)
√
ū2 + w̄2/U∞ - Case without the sABL.

(b)
√
ū2 + w̄2/U∞ - Case with the sABL.

Figure 3.4 Combined streamwise and wall-normal velocity fields in the streamwise plane
showing cases with and without the sABL.

tween all spanwise and the streamwise planes by showing matching velocity contours when

superposed to provide a three-dimensional perspective. Finally, two-dimensional planes fur-

ther confirmed the time-averaged symmetry of the flow using streamlines and two-component

(
√
v̄2 + w̄2/U∞ or

√
ū2 + w̄2/U∞) velocity contours. While the results on the streamwise

plane did not show major differences between the cases with and without the SABL, the

spanwise planes revealed some differences in velocity gradients as well as vortex structure.

3.1.1 Turbulence Intensity (TI) Fields

The present section shows and discusses the three-dimensional extents of regions that

presented high turbulence levels. These regions are relevant to near-ship operations as the

high levels of turbulence potentially affect the aerodynamic performance of approaching

56



rotorcraft. In addition, the results presented in this section seek to contribute to the un-

derstanding of the three-dimensional turbulent behavior of the airwake by superposing TI

contours from the streamwise and spanwise planes. The stereoscopic PIV measurements

provided velocity components in all three axes. This allowed the use of u′, v′, and w′ data

from all spanwise and streamwise planes to carry out a three-dimensional analysis of tur-

bulence statistics. The TI of the streamwise velocity fluctuations (uRMS/U∞) is presented

in this section. The TI of the spanwise (vRMS/U∞) and wall-normal (wRMS/U∞) velocity

fluctuations can be found in Appendix B.

Figures 3.5 and 3.6 show the TI of the streamwise velocity fluctuations (uRMS/U∞) for

the cases without the sABL and with the sABL, respectively. Both cases showed similar

regions of high TI over the flight deck. Specifically, the highest intensities were seen behind

the hangar door, at the top of the reciruclation region, indicating the presence of intense

shear and velocity gradients in this area. Additionally, high TI was seen throughout SP3

(in both cases with and without the sABL), which showed intense fluctuations on both

the starboard and port sides, near the surface of the flight deck. These highly turbulent

regions were symmetric with respect to the ship centerline. Spanwise plane SP3 captured

the downstream end of the recirculation region and thus captured the flow reattachment area,

which potentially caused the high TI in this plane. Moreover, the regions of high turbulence

in SP3 also corresponded to the location of flight deck vortices found in close proximity

to the deck surface (see Fig. 3.3 for reference). Thus, the flow in this region was highly

three-dimensional since the large-scale regions of high TI extended in all three-dimensions

over the flight deck. Finally, the fact that this highly three-dimensional activity occurred

at the mid-deck location makes it relevant to rotorcraft safety as most take-off and landings

usually occur at this location.

Some differences in TI between the cases with and without the sABL were observed

by comparing the two-dimensional views of the spanwise planes in Figs. 3.5a and 3.6a. For

example, the case without the sABL presented low and moderate levels of TI behind the ship
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(a)

(b)

(c)

uRMS/U∞

Figure 3.5 Turbulence intensity (TI) of the streamwise velocity in the case without the
sABL. (a) the four spanwise planes, (b) the streamwise plane, and (c) the 3D perspective.
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(a)

(b)

(c)

uRMS/U∞

Figure 3.6 Turbulence intensity (TI) of the streamwise velocity in the case with the sABL.
(a) the four spanwise planes, (b) the streamwise plane, and (c) the 3D perspective.
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funnel but near-zero levels further away from the funnel. This indicates that the wake only

extended directly behind the funnel structure while the flow around it was not perturbed. In

contrast, the case with sABL showed higher levels of turbulence throughout the entire FOV,

even around the funnel structure, while also showing moderate TI levels directly behind

it. This appeared to be the result of the turbulent upstream conditions from the sABL

interacting with the model ship. Another difference between cases with and without the

sABL was seen when considering SP3. In the case with sABL, the highly turbulent regions

on both the starboard and port side appeared more concentrated and were positioned closer

to the flight deck surface. On the other hand, the case without the sABL showed larger

areas of significantly high TI that further extended vertically.

To summarize, the resultant TI contours showed areas of high turbulence within the

airwake. The streamwise plane showed that the upper portion of the recirculation region

featured high levels of intensity generated by the detached flow behind the hangar door.

Additionally, results from SP3 revealed a localized region of high turbulence potentially

caused by the flow reattachment behavior combined with flight deck vortices.

3.1.2 Turbulent Kinetic Energy (TKE) Fields

The current section shows contours of the turbulent kinetic energy (TKE). These contours

are often used to identify regions of high-energy flow fluctuations, offering an alternative tool

from TI contours to analyze the turbulent characteristics of the airwake. The results shown

in this section intend to be helpful in understanding these characteristics from a three-

dimensional perspective.

Figure 3.7 shows the non-dimensional TKE levels for the case without the sABL. Con-

sidering Fig. 3.7a, the TKE contours in all spanwise planes showed a similar pattern to the

previously shown streamwise TI contours (see Fig. 3.5 for reference). Specifically in SP3,

where the fluctuations contained the highest levels of energy on both the starboard and

port sides, closer to the flight deck surface. The contours in SP1 showed that the funnel

airwake was energetic, although the TKE levels were low relative to the levels seen in SP3.
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This outcome was also observed in the streamwise plane (see Fig. 3.7b), where high TKE

levels extended vertically from the flight deck surface to the shear layer downstream of the

hangar door. Additionally, this high-energy region appeared to extend downstream past the

flow reattachment point. However, TKE levels decreased rapidly as the flow approached the

stern. This reduction in TKE was also seen in the spanwise direction, as shown in SP4 in

Fig. 3.7a.

Figure 3.8 shows the TKE contours when the airwake developed under the influence

of the sABL. While the contours with and without the sABL showed similar turbulent

characteristics, some differences were observed when the two cases were compared. For

instance, for cases with the sABL, SP1 showed a greater extent of the funnel wake area in

the spanwise direction as the bell-shape contour appeared to spread more in the spanwise

direction. Additionally, the high-energy peaks in SP3 appeared to be concentrated closer to

the flight deck surface. In contrast, SP4 showed a more uniform distribution of energy in

the spanwise and vertical directions when compared to the case without the sABL. Finally,

the streamwise plane shown in Figure 3.8b showed a more abrupt end of this high-energy

region past the flow reattachment point.

In summary, the TKE contours presented in this section offered an alternative perspective

of the energy content within the airwake. Both the TI and TKE contours were used to

identify and isolate regions of interest for further study. For instance, the fluctuations in

the shear layer resulted in highly energetic regions that extended throughout the entire

length and span of the flight deck while also remaining close to the deck surface. These flow

characteristics are likely relevant to the safety of rotorcraft operating near the flight deck

due to the potential impact of unsteady, three-dimensional turbulent flow on rotor systems.

These regions of interest were used to conduct a spatial and temporal study of the airwake

using a conditional averaging approach, which was accomplished by leveraging the DP-sPIV

measurements. These results are presented in the following section.
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(a)

(b)

(c)

k/U∞

Figure 3.7 Turbulent kinetic energy (TKE) in the case without the sABL. (a) the four
spanwise planes, (b) the streamwise plane, and (c) the 3D perspective.
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(a)

(b)

(c)

k/U∞

Figure 3.8 Turbulent kinetic energy (TKE) in the case with the sABL. (a) the four
spanwise planes, (b) the streamwise plane, and (c) the 3D perspective.
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3.2 Conditionally Averaged Flow Statistics

Conditionally averaged flow fields were used to isolate specific events that have a potential

impact on the operations of rotorcraft in the vicinity of the flight deck. The temporally and

spatially correlated measurements allowed for a three-dimensional, spatiotemporal analysis

of these events of interest, which are presented in the current section. First, extreme vertical

flow events in the shear layer are considered, followed by the bistability study of the wake be-

hind the hangar door. For each event, its relevance to rotorcraft operations is discussed first.

Then, a description of the identification and isolation process of the events using probability

density functions (PDF) is provided, followed by the conditional flow statistics. Finally, it

is emphasized that any structure in the flow that is inferred from conditional plots is an

average flow structure when a certain criterion is satisfied. Hence, it is a statistical measure

and does not necessarily imply that such a structure persisted in the flow instantaneously.

3.2.1 Extreme Vertical Flow Fluctuations

Both TI and TKE contours shown in the previous section presented a highly turbulent

region behind the top edge of the hangar door. According to the literature [10, 14, 15],

the flow detachment in this region results in a highly unsteady shear layer, which contains

dramatic vertical flow motions as the shear layer “flaps” up and down. These vertical motions

are important from a rotorcraft operational standpoint as they will likely have an impact on

the airloads of an incoming rotorcraft.

The vertical motion of the shear layer was observed in instantaneous flow snapshots of

the streamwise plane. For example, the flow speed V (
√
u2 + v2 + w2) in Fig. 3.9 shows one

flow instance in which the shear layer behind the hangar door “flapped” up and another

in which it “flapped” down. The present approach allowed for the study of this behavior

in a three-dimensional spatial and temporal sense thanks to the synchronous dual-plane

measurements. The conditional results presented in this section were obtained using flow

fields without the sABL. The corresponding conditional results with the sABL can be found

in Appendix C.
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The wall-normal TI was used to identify the spatial region in the shear layer in which the

condition for significant vertical fluctuations was identified. Figure 3.10 shows the wRMS/U∞

contours in the streamwise plane as well as the selected region (in red) to condition the flow.

This region was selected due to its high turbulent levels, which represented intense vertical

fluctuations. It is also the region closest to the hangar door edge, where the shear layer was

(a)

(b)

V/U∞

Figure 3.9 Two instantaneous snapshots showed the shear layer flapping (a) up and (b)
down.
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the predominant flow structure. Therefore, most, if not all, fluctuations could be attributed

to it. The size of the region was 36 mm2 (0.032hs)
2 and a total of 25 flow vectors were

included within this region.

Figure 3.10 Spatial region selected to condition the flow based on wRMS/U∞ levels.

In order to accurately represent the fluctuating structures, a reference streamwise velocity

Uref was used to scale the conditionally-averaged velocity fields. The reference velocity was

the average streamwise velocity over the spatial region shown in Fig. 3.11. This region

had the same vertical dimension as the conditional region (see Fig. 3.10 for reference) but

extended downstream, covering the entire length of the flight deck. This region clearly

captured the downstream extent of the the shear layer as it “flapped” in the wall-normal

direction. Hence, the average streamwise velocity in this region was considered a more

suitable reference velocity, which was needed to accurately represent the intensity of the

fluctuating structures shown in the current section. The reference velocity used in this

section as well as in Appendix C was Uref = 0.58U∞.

The average wall-normal fluctuations over the spatial region, denoted by w̃(t), were

66



Figure 3.11 Spatial region selected to obtain the average streamwise velocity used as Uref to
accurately scale the intensity of the fluctuating structures. The reference velocity was

Uref = 0.58U∞.

calculated for each PIV realization. Therefore, this average velocity was a function of time

over the entire data set. Figure 3.12 shows w̃ for a specific non-dimensional time period

where t̄ = tU∞/hs. As expected, w̃ fluctuated between positive and negative velocity peaks

of up to ±0.25U∞ approximately. To further study these fluctuations, the probability density

function (PDF) of w̃ in Fig. 3.13 was computed. The PDF distribution presented a skewness

of 0.221 and a kurtosis of 3.144. This indicated that the PDF distribution was approximately

a Gaussian (normal) distribution. This means that the likelihood of experiencing positive

w̃ fluctuations was roughly the same as experiencing negative w̃ fluctuations in the selected

region. The PDF was used to identify extreme vertical events by considering the w̃ values that

fell above a standard deviation threshold kw from the mean. These events were significantly

greater in magnitude than the zero fluctuation value, and were considered extreme. First,

the positive vertical fluctuations were considered using the threshold kw = 0.1U∞ (3 m s−1).
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The red bins in Fig. 3.13 highlighted the instances when w̃ exceeded this threshold.

Figure 3.12 Average wall-normal fluctuations over the spatial region of interest w̃ for a
specific time period.

This conditional analysis was carried out over all datasets, i.e, all four spanwise-streamwise

plane configurations. As shown in Table 3.1, the number of instances in which w̃(t) exceeded

the threshold was approximately the same for each dataset. These instances were then used

to obtain the conditionally averaged velocity fields, denoted as û, v̂ and ŵ. Note, these were

derived mean subtracted velocity fields and thus the conditional average represented fluctu-

ations about the mean. The conditionally averaged velocity fields are represented using the

following notation: The conditional vertical velocity field ŵ/Uref when w̃ > kw is denoted

as ŵ/Uref|w̃ > kw. The vertical (ŵ/Uref|w̃ > 0.1U∞), streamwise (û/Uref|w̃ > 0.1U∞) and

spanwise (v̂/Uref|w̃ > 0.1U∞) conditional velocity fields are shown in Figs. 3.14, 3.15 and

3.16, respectively.

First, the conditional vertical velocity field ŵ/Uref|w̃ > 0.1U∞ shown in Fig. 3.14 was

considered. The streamwise plane showed that these fluctuations were associated with large

vertical fluctuations ŵ that spanned the entire measurement plane. Near the hangar door,
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Figure 3.13 PDF of w̃(t) used to identify the extreme vertical flow events. The red bins
represented the positive flow fluctuations that exceeded the threshold kw = 0.1U∞

(3 m s−1).

Table 3.1 Number of instances in which w̃(t) > 0.1U∞ for each 7500-image dataset.

SP# SW# No. Instances
Dataset 1 SP1 SW3 1381
Dataset 2 SP2 SW3 1328
Dataset 3 SP3 SW3 1375
Dataset 4 SP4 SW3 1334

these fluctuations were positive as required by the conditional criterion w̃(t) > 0.1U∞. Fur-

ther downstream, a more complex pattern emerged with a region of negative ŵ overlying a

region of positive ŵ. This can be attributed to the oscillatory nature of the shear layer, in

which a positive vertical flow variation was followed by a negative one. In this case, this

resulted in the highly negative ŵ region captured downstream. Furthermore, the positive ŵ

region closer to the flight deck surface appeared to be the result of a previous positive vertical

fluctuation that was suppressed against the flight deck surface as the flow reattached. The

proximity between these three ŵ regions presented evidence of large-scale vortical motions

containing sharp velocity gradients in an average sense.

The flow pattern within the streamwise plane was associated with flow features that
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extended to the spanwise planes. For instance, SP2 showed that the positive ŵ seen in the

streamwise plane extended spanwise across the centerline. However, further away from the

centerline, there were regions of negative ŵ on both the port and starboard sides, indicating

high levels of shear in the spanwise direction as well. At the mid-deck, the negative and

positive layers of ŵ remained closer to the centerline as they did not extend in the spanwise

direction. Finally, positive ŵ contours covered the majority of the spanwise plane at the

stern of the ship. However, the flow intensity decreased significantly when compared to the

levels seen upstream.

The streamwise conditional field û/Uref|w̃ > 0.1U∞ is shown in Fig. 3.15. The streamwise

plane showed that the flow over the entire region had negative û (low-speed) with an overlying

flow that was mostly positive û (high-speed). Interestingly, the upper part of the negative

û region had a wavy shape, indicating the influence of the previously discussed oscillatory

behavior of the shear layer. This overlying high- and low-speed regions represented intense

velocity gradients, and potentially abrupt changes in airloads, as a rotorcraft approaches the

flight deck.

Considering SP2 (closest to the hangar), this low-speed region extended across the cen-

terline. However, at the spanwise extremities of the flight deck, this low-speed region was

flanked by high-speed regions (û > 0) on both the port and starboard sides. This was a

similar pattern observed in Fig. 3.14, where the regions at the spanwise extremities had

equal magnitude but opposite orientation when compared to the region along the centerline.

Additionally, these positive û regions were not symmetric with respect to the centerline as

the region on the starboard side was significantly larger than the one on the port side.

Moving downstream to SP3, there was a high-speed region overlaying the low-speed

region. It appeared that all the streamwise conditional velocity û regions on this plane

were pushed against the flight deck surface as the flow reattached downstream. Finally, SP4

showed a single area of positive û on the starboard side of the ship closer to the deck surface

while the rest of the FOV appeared to experience little to no fluctuations.
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(a)

(b)

(c)

ŵ/Uref|w̃ > 0.1U∞

Figure 3.14 Wall-normal conditional velocity field ŵ/Uref for positive fluctuations
w̃ > 0.1U∞.
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(a)

(b)

(c)

û/Uref|w̃ > 0.1U∞

Figure 3.15 Streamwise conditional velocity field û/Uref for positive fluctuations w̃ > 0.1U∞.
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(a)

(b)

(c)

v̂/Uref|w̃ > 0.1U∞

Figure 3.16 Spanwise conditional velocity field v̂/Uref for positive fluctuations w̃ > 0.1U∞.
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The spanwise conditional field v̂/Uref|w̃ > 0.1U∞ in Fig. 3.16 resulted in a lower number of

organized fluctuations compared to Figs. 3.14 and 3.15. In this case, however, an interesting

pattern was seen upstream, closer to the hangar door. SP2 showed two defined regions -

one highly positive and one highly negative, on the starboard and port sides, respectively.

It appeared that the small, positive v̂ region seen in the streamwise plane was the extension

of the highly positive region from the starboard side. These two regions were (almost)

symmetric across the ship centerline, resulting in intense velocity gradients at (or close to)

the ship centerline. As for SP3 and SP4, the flow showed high asymmetry with respect to

the centerline since positive and negative v̂ regions were present but did not appear to form

any large-scale organized structure.

Overall, the conditional fields obtained when the shear layer “flapped” up resulted in

high velocity gradients, particularly in the wall-normal (ŵ) and streamwise (û) velocities.

The conditional velocity fields in the streamwise plane (Figs. 3.14 and 3.15) pointed to the

oscillatory behavior of the shear layer, which appeared to influence the location of the positive

and negative regions of intense fluctuations. Additionally, the conditional spanwise field in

Fig. 3.16 showed a sharp spanwise gradient behind the top edge of the hangar door.

The conditional flow fields when there was a large negative vertical fluctuation right

above the flight deck were considered next. As shown in Fig. 3.17, the negative fluctuations

were identified using the identical PDF used to identify the positive vertical fluctuation.

This time, the red bins highlighted the instances in which the fluctuations exceeded the

negative threshold. Once again, the conditional method was applied to all four spanwise-

streamwise plane configurations. As expected, the number of instances in which w̃(t) <

−0.1U∞ were roughly the same as the positive case. Additionally, they were consistent among

all four datasets, as shown in Table 3.2. The resulting conditional fields i.e., ŵ/Uref|w̃ <

−0.1U∞, û/Uref|w̃ < −0.1U∞ and v̂/Uref|w̃ < −0.1U∞ are shown in Figs. 3.18, 3.19 and 3.20,

respectively.

The conditional wall-normal velocity field ŵ/Uref|w̃ < −0.1U∞, shown in Fig. 3.18, re-
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Figure 3.17 PDF of w̃(t) used to identify the extreme vertical flow events. The red bins
represented the negative flow fluctuations that exceeded the threshold kw = −0.1U∞

(-3 m s−1).

Table 3.2 Number of instances in which w̃(t) < −0.1U∞ for each 7500-image dataset.

SP# SW# No. Instances
Dataset 1 SP1 SW3 1401
Dataset 2 SP2 SW3 1394
Dataset 3 SP3 SW3 1420
Dataset 4 SP4 SW3 1377

vealed a similar pattern to the positive fluctuations case but with opposite orientation. This

switch in sign and orientation of the ŵ regions were likely due to the oscillatory behavior of

the shear layer. In the spanwise planes, however, some small differences between the positive

and negative fluctuating cases were observed. Starting with SP2, a narrower spanwise exten-

sion of the negative ŵ region was present closer to the ship centerline. Similarly, the negative

ŵ regions at the spanwise extremities were significantly lower in magnitude. Additionally,

SP3 did not show any defined structure in ŵ but rather small fluctuations with significantly

reduced magnitude when compared to the positive fluctuating case. Further downstream,

SP4 showed the same area of less intense fluctuations close to the ship centerline as the

positively conditioned plots.
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(a)

(b)

(c)

ŵ/Uref|w̃ < −0.1U∞

Figure 3.18 Wall-normal conditional velocity field ŵ/Uref for negative fluctuations
w̃ < −0.1U∞.
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(a)

(b)

(c)

û/Uref|w̃ < −0.1U∞

Figure 3.19 Streamwise conditional velocity field û/Uref for negative fluctuations
w̃ < −0.1U∞.
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(a)

(b)

(c)

v̂/Uref|w̃ < −0.1U∞

Figure 3.20 Spanwise conditional velocity field v̂/Uref for negative fluctuations
w̃ < −0.1U∞.
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Looking at the streamwise conditional results û/Uref|w̃ < −0.1U∞ shown in Fig. 3.19,

the streamwise plane also indicated that this field was the opposite (in sign) counterpart

of the cases conditioned upon positive fluctuations. However, some small differences were

observed. For instance, SP2 showed symmetry across the centerline, while cases with positive

fluctuations clearly showed an asymmetric behavior. SP3 and SP4 showed once again the

mirror image of the positive fluctuations containing high- and low-speed regions closer to

the flight deck, indicating intense velocity gradients and shear in an average sense.

Finally, the conditional spanwise velocity v̂/Uref|w̃ < −0.1U∞ shown in Fig. 3.20 also

presented lower fluctuation intensities when compared to ŵ and û. However, the two con-

centrated regions within SP2 observed when the shear layer “flapped” up were also present

in this case. This time, the highly negative region was on the starboard side and the highly

positive region was on the port side. The streamwise plane showed that the negative v̂ region

extended across this plane. Therefore, the axis of symmetry of these two regions was slightly

shifted to the port side, which showed agreement with the results from positive fluctuations.

Figure 3.21 shows a side-by-side comparison of the resulting structures within the stream-

wise plane in cases that were conditioned upon positive and negative fluctuations. A closer

look at these fields confirmed that the scale, orientation and arrangement of the fields con-

ditioned in the case of negative fluctuations were (approximately) the mirror image of those

with a large positive fluctuations. This suggested that the oscillations of the shear layer that

resulted in w̃ > 0.1U∞ and w̃ < −0.1U∞ were temporally symmetric.

Fundamentally, it was evident from both sets of conditional fields that the vertical oscil-

latory motion of the shear layer was associated with large-scale flow features that spanned

a large spatial area. This motion resulted in regions of intense gradients in all velocity com-

ponents which have implications for safe rotorcraft operations. Thus, all conditional fields

showed regions of correlated flow which have the potential to couple with an incoming or

departing rotorcraft.
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(a) ŵ/Uref|w̃ > 0.1U∞ (b) ŵ/Uref|w̃ < −0.1U∞

(c) û/Uref|w̃ > 0.1U∞ (d) û/Uref|w̃ < −0.1U∞

(e) v̂/Uref|w̃ > 0.1U∞ (f) v̂/Uref|w̃ < −0.1U∞

Figure 3.21 Side-by-side comparison of the streamwise plane showing fields conditioned
upon positive (left) and negative (right) fluctuations in the shear layer.

3.2.2 Bistable Behavior of the Hangar Door Wake

Previous experimental and computational studies by Rao et al. [6], Herry et al. [8] and

Zhang et al. [30] (among others) focused on the bistable flow features behind a backward-
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facing, three-dimensional step. They concluded that each state showed a large vortex on

one side while a smaller vortex was seen above the step on the opposite side with respect

to the centerline. In order to study the bistable flow effects of the wake behind the hangar

door, conditional averaging was used to isolate each stable state and study its effects on the

airwake. The results presented in this section refer to the state in which ṽ < 0 as state 1

and the state in which ṽ > 0 as state 2 to maintain the same convention as that maintained

by Rao et al. [6] (see Fig. 3.22). Cases with the sABL are presented in this section while the

corresponding conditional results without the sABL can be found in Appendix C.

Figure 3.22 Two stable flow states behind a backward-facing, three-dimensional step. State
1 is shown in (a) and state 2 is shown in (b) [6].

The streamlines in Fig. 3.22 indicated that the spanwise velocity component v at the

centerline closer to the deck surface was negative for state 1 and positive for state 2. Hence,

conditional averaging was used to isolate each state based on the direction of v at this

location. The region over which this condition was applied is shown in Fig. 3.23. This region

was located closer to the flight deck surface because this area experienced clear changes in

v for each state. Additionally, this region was selected as it was well within the wake of the

hangar door. The size of the region was 36 mm2 (0.032hs)
2 and a total of 25 flow vectors

were included within this region.

The spanwise velocity ṽ(t) over the spatial region was computed using the instantaneous
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velocity v instead of the fluctuation v′ because the bistable states were not related to flow

fluctuations but rather to changes in the configuration of the wake i.e., the instantaneous

flow velocity. Figure 3.24 shows ṽ(t) over a non-dimensional time period. The dotted black

lines indicated the time intervals within which the peaks of ṽ(t) remained either positive or

negative, which was used to identify each stable state.

The PDF of ṽ(t) is shown in Fig. 3.25. The skewness of the distribution was 0.023 and

the kurtosis was 2.373. This implies that the PDF was approximately a Gaussian (normal)

distribution. Hence, the probability of capturing one state (e.g., ṽ > 0) at a certain time

instance was roughly the same as the probability of capturing the other state (e.g., ṽ < 0)

as the skewness was close to zero. The red bins in Fig. 3.25 represented the instances when

the wake configuration was categorized as state 1. The condition was applied to all four

streamwise-spanwise plane combinations. The number of instances that met the criterion

ṽ < 0 are presented in Table 3.3.

First, the spanwise velocity fields conditioned to capture state 1 (v̂/U∞|ṽ < 0) were

Figure 3.23 Conditional region selected to isolate each bistable state.
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considered. In Fig. 3.26, SP1 showed unequal spanwise velocity v̂ regions on either side of

the ship. The positive v̂ region on the port side appeared to be larger than the negative

region on the starboard side, indicating potential asymmetric vortex structures with respect

to the centerline. SP2 showed regions of negative v̂ closer to the flight deck, as required to

isolate state 1. Additionally, a highly positive v̂ region behind the top edge of the hangar door

was seen on the starboard side. Once again, the positive and negative v̂ regions above the

hangar door were unequal in size, which showed agreement with the behavior seen upstream

in SP1.

Fig. 3.26b shows the streamwise extents of both the positive and negative v̂ regions in

Figure 3.24 Average spanwise velocity over the spatial region of interest ṽ(t) over a
non-dimensional time period. The dotted black lines helped identify each stable state.

Table 3.3 Number of instances in which ṽ(t) < 0 for each 7500-image dataset.

SP# SW# No. Instances
Dataset 1 SP1 SW3 3683
Dataset 2 SP2 SW3 3905
Dataset 3 SP3 SW3 4214
Dataset 4 SP4 SW3 3791
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Figure 3.25 PDF used to identify each bistable state. The red bins represented the
instances in which the wake configuration was categorized as state 1 (ṽ < 0).

SP2. The larger negative v̂ region in the streamwise plane covered the entirety of the flight

deck length and remained in proximity to the deck surface. However, its intensity appeared

to weaken as the flow developed downstream. On the other hand, the positive v̂ region

overlying the negative v̂ region quickly dissipated. This region did not extend past the

recirculation region and it appeared to be pushed against the deck by the effects of the flow

reattaching over the deck. Moving downstream, spanwise plane 3 showed that the negative

v̂ contour region on the starboard side of this FOV extended across the ship centerline to the

port side but only in the proximity of the deck surface. Finally, spanwise plane 4 showed less

intense v̂ gradients. However, higher v̂ levels were identified on the port side of this FOV.

To further analyze the vortical structures in state 1, the conditional spanwise and wall-

normal flow fields were combined. Figure 3.27 shows the contours of
√
v̂2 + ŵ2/U∞|ṽ < 0

with the respective pseudo-streamlines. The port side funnel vortex in SP1 was slightly

larger than the one on the starboard side. The difference in funnel vortex size became more

pronounced in SP2, where the vortex on the port side occupied a larger spatial domain
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(a)

(b)

(c)

v̂/U∞|ṽ < 0

Figure 3.26 Conditional spanwise velocity field for state 1 (ṽ < 0).
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over the hangar door. Additionally, the characteristic vortex of state 1 was seen behind

the hangar door rotating clockwise. These two vortical structures showed agreement with

previous studies by Rao et al. [6] and Zhang et al. [30]. However, the smaller vortex on the

starboard side appeared to be more defined when compared to their computational results.

Further downstream, the streamlines in SP3 clearly showed the effects of the negative v̂

region moving towards the port side in proximity to the flight deck surface (previously seen

in Fig. 3.26). This flow effect over the flight deck surface could potentially induce significant

axial (spanwise) airloads on a rotorcraft operating at this location. Finally, SP4 showed a

similar biased flow behavior closer to the flight deck, showing that this flow configuration

remained fairly unchanged as the flow developed downstream. Figure 3.27b better showed

the evolution of these structures along the flight deck. Note that the streamwise plane was

omitted to better highlight the asymmetry along the centerline.

Overall, it was clear that state 1 influenced the flow structures both upstream and down-

stream of the hangar door wake. Spanwise planes 1, 3, and 4 showed biased flow potentially

induced by this wake configuration. The flow downstream of the recirculation bubble featured

high spanwise velocities close to the deck surface. This effect will likely induce significant

axial airloads on rotor systems operating in the proximity of the deck.

State 2 was isolated using the condition ṽ > 0, which was indicated by the red bins in

Fig. 3.28. The instances that met this flow criterion were between 3500 and 3800 for each

spanwise-streamwise configuration, as shown in Table 3.4. The spanwise conditional field

v̂/U∞|ṽ > 0, shown in Fig. 3.29, was considered first. The spanwise plane 1 in Fig. 3.29a

shows that the positive and negative spanwise conditional velocity v̂ regions on the port

and starboard side respectively appeared to be symmetric when compared to the contours

conditioned to isolate state 1. Further downstream, spanwise plane 2 showed a highly positive

v̂ area that extended from starboard to port side and remained closer to the deck. The v̂

region behind the top edge of the hangar door was negative and remained on the port side

of the ship. Additionally, the wake funnel area above the hangar door appeared to show
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(a)

(b)

√
v̂2 + ŵ2/U∞|ṽ < 0

Figure 3.27 Combined spanwise and wall-normal conditional fields for state 1 (ṽ < 0).

a semi-symmetric behavior as neither positive nor negative v̂ regions extended across the

centerline like it was observed in the flow conditioned to capture state 1. The mid-deck

plane (SP3) showed the opposite trend compared to state 1 as the highly positive v̂ region

extended through the ship centerline from port to starboard while remaining close to the

deck. Finally, spanwise plane 4 showed drastic v̂ gradients only on the surface of the flight

deck, showing a similar trend seen in state 1 but with flipped orientation.
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Figure 3.28 PDF used to identify each bistable state. The red bins represented the
instances in which the wake configuration is categorized as state 2 (ṽ > 0).

Table 3.4 Number of instances in which ṽ(t) > 0 for each 7500-image dataset.

SP# SW# No. Instances
Dataset 1 SP1 SW3 3817
Dataset 2 SP2 SW3 3595
Dataset 3 SP3 SW3 3286
Dataset 4 SP4 SW3 3709

The streamwise plane in Fig. 3.29b showed that the positive v̂ region close to the flight

deck surface extended along most of its length. However, the streamwise extent of the

negative region in SP2 was not fully captured. Rather, a slightly negative region was seen at

the upstream end of this plane, meaning this region only extended up to the ship centerline

in the spanwise direction. This is shown in Fig. 3.29c. In addition, this three-dimensional

perspective shows that the flow regions in state 2 were similar in size and location to the

ones seen in state 1 but with flipped orientation. Therefore, the vortex structures and overall

flow configuration induced by state 2 were the mirror image (about the ship centerline) of

the structures seen in state 1.

The conditional spanwise and wall-normal velocity components were combined to better
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(a)

(b)

(c)

v̂/U∞|ṽ > 0

Figure 3.29 Conditional spanwise velocity field for state 2 (ṽ > 0).
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(a)

(b)

√
v̂2 + ŵ2/U∞|ṽ > 0

Figure 3.30 Combined spanwise and wall-normal conditional fields for state 2 (ṽ > 0).

visualize the vortex structures present in state 2. Figure 3.30 shows the resulting vortices in

two- and three-dimensional perspectives. First, SP1 showed a slightly larger funnel vortex

on the starboard side of the ship, despite the equal size of the v̂ regions seen in Fig. 3.29.

The difference in vortex size became clearer in SP2, where the starboard vortex occupied

a significant spatial domain above the hangar door while the port vortex was considerably

small. Behind the hangar door, the characteristic vortex of the second state rotated coun-
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terclockwise and was present on the port side of the ship. Downstream, the streamlines

closer to the flight deck showed spanwise velocities biased towards the starboard side, which

showed agreement with the contours in Fig. 3.29. Moreover, SP4 showed slightly larger flight

deck vortices on the starboard side of the ship, which coincided with the trend initially seen

upstream in the case of the funnel vortices.

In summary, the flow field conditioned to capture state 2 showed larger vortex structures

on the starboard side in SP1, SP3, and SP4. The asymmetry in the funnel vortices observed

behind the funnel structure became more pronounced as the flow detached past the hangar

door. In the recirculation bubble, the characteristic vortex was present on the port side

rotating counterclockwise. Downstream of the hangar door wake, high spanwise velocities

towards the starboard side were observed closer to the flight deck, potentially inducing axial

aerodynamic forces on any rotorcraft operating in the airwake.

(a)
√
v̂2 + ŵ2/U∞|ṽ < 0

(b)
√
v̂2 + ŵ2/U∞|ṽ > 0

Figure 3.31 A direct comparison of each state. State 1 and 2 are shown in the top and
bottom figures, respectively.
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A direct comparison of each state is shown in Fig. 3.31, where the spanwise planes of state

1 and 2 are shown in the top and bottom figures, respectively. Comparing SP1 and SP2, the

larger funnel vortex over the hangar door was on the port side when state 1 was captured

and on the starboard side when state 2 was captured. The characteristic vortex behind the

hangar door was also seen on opposite sides of the ship e.g., starboard side when state 1

was isolated and port side when state 2 was isolated. Moving downstream, the streamlines

in SP3 showed opposite trends in the spanwise flow direction closer to the deck surface as

states 1 and 2 showed negative v̂ and positive v̂ values respectively. Consequently, the flight

deck vortices showed spatial asymmetry across the ship centerline.

3.2.3 Transition Between Bistable States of the Hangar Door Wake

The present section studies the transition between the two bistable states using condi-

tional averages. According to the literature survey, there are three possibilities that cause

the transition from one flow state to the other: Changes in the distribution of momentum

on the model’s lateral sides caused by upstream turbulence, separating shear layers on either

side of the body triggered by turbulence changes and upstream flow perturbations [6, 30, 51].

All of these factors make the switch between stable states unpredictable. Nonetheless, it is

possible to isolate transitions between the two states using conditional averages by applying

the condition on a temporal basis. In the case of the current analysis, the instances before

and after the formation of the characteristic vortex were considered for each bistable state.

Thus, the flow structures during and after the transitional phase were captured. Addition-

ally, the synchronous dual-plane measurements allowed for the study of the upstream and

downstream effects of this transitional phase.

The convention for each state remained the same as the previous section: state 1 featured

the characteristic vortex behind the hangar door on the starboard side while state 2 featured

the same on the port side. If the conditional flow in SP2 featured neither, then it was

considered part of the transitional phase. This analysis used the same conditional region and

average spanwise velocity ṽ(t) over this region as used in Section 3.2.2. The corresponding
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results presented in this section were obtained using flow fields with the sABL. The results

using flow fields without the sABL are presented in Appendix C.

First, the transition to state 1 was studied. To identify the time instance t0 at which

transitions occurred, three temporal criteria had to be met: (i) ṽ < 0 at t0, (ii) ṽ > 0 at the

preceding time instance t0 − ∆t̄ and (iii) ṽ(t) < 0 for a minimum of five consecutive time

instances following t0 (t0 +∆t̄ to t0 + 5∆t̄). These criteria ensured that the instances used

to compute the conditional average in fact captured the transition to state 1. In the case of

this analysis, each state was identified using the sign convention of v(t), e.g., if v(t) > 0, the

sign of v(t) = +1 and if v(t) < 0, the sign of v(t) = −1. Figure 3.32 shows an example of a

time instance that met these criteria and was considered to analyze the transition to state

1. Note that that t̄ = tU∞/hs.

Figure 3.32 Example of time instance that met the flow criteria and was considered a
transition to state 1.

This flow criteria was used to parse all 7500 instances in a dataset to isolate the instances

in which a clear transitions to state 1 occurred. A total of 262 such transitions were identified.

In the case of the current analysis, the transition number within the dataset is noted as n.
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The ten instances before and after each transition were considered (t0 ± 10∆t) to obtain an

average evolution of the transition in time. For example, consider the instantaneous velocity

fields u, v, and w that were captured ten instances before the nth transition to state 1. These

instantaneous velocity fields were denoted as ut0−10∆t̄, vt0−10∆t̄, and wt0−10∆t̄, respectively.

Equation 3.1 illustrates the manner in which the temporally averaged streamwise velocity

field ūt0−10∆t̄ was obtained using the t0 − 10∆t̄ instances of each one of the 262 transitions

(N = 262). Similarly, the conditionally averaged wall-normal and spanwise velocity fields

were noted as v̄t0−10∆t̄ and w̄t0−10∆t̄, respectively. An identical temporal conditional average

was obtained for all instances from t0−10∆t to t0+10∆t, including the instance of transition

t0.

ūt0−10∆t̄ =

∑N
n=1 ut0−10∆t̄(n)

N
(3.1)

Figure 3.33 shows the conditional development of the flow field at the instances preceding

the transition. The comparison of the spanwise planes at each instance was useful to illustrate

the conditional mean flow evolution of the transition to state 1. The instances from t0−10∆t̄

to t0 − 5∆t̄ are not included since the average flow structures did not change significantly

during these occurrences. The conditionally averaged flow field captured at t0 − 4∆t̄ is

shown in Fig. 3.33a. This was considered the beginning of the transition since it was the

first instance that showed significantly biased flow structures corresponding to those seen in

state 1. In this figure, the funnel vortices in SP1 remained symmetric with respect to the

ship centerline. In SP2, the streamlines indicated that the flow moved from the starboard

to the port side and up into the recirculation region. Further downstream, SP3 showed

high spanwise velocities towards the port side over the flight deck. The same pattern was

observed downstream in SP4, where the flow also moved towards the port side as it came

close to the flight deck surface. These noticeable changes in flow structure are indicators of

the flow beginning to transition to state 1.

Figure 3.33b shows the mean flow captured at t0 − 2∆t̄. The funnel vortices were sym-
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(a) t0 − 4∆t̄

(b) t0 − 2∆t̄

(c) t0 −∆t̄

(d) t0

√
v̄2 + w̄2/U∞

Figure 3.33 Temporal average obtained using the instants preceding the transition to state
1 in (a), (b), and (c) as well as at the instant of transition in (d).
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metric with respect to the centerline within SP1. However, in SP2, the vortex on the port

side appeared to be larger than the one on the starboard side. Additionally, the streamlines

behind the hangar door showed the formation of a vortical structure on the starboard side

of the ship. However, there was not a defined vortex at this time. Moving downstream, the

streamlines in SP3 indicated a slightly higher spanwise velocity close to the deck. However,

there were no major changes when compared to the contours obtained at t0−4∆t̄. The same

pattern was observed in SP4, where the flow remained biased towards the port side of the

ship.

The mean flow configuration before the transition (t0 −∆t̄) seen in Fig. 3.33c showed a

more defined vortical structure on the starboard side behind the hangar door. Additionally,

the funnel vortex on the port side was significantly larger than the one on starboard side. On

the other hand, the flow configuration seen in SP1, SP3, and SP4 remained fairly unchanged

when compared to the previous instances. This indicated that the upstream and downstream

effects of state 1 were already noticeable prior to the formation of the characteristic vortex.

The conditionally averaged flow fields at the instant of transition are shown in Fig. 3.33d.

Spanwise plane 1 showed a larger funnel vortex on the port side. In SP2, the funnel vortex

asymmetry became more pronounced as the vortex on the port side was significantly larger.

Finally, the characteristic vortex was formed behind the hangar door on the starboard side

while the downstream flow seen in SP3 and SP4 did not change significantly when compared

to the previous instances.

Overall, the main changes in time were seen within SP2, where the funnel vortex on

the port side increased in size and the characteristic vortex behind the hangar door was on

the starboard side. Even though the difference in funnel vortex size was not as pronounced

within SP1, there existed an upstream bias that was captured at this plane. Downstream,

SP3 and SP4 did not show significant changes in flow behavior since the flow showed high

spanwise velocities towards the port side only in the proximity of the deck.

The instances after the transition were considered next. In this case, the flow configura-
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tion remained fairly unchanged between the instance of transition t0 and instance t0 + 7∆t̄,

when the characteristic vortex behind the hangar door started to deform. This indicated

the beginning of the transition out of state 1. Figure 3.34 shows the conditionally averaged

flow during the transition as well as the flow captured at instances t0 + 4∆t̄, t0 + 7∆t̄, and

t0 + 10∆t̄.

The flow structures shown in both Figs. 3.34a and 3.34b were similar. However, one

notable difference in SP3 and SP4 existed between these two time instances. The magnitude

of the biased flow over the flight deck surface was higher on both downstream planes in

Fig. 3.34b. At this time instance, sate 1 was the predominant flow state for 4∆t̄. Thus, its

persistence in time was likely responsible for the increase in biased flow velocity on these

two downstream planes.

Figure 3.34c shows the conditionally averaged flow at t0+7∆t̄. In this case, the structure

of the characteristic vortex in SP2 appeared to start to weaken. Additionally, the velocity

contours behind the hangar door were lower in intensity when compared to Fig. 3.34b.

Moving downstream, both SP3 and SP4 showed lower intensity levels over the flight deck

when compared to the instance t0 + 4∆t̄. Finally, the conditionally averaged flow captured

at t0 + 10∆t̄ is shown in Fig. 3.34d. In SP2, the characteristic vortex behind the hangar

door weakened to the point where it no longer resembled a vortex. Additionally, the funnel

vortex structures above the hangar door were of similar sizes within both SP1 and SP2.

Downstream, the streamlines still showed biased flow in SP3. However, the streamwise

velocities significantly reduced in magnitude. Spanwise plane 4 showed a mostly symmetric

flow pattern, meaning that the spanwise velocities seen in SP3 did not propagate downstream.

In summary, the flow characteristics of state 1 were observed from the instant of transi-

tion t0 to t0 + 10∆t̄, when the characteristic vortex started to deform. It can be observed

that the characteristic vortex was present for ten time instances (10∆t). Note, this is an

average behavior. Nevertheless, the downstream effects of state 1 were noticeable at the

early transitional stages and prevailed even after the flow started transitioning out of this
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(a) t0

(b) t0 + 4∆t̄

(c) t0 + 7∆t̄

(d) t0 + 10∆t̄

√
v̄2 + w̄2/U∞

Figure 3.34 Temporal average obtained using the instant of transition to state 1 in (a) and
using the instants after the transition in (b), (c), and (d).
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state. Considering the instances in which the characteristic vortex was present, it was seen

that the intensity of the flow contours increased in some regions as state 1 persisted through

time. At t0 + 7∆t̄, the intensity of the contour levels were reduced and the characteristic

vortex started weakening. This indicated the beginning of the transition out of state 1.

The same analysis was carried out to identify the transition into and out of state 2. In this

case, state 2 is characterized by a positive sign of ṽ(t). Therefore, a transition was considered

at a time instance t0 when the following criteria were met: (i) ṽ > 0 at t0, (ii) ṽ < 0 at

the preceding time instance t0 − ∆t̄ and (iii) ṽ(t) > 0 for a minimum of five consecutive

time instances following t0 (t0 +∆t̄ to t0 +5∆t̄). Using this criteria, 274 transitions to state

2 were identified. Figure 3.35 shows an example of a transition instance t0 that met these

requirements and was therefore considered for the current study.

The ten instances before and after the transition were considered to compute the condi-

tionally averaged flow fields at each time step using the previously described process. The

resulting mean evolution in time is shown in Fig. 3.36. A very similar temporal pattern to

Figure 3.35 Example of time instance that met the temporal flow criteria and was
considered a transition to state 2.
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the transition into state 1 but with opposite orientation was observed. The mean flow from

instances t0 − 10∆t̄ to t0 − 4∆t̄ did not show major changes in the flow structure. However,

some changes were observed at t0 − 4∆t̄, which is shown in Fig. 3.36a. The structures of

the funnel vortices within SP1 and SP2 were symmetric with respect to the ship centerline.

However, the streamlines behind the hangar door showed biased flow within the recirculation

bubble. Similarly, the streamlines in SP3 showed that the spanwise flow had the tendency

to turn towards starboard side as it approached the flight deck surface. However, this effect

did not prevail downstream because SP4 showed streamlines that indicated symmetric flow

with respect to the ship centerline at the stern.

Moving to t0−2∆t̄ in Fig. 3.36b, the funnel vortices within SP1 showed asymmetry with

respect to the ship centerline since the vortex on the port side was considerably smaller

than the one on starboard side. This difference in size was also seen in SP2, where the

starboard vortex covered a significant spatial domain above the hangar door. Additionally,

the streamlines behind the hangar door depicted the beginning of the formation of the

characteristic vortex of state 2 caused by a higher spanwise velocity from port to starboard as

the flow moved up into the recirculation region. Within SP3, the spanwise velocity increased

in magnitude closer to the deck. SP4 still showed unbiased streamlines, meaning the spanwise

velocity seen in SP3 closer to the deck rapidly reduced in speed before reaching the stern

of the ship. In Fig. 3.36c, the most significant change from the previous time step was seen

behind the hangar door, where the streamlines showed a more defined vortical structure.

However, this structure did not resemble the fully developed vortex that characterized state

2. Additionally, an increase in spanwise velocity was seen behind the top edge of the hangar

door.

Considering the conditional fields at the transitional instances t0 in Fig. 3.36d, a larger

starboard vortex was observed within SP1. As for SP2, the port vortex appeared to be

suppressed by the larger vortex to the point where it did not resemble a vortex. The charac-

teristic vortex of state 2 was fully formed behind the hangar door. However, the downstream
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(a) t0 − 4∆t̄

(b) t0 − 2∆t̄

(c) t0 −∆t̄

(d) t0

√
v̄2 + w̄2/U∞

Figure 3.36 Temporal average obtained using the instances preceding the transition to
state 2 in (a), (b), and (c) as well as at the instant of transition in (d).

101



effects on SP3 and SP4 remained unchanged. Unlike the transition to state 1, the flow at

the stern of the ship remained unbiased during the transition to the second state.

Figure 3.37 shows the conditionally averaged flow captured after the transition to state

2. The flow structures remained fairly unchanged between t0 and t0 + 7∆t̄. In order to

highlight the flow in between these two instances, the conditional flow field at t0 − 4∆t̄ is

shown in Fig. 3.37b. The only differences between instance t0 and t0 + 4∆t̄ were in contour

levels behind the hangar door and closer to the deck surface in SP4. The latter appeared to

be strong enough to prevail downstream of SP4, which resulted in slightly higher spanwise

velocities closer to the deck surface at the stern of the ship.

The beginning of the transition out of state 2 is shown in Fig. 3.37c, where the charac-

teristic vortex in SP2 started to deform and the contour levels behind the top edge of the

hangar door were lower in magnitude compared to those at t0 + 4∆t̄. Additionally, the fun-

nel vortices above the hangar door were symmetric with respect to the ship centerline. The

contours in SP3 showed lower velocity magnitudes closer the deck surface, indicating that

the high spanwise velocities over the deck weakened in time. However, the downstream flow

in SP4 remained unchanged. Finally, the conditional flow field at the instance t0 + 10∆t̄ in

Fig. 3.37d no longer featured the characteristic vortex. However, the streamlines in SP2 still

showed biased flow towards the port side. Moreover, symmetric funnel vortices were observed

in both SP1 and SP2. Downstream, the streamlines in SP3 and SP4 showed symmetric flow

with respect to the centerline over the deck.

In summary, the transition into and out of state 2 showed a similar pattern as state

1 with flipped orientation. Considering the transition of each state, significant changes in

the flow that indicated the transition were observed only after t0 − 4∆t̄. Additionally, each

state remained unchanged (on average) until the instance t0 + 7∆t̄. The transition out of

each state was partially captured in the instances t0 + 7∆t̄ to t0 + 10∆t̄. However, the flow

structure at instance t0 + 10∆t̄ still showed some biased flow for both states.

The temporal evolution of each transition showed significant changes in the following
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(a) t0

(b) t0 + 4∆t̄

(c) t0 + 7∆t̄

(d) t0 + 10∆t̄

√
v̄2 + w̄2/U∞

Figure 3.37 Temporal average obtained using the instant of transition to state 2 in (a) and
using the instants after the transition in (b), (c), and (d).
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coherent structures: (i) The funnel vortices, (ii) flow within the recirculation region behind

the hangar door and (iii) spanwise velocities closer to the deck surface within SP3 and SP4.

This adds to and strengthens the growing body of evidence that the entire flow field of the

ship airwake is a coupled or interacting flow field. Finally, both upstream and downstream

flow effects were noticeable several time instances before the characteristic vortex was formed

behind the hangar door and they further strengthened after its formation. It can be then

concluded that these premature changes in flow configuration could potentially induce un-

steady airloads on operating rotorcraft even before the flow is fully stabilized as one state or

the other.
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4 Conclusions

Flow velocity fields within the airwake of a model Simple Frigate Shape No. 2 (SFS2)

were measured using a novel, dual-plane, stereoscopic particle image velocimetry (DP-sPIV)

approach. Two flow planes over the flight deck, parallel and perpendicular to the free-stream

were simultaneously measured. The study was carried out at the ERAU low-speed wind tun-

nel facility. Such an approach allowed for spatially and temporally correlated measurements

to capture the unsteady three-dimensional features of the airwake. These measurements

were then used to carry out a conditional average of the flow statistics to isolate certain flow

events within the airwake that are potentially relevant for rotorcraft operations. The flow

events under investigation included extreme vertical flow events in the shear layer as well as

the two bistable states of the wake behind the hangar door.

The conditional flow fields identified the three-dimensional structures that formed during

the events under study. Additionally, the temporal analyses highlighted the evolution of

these flow structures in time. Overall, this work provided a better understanding of the

interaction between flow structures within the airwake during the events of interest. These

flow interactions have the potential to induce unsteady airloads on rotor systems operating

near the flight deck.

4.1 Summary of Conclusions

There were two primary thesis objectives outlined in Section 1.3. The key observations

and primary conclusions of the present work are addressed in the same order below:

1. It was clear from the literature that one of the liming factors in experimental

airwake studies was the lack of synchronous measurements of different measurement

planes. The current research utilized a novel measurement approach called time-

dependent, dual-plane, stereoscopic PIV (DP-sPIV). This approach allowed for high-

resolution spatially and temporally synchronous measurements. Additionally, stereo-

scopic PIV allowed for the measurement of all three velocity components of the flow
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within each plane. Two flow planes over the flight deck, one parallel and one perpen-

dicular to the streamwise direction were simultaneously measured. Each experimental

configuration measured one invariant streamwise plane along the ship centerline and

one of the four spanwise planes, whose locations were strategically selected to capture

important structures that were identified in previous airwake studies. The literature

review also emphasized the need of properly simulating the atmospheric boundary layer

in ship airwake studies. Thus, a simulated atmospheric boundary Layer (sABL) was

used. Conditions with and without the sABL were measured and compared to study

its effects on the spatiotemporal behavior of the airwake.

The DP-sPIV approach, which was described in Section 2.4, comprised two inde-

pendent PIV systems, which resulted in the use of two high-speed lasers and a total

of four high-speed cameras. A time delay was introduced in between PIV systems to

avoid optical interference between measurement planes. This delay was independent

of sampling frequency, which ensured that all spanwise and streamwise measurement

planes were temporally correlated in a similar manner regardless of sampling frequency.

Staggering two independent PIV systems in time added another layer of complexity

to the experimental trials. Therefore, new error mitigation strategies were developed to

ensure that the measurements were optimal for spatiotemporal studies. These strate-

gies included the use of oscilloscopes prior to performing the experiments to ensure

the timing in between systems was correct. Additionally, the brightness and exposure

of each image set was measured to confirm they were adequate for processing. This

ensured that issues such as laser missfiring and system response lag during the exper-

iments were discarded. Finally, the third party software used to process the images,

DaVis, also estimated the measurement uncertainty using the method of Wieneke [47].

The normalized uncertainty within all measurement planes were less than 3% for all

spanwise planes and 8% for the streamwise plane.
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Before obtaining conditional averages, the mean flow contours were studied to

corroborate that the resulting flow fields accurately captured the previously established

features of the ship airwake. The time-averaged contours also corroborated that the

flow over the flight deck was symmetric with respect to the ship’s centerline, thus

proving that the model ship was not yawed during the experiments. In addition, the

resulting flow fields in the streamwise and spanwise planes showed agreement when

superposed in a three-dimensional sense, confirming the consistency in results from

the intersecting measurement planes.

Overall, this experimental approach was used to obtain measurements that were

suitable to carry out both a temporal and spatial analysis of the airwake. The syn-

chronous measurements allowed the correlation of all spanwise planes through the in-

variant streamwise plane, which were used to successfully capture the unsteady three-

dimensional features of the airwake over the entire flight deck.

2. The synchronous measurements were used to calculate conditionally averaged flow

statistics isolating events of interests. First, the turbulence intensity and kinetic en-

ergy contours were studied to identify the locations at which aircraft may experience

significant time-varying airloads. The flow statistics at these locations were then used

to obtain probability density functions (PDF), which helped determine the appropri-

ate flow velocity criteria necessary to isolate each flow event. Finally, the flow field

snapshots that met each criteria were used to obtain conditionally averaged structures.

Three important flow events in the airwake were isolated and studied: (i) extreme

vertical (normal to the flight deck) large fluctuations in the shear layer, (ii) the two

bistable flow configurations of the wake behind the hangar door and (iii) the temporal

transition between the bistable states of the hangar door wake.

(a) The study analyzed cases of large positive and negative fluctuations in the

shear layer above the flight deck. The conditional fields showed large-sale features
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arising from the oscillatory motion of the shear layer, especially when considering

the streamwise and wall-normal velocity components. The conditionally averaged

flow structures occupied most of the deck length and width and also appeared to

extend beyond the current fields of view.

(b) The conditional fields in the case of both positive and negative fluctuations showed

consistent and persistent spatial asymmetries across the flight deck centerline

within the two spanwise measurement planes closest to the stern. On the other

hand, the spanwise plane behind the hangar door showed symmetric structures

with respect to the ship centerline. This outcome indicated that the flow was

symmetric within the upstream portion of the flight deck, where the shear layer

formed. However, flow asymmetries developed as the flow evolved downstream.

The fields conditioned on large positive vertical fluctuations were opposite in

sign (or the mirror) of those with large negative vertical fluctuations. This can be

interpreted as a temporal symmetry. This temporal behavior combined with the

persistent spatial asymmetries across the flight deck centerline would likely result

in a challenging environment for operating rotorcraft.

Both cases with and without the sABL showed almost identical flow struc-

tures arising from both positive and negative oscillations in the shear layer. Addi-

tionally, the added upstream turbulence by the sABL did not have any significant

effect on the intensity of the fluctuations observed in the conditional fields. Hence,

it was concluded that the sABL did not have a major impact on the foot-print of

the large-scale structures that were identified.

(c) Each of the bistable flow states of the hangar door wake were isolated and

studied using a conditional averaging approach. The conditional fields showed

that each bistable state featured a characteristic vortex behind the hangar door on

one side of the ship well within the recirculation region and a smaller vortex on top
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of the hangar door on the opposite side with respect to the ship centerline. These

results agreed with previous computational and experimental studies [6, 8, 30, 51].

State 1 featured a characteristic vortex on the starboard side rotating clock-

wise while state 2 featured the same on the port side rotating counterclockwise.

Upstream, the funnel vortices showed slight differences in symmetry across the

deck centerline. For instance, a larger funnel vortex was seen on the port side

in conditional fields corresponding to state 1 while the opposite trend was seen

in the case of state 2. Similarly, the flow configuration downstream of the flow

reattachment point featured high spanwise velocities close to the deck surface.

In the case of state 1, the spanwise velocity was negative (toward the port side)

and it was positive (toward the starboard side) in the case of state 2. The same

flow pattern was seen at the stern of the deck but with weakened intensity. This

effect will likely induce axial loads on the rotor and body of any rotorcraft oper-

ating close to the deck surface. Finally, the conditional fields obtained across all

spanwise planes provided strong evidence of coupled flow interactions within the

airwake since the footprint of each state was seen upstream and downstream of

the hangar door wake.

Both cases with and without the sABL presented nearly identical flow config-

urations in each state. However, the spanwise velocities close to the deck surface

were significantly higher in the cases without the sABL. This appeared to be the

result of the higher upstream flow velocities interacting with the ship. Therefore,

it was concluded that the downstream effects of each bistable state were more

predominant without the sABL. Additionally, in the cases without sABL, a bias

towards state 2 was observed since the resulting PDF showed that the probabil-

ity of capturing state 2 was significantly higher than the probability of capturing

state 1. Based on previous airwake studies [8, 14], this behavior is characteristic

of the hangar door wake when the ship is slightly (in this case unintentionally)
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yawed with respect to the free-stream.

(d) A temporal analysis was carried out to asses, on average, the transition from

one stable state to the other. The time instances in which one state switched to

the other were identified using a temporal conditional criteria. This allowed the

study of the evolution of the flow structures (on average) as the flow evolved into

each state. The spanwise planes both upstream and downstream of the hangar

door revealed that the effects of each bistable state were noticeable several time

instances before the characteristic vortex formed behind the hangar door. These

effects were augmented once the characteristic vortex in the recirculation region

was formed. The transition out of each state was also captured. In this case,

the velocity contours in the recirculating region weakened and the characteristic

vortex deformed. Even though the downstream effects of each state weakened,

some of these effects remained noticeable even after the characteristic vortex in

the recirculation bubble deformed.

The same flow configurations were observed in cases with and without the

sABL. However, the flow field without the sABL was biased towards state 2, which

appeared to remain for extended periods of time when compared to state 1. On

the other hand, the flow fields with the sABL resulted in equal periods of time in

which either flow configuration remained stable.

Based on this study, the resulting aerodynamic effects induced by each state

on a rotorcraft would be noticeable even before the formation of the characteristic

vortex. Additionally, the extremely quick transitions from one state to the other

completely reverses the direction of the spanwise velocities closer to the flight

deck. This will likely induce sudden changes in aerodynamic forces exerted on a

rotor system. Overall, this analysis helped understand the average configuration

of the flow during the transition to each state as well as its potential impact on

operating rotorcraft.
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Finally, the presented results highlighted the role that conditional statistics can play in

analyzing complex flow fields such as the ship airwakes. Particularly the average footprint

of specific events in the airwake were able to be isolated and characterized.

4.2 Recommendations for Future Work

The novel measurement approach presented in this thesis provided suitable data for

three-dimensional spatiotemporal analyses of the ship airwake. The results obtained us-

ing conditional averaging helped providing new physical insight into the highly complex,

unsteady, and turbulent airwake phenomenon. Nevertheless, some limitations in the experi-

mental approach and data analysis techniques were observed. Additionally, the current effort

focused on specific flow events within a highly complex flow field. Future work is needed to

study other unexplored topics related to the dynamic interface (DI). Based on the results of

the current work, the suggestions for future work are the following:

1. One of the major challenges in using PIV to measure the airwake is that each PIV

system captures the flow field within a single plane. Due to the highly complex nature

of the ship airwake, additional planes of interest can be considered in strategic locations

over the flight deck. For example, using multiple spanwise planes in the recirculation

region might offer a more detailed insight into the bistable flow states of the hangar

door wake.

2. One of the main limitations in the use of conditional averages was that the region to

condition the flow must be in the streamwise plane since it was used as the anchor

plane to correlate all spanwise planes. In order to study events that are not necessarily

captured by the streamwise plane but rather take place on one specific side of the

ship, a horizontal measurement plane (parallel to the deck surface) may be used as the

anchor plane to correlate the spanwise planes. A horizontal measurement plane may

also reveal flow features that are not captured by the vertical planes.

3. Only the headwind case was considered in the current study. It is unlikely that full-scale
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ships operate in a perfect headwind. So, different ship yaw angles should be considered.

Existing studies of ship airwakes with quartering winds by Palm [13] suggested that a

change in yaw angle had an effect on the overall flow field. Therefore, the dual-plane

technique may be applied to different yaw angles to study these changes.

4. The influence of the sABL on the events of interests were challenging to interpret.

Future research may seek to isolate flow events that are more likely to be affected by

added upstream turbulence such as the funnel wake and the temporal behavior of the

reattachment region.

5. Since the long-term goal of measuring the ship airwakes is to obtain a deeper under-

standing of the airwake/rotor interaction, future dual-plane PIV measurements should

include a rotor in the proximity of the flight deck, allowing a three-dimensional analysis

of the rotor wake interacting with the airwake. The obtained measurements can be

used to study these interactions both spatially and temporally.

6. Even though the SFS2 model retains the quintessential features of Navy frigate ships,

other frigate models should be considered to study the ship airwake. Conditional

averages can be used to compare the flow events on different model ships to study the

effects of the ship shapes on flow events that are likely relevant to rotor systems.

7. Current airwake studies by Zhu et al. [2] include the use of proper orthogonal decompo-

sition (POD) to estimate the spanwise plane flow fields using the invariant streamwise

plane. Conditional averages can be used in both estimated and measured fields as a

tool to determine the accuracy of the flow estimations during specific flow events.
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A Measurement Uncertainties

The uncertainties of the stereoscopic PIV measurements were calculated to examine the

validity of the current study. Section 2.4.2 describes how the uncertainties related to the

streamwise velocity component were calculated. This appendix covers the uncertainties

related to the spanwise and wall-normal velocity components.

As previously mentioned in Section 2.4.2, the measurement uncertainties were calculated

by DaVis, which used a method by Wieneke [47] to compute uncertainty values at every

measurement point on the plane. The time-averaged velocities and uncertainties along the

ship centerline (shown in Fig. 2.13a) were plotted. The time-averaged velocities and uncer-

tainties in the spanwise and wall-normal directions along the ship centerline are shown in

Fig. A.1 and Fig. A.2, respectively. The red dots represent the time-averaged velocities and

the black dots represent the uncertainties as error bars. The spanwise velocity component in

Fig. A.1 showed constant uncertainties of approximately ± 0.1 m s−1 while the wall-normal

uncertainties in Fig. A.2 were higher (approximately ± 0.2 m s−1).

Figure A.1 Time-averaged spanwise velocities and uncertainties along the ship centerline.
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Figure A.2 Time-averaged wall-normal velocities and uncertainties along the ship
centerline.

The representative uncertainties were obtained by normalizing the time-averaged uncer-

tainty by the time-averaged velocity at each spatial location. This allowed the examination

of the validity of the PIV measurements as a whole on each plane. Tables A.1 and A.2 show

the representative uncertainties for cases with and without the sABL, respectively. In both

tables, the spanwise plane uncertainties were all less than 8%; note that the most downstream

plane (SP Plane 4) had the largest oblique angles, which led to higher uncertainties. For

the streamwise plane, the large uncertainties in v were likely because it was the out-of-plane

velocity component and its pixel displacement was relatively small.

Overall, the low uncertainties on all measurement planes indicate that the obtained PIV

Table A.1 Representative measurement uncertainties for trials with the sABL.

SP1 SP2 SP3 SP4 SW
ūunc/|ū| (%) 0.48 0.74 0.98 0.99 0.90
v̄unc/|v̄| (%) 1.67 2.17 1.45 1.24 7.22
w̄unc/|w̄| (%) 7.02 1.66 1.85 1.99 1.41
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results were representative of the flow within the studied Simple Frigate Shape No. 2 airwake.

The uncertainties are attributed to oblique camera angles, non-uniform particle reflection,

background noise, etc.

Table A.2 Representative measurement uncertainties for trials without the sABL.

SP1 SP2 SP3 SP4 SW
ūunc/|ū| (%) 0.31 0.52 0.52 0.31 0.29
v̄unc/|v̄| (%) 3.08 2.12 1.79 3.08 5.40
w̄unc/|w̄| (%) 6.12 4.98 3.30 6.12 1.43
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B Time-Averaged Results

The time-averaged streamwise velocity and turbulence intensity (TI) for cases without

the sABL are shown in Section 3.1. However, time-averaged results were obtained for all

three velocity components. The remaining velocity components that were not included in

Chapter 3 are presented in this Appendix.

The time-averaged flow fields for both cases with and without the sABL are shown below.

Fig. B.1 and Fig. B.2 show the spanwise and wall-normal velocity contours without the sABL,

respectively. Similarly, the mean streamwise, spanwise, and wall-normal flow fields under

the influence of the sABL are shown in Fig. B.3, B.4, and B.5, respectively. Comparing these

results, it appeared that the large-scale turbulent structures remained unchanged when the

sABL was added. However, some subtle differences in the mean flow features were observed.

The mean spanwsie velocity v̄ in the case with the sABL showed a more symmetric structure

with respect to the ship centerline since both positive and negative v̄ regions appeared to

be symmetrically spaced with respect to the ship centerline. Moreover, the entirety of

the streamwise plane showed unbiased spanwise flow (e.g, v̄ = 0). On the other hand,

cases without the sABL resulted in asymmetric v̄ regions, shown in the spanwise planes in

Fig. B.1. The asymmetric v̄ flow fields agreed with the bistability behavior observed in the

cases without the sABL, in which one state was more likely to be present than the other.

Finally, the streamwise plane also showed regions of biased flow (i.e., v̄ ̸= 0) closer to the

flight deck surface.

The spanwise TI in the cases without the sABL is shown in Fig. B.6. Additionally, the

spanwise and wall-normal TI results in the cases with the sABL are shown in Fig. B.7 and B.8,

respectively. Some subtle differences between cases with and without the sABL existed when

comparing the TI contours. For instance, in SP1, lower vRMS levels were observed in the

“free-stream” region in cases without the sABL. The recirculation region also resulted in

lower vRMS with the sABL since a larger region of low TI was present behind the hangar

door. Nevertheless, both cases showed areas of high vRMS close to the deck surface.
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(a)

(b)

(c)

v̄/U∞

Figure B.1 Time-averaged spanwise velocity without the sABL. (a) the four spanwise
planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

w̄/U∞

Figure B.2 Time-averaged wall-normal velocity without the sABL. (a) the four spanwise
planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

ū/U∞

Figure B.3 Time-averaged streamwise velocity under the influence of the sABL. (a) the
four spanwise planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

v̄/U∞

Figure B.4 Time-averaged spanwise velocity under the influence of the sABL. (a) the four
spanwise planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

w̄/U∞

Figure B.5 Time-averaged wall-normal velocity under the influence of the sABL. (a) the
four spanwise planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

vRMS/U∞

Figure B.6 Spanwise TI results for cases without the sABL. (a) the four spanwise planes,
(b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

vRMS/U∞

Figure B.7 Spanwise TI results under the influence of the sABL. (a) the four spanwise
planes, (b) the streamwise plane, and (c) 3D perspective.
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(a)

(b)

(c)

wRMS/U∞

Figure B.8 Wall-normal TI results under the influence of the sABL. (a) the four spanwise
planes, (b) the streamwise plane, and (c) 3D perspective.
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C Conditionally Averaged Results

The conditional contours shown in Chapter 3 showed different isolated events of interest

within the flow that are likely relevant to ship-rotorcraft operations. The two main events of

interest studied were the vertical flow events in the shear layer and the bistable flow states

of the hangar door wake. For the first event, cases without the sABL were shown in Chapter

3. This Appendix contains the corresponding analysis for cases with sABL. Similarly, the

second event was analyzed using flow fields with the sABL. This appendix contains the

results of the corresponding analysis for cases without the sABL.

C.1 Extreme Vertical Flow Fluctuations

The same condition criteria described in Section 3.2.1 was applied to the flow field under

the influence of the sABL to observe possible differences in the resulting flow structures.

The conditional velocity fields in the streamwise, spanwise, and wall-normal directions are

presented below. Figures C.1, C.2, and C.3 show the flow when the shear layer induced

positive vertical fluctuations in the conditional area while Figs. C.4, C.5, and C.6 show the

flow conditioned to capture negative vertical fluctuations. The resulting conditional fields

with the sABL were almost identical to those without the sABL. Similarly, the intensity

of the large-scale regions remained unchanged in the cases with the sABL. Hence, it was

concluded that the added turbulence upstream of the ship did not have any effect on the

organized structures that were associated with the flapping motion of the shear layer.

C.2 Bistable Behavior of the Hangar Door Wake

The second event of interest discussed in Chapter 3 was the bistable behavior of the wake

behind the hangar door. The bistable states shown in Section 3.2.2 were obtained using flow

fields under the influence of the sABL. In addition, the corresponding analysis was carried

out using measurements without the sABL. The results are presented in this section. Stable

state 1 is shown in Fig. C.7 while stable state 2 is shown in Fig. C.8. Finally, the side-by-side

comparison of each state is shown in Fig. C.9. Clearly, the same bistable effects were present

without the influence of the sABL and the structures were comparable to the results with
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(a)

(b)

(c)

ŵ/Uref|w̃ > 0.1U∞

Figure C.1 Wall-normal conditional velocity field ŵ/Uref for positive fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.
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(a)

(b)

(c)

û/Uref|w̃ > 0.1U∞

Figure C.2 Streamwise conditional velocity field û/Uref for positive fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.

135



(a)

(b)

(c)

v̂/Uref|w̃ > 0.1U∞

Figure C.3 Spanwise conditional velocity field v̂/Uref for positive fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.
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(a)

(b)

(c)

ŵ/Uref|w̃ < −0.1U∞

Figure C.4 Wall-normal conditional velocity field ŵ/Uref for negative fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.
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(a)

(b)

(c)

û/Uref|w̃ < −0.1U∞

Figure C.5 Streamwise conditional velocity field û/Uref for negative fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.
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(a)

(b)

(c)

v̂/Uref|w̃ < −0.1U∞

Figure C.6 Spanwise conditional velocity field v̂/Uref for negative fluctuations under the
influence of the sABL. The same condition criteria described in Section 3.2.1 were used.
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the sABL. However, the downstream effects of each state appeared to be more pronounced

without the sABL. For instance, in Fig. C.7, the streamlines in SP3 showed sharp velocity

gradients on the port side while Fig. C.8 showed the same effect on the starboard side. These

gradients closer to the flight deck surface appeared to be more distinct when compared to the

conditional fields with the sABL, possibly due to the higher free-stream velocities, which is

known to impact not only the development of the flight deck vortices but also the temporal

behavior of the bistability phenomenon [2, 6, 30].

C.3 Transition Between Bistable States of the Hangar Door Wake

The transition between bistable states was analyzed following the procedure described

in Section 3.2.3 for flow fields without the sABL. The PDF in Fig. C.10 shows that it was

more likely to capture state 2 (e.g, ṽ > 0) using flow fields without the sABL. This biased

behavior was not seen in cases with the sABL. Since the states persisted in time for a longer

period of time in the case without the sABL, the time period was adjusted to t0 ± 20∆t to

identify the transition in and out of each state.

A total of 106 transitions to state 1 were identified. Then, a temporal average at each

time instance from t0 − 20∆t to t0 + 20∆t was obtained. For example, the time instance

t0 − 20∆t of each one of the 106 transitions was used to obtain the mean flow structure at

t0 − 20∆t. This process was repeated for each time instance to study the time evolution of

the transition.

Figure C.11 shows the conditional flow field at time instances in which its structure

showed significant changes. Figure C.11a shows the time instance t0 − 10∆t. At this time,

the flow had not started transitioning to state 1 since the flow structure in all planes was

symmetric. At t0 − 2∆t, the flow within the recirculation region was no longer symmetric.

The streamlines indicated the presence of a low-speed region on starboard side closer to the

flight deck surface. Moving downstream, SP3 ans SP4 showed higher spanwise velocity closer

to the flight deck, which showed agreement with the pattern seen in cases with the sABL in

Section 3.2.3. At t0 −∆t, the flow within the recirculation region moved from starboard to

140



(a)

(b)

√
v̂2 + ŵ2/U∞|ṽ < 0

Figure C.7 Combined spanwise and wall-normal conditional fields for state 1 (ṽ < 0)
without the influence of the sABL.

port and a vortical structure started forming on the starboard side. However, at this point,

the characteristic vortex had not been formed. Similarly, the flow structure downstream

had not changed significantly. Finally, at t0, the characteristic vortex was formed in the

recirculation region. Additionally, the downstream flow structures within SP3 and SP4

showed that the flow closer to the deck surface slightly strengthened.

After the transition, the characteristic vortex persisted in time in between t0 and t0+8∆t
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(a)

(b)

√
v̂2 + ŵ2/U∞|ṽ > 0

Figure C.8 Combined spanwise and wall-normal conditional fields for state 2 (ṽ > 0)
without the influence of the sABL.

as shown in Fig. C.12. At time t0 + 8∆t, the characteristic vortex in the recirculating

region weakened in comparison to the previously shown instance t0 + 6∆t. This indicated

the beginning of the transition out of state 1. Downstream, there were no major changes in

flow structure at this point. At t0 + 20∆t, the flow was symmetric with respect to the ship

centerline again since the effects of the bistable configuration were no longer present neither

upstream nor downstream of the hangar door.
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(a)
√
v̂2 + ŵ2/U∞|ṽ < 0

(b)
√
v̂2 + ŵ2/U∞|ṽ > 0

Figure C.9 A direct comparison of each state of the flow field without the sABL. The
spanwise planes of state 1 and 2 are shown in the top and bottom figures, respectively.

Figure C.13 shows the average flow fields during the transition into state 2. First, the flow

appeared to transition out of state 1 since the streamlines behind the hangar door indicated

a flow bias that was characteristic of state 1. Downstream, the flow structures appeared

symmetrical with respect to the ship centerline. At t0 − 2∆t, the low speed region closer to

the deck surface in SP2 was on the port side, which indicated the beginning of the vortex

formation at this location. The flow structures in SP3 and SP4 also showed a slightly larger

spanwise velocity on the flight deck, which showed agreement with the structures seen in

cases with the sABL. At t0 − 2∆t, the vortical structure was more defined. This appeared

to have a greater influence on the downstream flow structure as the spanwise velocity was

greater close to the deck surface. At the time of the transition t0, the characteristic vortex

was present and the gradients seen in SP3 appeared to strengthen, resulting in a larger vortex
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Figure C.10 PDF of ṽ(t) for cases without the sABL.

on the starboard side of the ship.

Figure C.14 shows the conditionally averaged flow fields during the transition out of state

2. In this case, however, the flow structure remained unchanged for a significantly longer

time than state 1. This was expected since the PDF showed that the flow field was biased

towards this state. There were no significant changes until t0+20∆t, when the characteristic

vortex was slightly weakened and the downstream flow structure appeared to be symmetric

with respect to the ship centerline.

In summary, the flow structures without the sABL showed a similar pattern during the

transition compared to the flow with the sABL. The main differences observed in this study

were: (i) The flow without the sABL was biased towards state 2. Thus, 767 transitions to

this state were identified while only 106 transitions to state 1 were isolated, (ii) this flow bias

allowed state 2 to persist significantly longer in time compared to state 1, (iii) while state 2

persisted in time, the downstream flow structure in SP3 showed sharper velocity gradients

and more deformed deck vortices when compared to state 1.
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(a) t0 − 10∆t

(b) t0 − 2∆t

(c) t0 −∆t

(d) t0

√
v̄2 + w̄2/U∞

Figure C.11 Temporal average of the instances preceding the transition to state 1 in (a),
(b), and (c) as well as the instance of the transition in (d). Case without the sABL.
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(a) t0

(b) t0 + 6∆t

(c) t0 + 8∆t

(d) t0 + 20∆t

√
v̄2 + w̄2/U∞

Figure C.12 Temporal average obtained using the instant of transition to state 1 in (a) and
using the instants after the transition in (b), (c), and (d). Cases without the sABL.
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(a) t0 − 10∆t

(b) t0 − 2∆t

(c) t0 −∆t

(d) t0

√
v̄2 + w̄2/U∞

Figure C.13 Temporal average of the instances preceding the transition to state 2 in (a),
(b), and (c) as well as the instance of the transition in (d). Case without the sABL.
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(a) t0

(b) t0 + 10∆t

(c) t0 + 15∆t

(d) t0 + 20∆t

√
v̄2 + w̄2/U∞

Figure C.14 Temporal average obtained using the instant of transition to state 2 in (a) and
using the instants after the transition in (b), (c), and (d). Cases without the sABL.
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