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Abstract

The evolution of wireless communication networks, from present to the
emerging fifth-generation (5G) new radio (NR), and sixth-generation (6G)
is inevitable, yet propitious. The thesis evolves around application of ma-
chine learning and optimization techniques to problems in spectrum man-
agement, internet-of-things (IoT), physical layer security, and intelligent
reflecting surface (IRS).

The first problem explores License Assisted Access (LAA), which lever-
ages unlicensed resource sharing with the Wi-Fi network as a promising
technique to address the spectrum scarcity issue in wireless networks. An
optimal communication policy is devised which maximizes the through-
put performance of LAA network while guaranteeing a proportionally fair
performance among LAA stations and a fair share for Wi-Fi stations. The
numerical results demonstrate more than 75 % improvement in the LAA
throughput and a notable gain of 8− 9 % in the fairness index.

Next, we investigate the unlicensed spectrum sharing for bandwidth
hungry diverse IoT networks in 5G NR. An efficient coexistence mecha-
nism based on the idea of adaptive initial sensing duration (ISD) is pro-
posed to enhance the diverse IoT-NR network performance while keeping
the primary Wi-Fi network’s performance to a bearable threshold. A
Q-learning (QL) based algorithm is devised to maximize the normalized
sum throughput of the coexistence Wi-Fi/IoT-NR network. The results
confirm a maximum throughput gain of 51 % and ensure that the Wi-Fi
network’s performance remains intact.

Finally, advanced levels of network security are critical to maintain
due to severe signal attenuation at higher frequencies of 6G wireless com-
munication. Thus, an IRS-based model is proposed to address the issue of
network security under trusted-untrusted device diversity, where the un-
trusted devices may potentially eavesdrop on the trusted devices. A deep
deterministic policy gradient (DDPG) algorithm is devised to jointly op-
timize the active and passive beamforming matrices. The results confirm
a maximum gain of 2−2.5 times in the sum secrecy rate of trusted devices
and ensure Quality-of-Service (QoS) for all the devices.

In conclusion, the thesis has led towards efficient, secure, and smart
communication and build foundation to address similar complex wireless
networks.
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Chapter 1

Introduction

1.1 Introduction

Wireless communication industry has experienced a never stopping evo-
lution over the decades. On one hand, the evolution has rendered tremen-
dous development of networks such as cellular, wireless local area networks
(WLAN), satellite, terrestrial, wireless sensor networks, optical wireless
networks, etc. Whereas, on the other hand, with advancement comes
challenges such as increased levels of network complexity, resource utiliza-
tion, ultra-low latency, inter-network interference, signal quality, energy
and power control, network security, reliability, and so on [4]. Hence,
there is a constant need to overcome the originated issues for a seamless
growth of future wireless communication technology.

Currently, we are living in the era of fifth-generation (5G) commu-
nication which is entitled to bring all the previous and existing wireless
networks on a single platform leading towards the future road of sixth-
generation (6G) communication [5]. Previously mobile communication
was simply focused on the betterment of network performance, but 5G
pioneered to facilitate the use cases of wireless services for people, devices
and industry [6]. The initiation of smart cities, virtual reality, massive
machine-type communication, ultra-reliable low latency communications
(URLLC), unlicensed spectrum sharing, vehicle-to-vehicle communication
and industrial internet-of-things (IoT) are some of the use cases intro-
duced by 5G new radio (NR).

Moreover, all the existing and emerging technologies are shaping a
landscape of massive access for wireless networks. These huge number of
devices and machines are realizing a new design of future 6G network for
efficient, low power, reliable, and secure access [7]. The new infrastruc-
ture is also aimed to deal with large of amount data from massive IoT
devices, leading to the enhanced cloud and edge computing methods [8].
The growth of devices, machines, and their communication data invites a
forthcoming shortage of available radio resources. In that regard, bringing

1



CHAPTER 1. INTRODUCTION 2

a necessity of improvised radio resource management for the large-scale
heterogeneous networks in licensed and unlicensed spectrum [9]. Also,
acquiring wider unexplored bandwidths for forecasted high connection
volume, data rates, efficiency, and capacity [10].

Established on the idea of revolutionized wireless systems from 5G NR
to beyond 5G and 6G, this thesis has focused on some of the core chal-
lenges of spectrum access to the unlicensed band for cellular and massive
devices (which defies conventional centralised resource management) and
learning-based radio resource management, security and integrity. Also,
the problem of massive devices’ access to the network, from different and
potentially complementary angles, including access frequency, adaptive
access using learning, and secure access using learning. In conclusion, all
the studies collectively contribute to a safe and massive access scheme in
support of future 6G IoT networks.

1.2 Current and Emerging Wireless Communication
Networks

The present 5G networks have exploited technologies such as massive
multiple-input multiple-output (MIMO) and millimetre-wave (mmWave)
to be able to reach higher data rates and better efficiency [11]. The multi-
array antenna structures have manifested increased spectral efficiency by
combating signal interference and encouraging spatial multiplexing [12].
Similarly, mmWaves are a hub of available bandwidth to cope with huge
traffic volumes of 5G NR. Edge computing is also trending in 5G networks
to support low latency by combining the services of telecommunications
and information technology [13]. All the three technologies have their
own advantages as well as challenges. Recent studies are looking into
cell-free massive MIMO to control interference, severe signal attenuation
in mmWaves, and data privacy with edge computing.

Recently, unmanned air vehicles (UAVs) and satellite communication
are the talk of the town in the wireless community. In near future, UAVs
are expected to become a fundamental entity in a wireless network be-
cause of their mobility, strong line-of-sight link and flexibility [14]. But
there are challenges related to 3D deployment, wireless connectivity, tra-
jectory planning, and energy efficiency. Likewise, satellite-based commu-
nication is aimed exercise global coverage for heterogeneous networks and
reducing the burden from terrestrial stations [15]. Satellite and UAVs
are predicted to handle the large-scale connectivity of emerging IoT net-
works. Aiming to resolve the issues of delays, link budget, Doppler shift
and power consumption, the low orbit satellites will succeed in making
their way to future wireless networks [16]. However, the coexistence with
ground-based networks cannot be overlooked.
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In addition, the fierce expansion in wireless data traffic can’t be un-
seen at this stage. Hence, both academia and industry are looking into
emerging technologies to shape the future of wireless communication net-
works. Research towards the terahertz (THz) band is prevalent now to
foster wider bandwidth capacity and extremely high data rates. The
attractively high bitrate cannot be achieved without monitoring the chal-
lenges of channel modelling, signal fading, molecular absorption, and THz
beamforming [17]. On the same note, intelligent reflective surface (IRS)
is a new trend that has been proposed to boost the signal quality in an
uncontrollable fading environment by continuously configuring its passive
reflecting elements [18]. IRS offers programmable control over shifting
the phase and amplitude of reflected signals, hence, contributing to smart
radio transmission [19]. Blockchain is another popular technology with
decentralized control over large amounts of data that is predicted to man-
age secure and private communication for wireless networks [20]. How-
ever, there are issues like energy consumption and scalability for highly
complex and large-scale systems.

The future 6G networks are expected to extend the digital communi-
cation and physical realms of the current systems to the human world. A
digital twin technology is anticipated which will allow digital clones of the
physical world processes to help the in real-life interactions and decision-
making [21]. 6G is forecasted to offer diverse and inclusive services such
as, smart society, sustainable ecosystem, telemedicine, e-education, mixed
reality, holographic telepresence, quantum computing, optical wireless
communication, hybrid access, and tactile internet [22]. This whole new
technology will foresee issues of massive twining, reliable connectivity,
sustainability, diverse level of security and privacy, and more.

Having said that, the increased complexity of the present and emerg-
ing wireless communication problems has shifted towards a paradigm of
more sophisticated and intelligent solutions due to the high computa-
tional consumption of traditional mathematical methods [21]. Addition-
ally, the complex and dynamic nature of problems has identified artificial
intelligence (AI) and machine learning (ML) as key tools to implement
autonomous adaptability and take advantage of experience while making
decisions. Therefore, the wireless communication industry has also started
leveraging these techniques and is seeking AI as one of the building blocks
of future 6G networks [23].

1.3 Evolution of ML and AI Tools in Wireless Com-
munication

In recent years, ML emerged as an application of AI for learning, deci-
sion making and problem-solving. It enables the devices to perform a
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task relying on self-observations and inferences instead of being explicitly
programmed [24]. ML and AI are starting to influence wireless com-
munication and we are entering into an era of everything being smart,
e.g., smart devices, smart homes, smart cities, etc. Similarly, due to the
growing complexity of wireless networks, there is a prominent interest
in developing intelligent and adaptive systems. This has given a boost
to adopting techniques of ML in wireless systems which can efficiently
organize and optimize the networking devices [25].

1.3.1 Types of Machine Learning Techniques

There are three different types of ML techniques: a) Supervised Learn-
ing b) Unsupervised Learning and c) Reinforcement learning (RL) [26].
Supervised learning is used in applications that are based on the classifi-
cation, estimation, or prediction of a parameter. It takes labelled input
data sets to establish a predictive model. The basic principle is to train
the model with a set of training data and test data to predict the output
value [27]. On the other hand, unsupervised learning works on unlabelled
data to extract a feature, detect an anomaly, identify a pattern, or reduce
the dimensionality. It uses the concept of clustering and grouping [28].
Lastly, RL is applied to the problems which need online adaptation of
the system parameters [29]. In these real-time running scenarios, the
decision-making entities (agents) interact with the environment in the
form of some actions and receive rewards in return. The agents then try
to maximize the reward in order to achieve the optimal value [30]. All
the three types of ML previously mentioned have gained momentum in
solving open research problems [31].

1.3.2 Classification of Machine Learning Literature

Recently, the research trend in wireless communication has shifted to-
wards ML and its especially important to group the present study based
on its nature. The state-of-the-art literature on ML in wireless networks
can be classified as illustrated in Figure 1.1. The research work has been
categorized on the use of ML in channel modelling, transceiver design,
application areas and techniques.

ML is being used in the physical layer design of wireless systems. ML-
based feature extraction for channel estimation and channel prediction
is a new paradigm in channel modelling. These channel estimation and
equalization methods have proven to provide a better bit error rate, there-
fore, improving the performance of network [32]. Lately, some research
work has been directed to constructing radio environment maps based on
ML and its applications to wireless communications. The models offer
more accuracy as compared to empirical channel models [33]. Though,
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ML 
Classification

ML Applications
§ Cellular Spectrum
§ Internet of Things (IoT)
§ Vehicular Networks
§ Edge Computing
§ 6G Communication

ML Techniques
§ Supervised learning
§ Unsupervised learning
§ Reinforcement learning (RL)
§ Federated learning
§ Deep neural networks (DNNs)
§ Deep reinforcement learning (DRL)

ML for Channel Modelling
§ Radio maps
§ Features extraction

ML for Transceiver Design
§ Channel decoding
§ Modulation, coding
§ Signal processing

Figure 1.1: Classification of Machine learning literature in wireless communi-
cation.

ML-based channel modelling has its advantages, but it comes with some
limitations which need to be explored.

Apart from the conventional ML techniques, an interrelated class of
learning with AI, deep learning has demonstrated physical layer applica-
tion as well. The latest study on learning-based physical layer processing
includes transceiver design, optimization of modulation, channel coding
and decoding schemes [34]. Thus, introducing an auto decoder and en-
coder in communication systems [35]. These learning-driven information
coding and signal processing techniques also have their own limitations,
thereby opening gates to future research.

Over the past years, ML has successfully marked its ground in multiple
wireless communication applications. Next-generation wireless networks
demand massive connectivity, intelligent adaptation and decision-making.
These features invite ML-based solutions to counter the challenges in
current and future self-organizing cellular systems [36]. ML has also found
its application in massive MIMO and cognitive radios [37]. Moreover,
widespread use of UAVs is seen in the recent aerial wireless communication
for better coverage and capacity. ML techniques are being applied to UAV
networks as well [38,39]. Furthermore, complex networks such as IoT and
vehicular networks are also being catered by ML to resolve the issues [40–
42]. Other wireless communication areas which are leveraging ML-based
techniques are edge computing [43, 44], cyber security [45], backscatter
communications [46] and satellite communication [47]. These applications
offer vast room for future research.

The last part of the literature is grouped based on advancement and re-
search in different ML techniques. The conventional techniques fall under
three different types of machine learning mentioned in Section 1. Some of
the modelling techniques for supervised learning are support vector ma-
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chines, artificial neural networks (ANN), deep neural networks (DNN),
Bayesian networks, decision trees and genetic algorithms. Clustering,
dimensionality reduction and anomaly detection fall under unsupervised
learning. Whereas, dynamic programming, Monte Carlo, Q-learning (QL)
and Sarsa are the few techniques for RL [48]. Recently another technique,
federated learning, has emerged which provides distributed learning re-
ducing the complexity of dealing with large data sets [43]. Further, a
combination of RL and deep learning, deep reinforcement learning (DRL)
has been proposed over the last few years [40]. To summarize, AI and
ML techniques are also evolving.

This thesis aims to explore optimization and ML techniques as a tool
to effectively tackle some of the feasible challenges of wireless systems. ML
is suitable for complex scenarios where traditional methods are unable to
provide significant improvements.

1.4 Thesis Structure and Contributions

The following subsections provide detail about the thesis outline and the
key contributions.

1.4.1 Thesis Outline

The remaining part of the thesis is structured into five main chapters.
The chapter 2 elaborates on the targeted wireless communication areas
and the problem-solving techniques adopted for their solution. The next
three chapters 3, 4 and 5 represent the research works investigated in this
thesis. Moreover, each of these chapters is aimed to provide the litera-
ture background, system model, problem formulation, proposed solution,
results, and key highlights of their respective research problem. The last
chapter 6 extracts the thesis findings and proposes a prospective future
research direction.

1.4.2 Main Contributions of the Thesis

The main contributions of this thesis are summarized in the following
chapters as.

• Chapter 2 serves as background knowledge for establishing the
main research body. Initially, it throws light on the major motivation
behind the research and later presents a big picture by connecting
the distinct aspects of the study.

The emphasis is laid on the targeted areas and prospective tech-
niques covered by the thesis. Furthermore, it familiarizes the reader
with imminent research problems in the said areas. Finally, it builds
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up the foundation of the chosen problems and the importance of ad-
dressing them.

• Chapter 3 provides an efficient performance-fairness trade-off for
licensed assisted access (LAA) and Wi-Fi coexisting networks in the
unlicensed spectrum. The model proposes a novel idea of unique
transmission probability for each LAA station dependent upon the
wireless channel conditions, which promotes proportional fairness
among LAA stations. Previously, an equal and independent trans-
mission probability for Wi-Fi and LAA stations has been considered
in the literature.

An optimal access strategy is devised which uses non-overlapping
transmission phases for Wi-Fi and LAA network to utilize the un-
licensed channel. The policy rules out inter-network collision and
more importantly considers the near-far effect of the different sta-
tions and the physical channel conditions.

A mathematical model for the average throughput per LAA sta-
tion is constructed and a joint optimization problem is formulated
to maximize the total throughput of the LAA network with a fair
performance guarantee for the Wi-Fi network. Also, an optimal
solution is obtained analytically.

The proposed scheme provides more than 75 % throughput gain
for the LAA network as compared to the conventional schemes of
uniform transmission probabilities. Moreover, an improved 8 − 9
% of the fairness index confirms the intra-network fairness of the
proposed model, compared to the benchmark.

• Chapter 4 introduces a diversity inclusive unlicensed spectrum
sharing for IoT devices in 5G NR. It proposes a contention-based
coexistence mechanism with dynamically adaptive initial sensing du-
ration (ISD) for diverse IoT-NR devices rather than the conventional
uniform ISD.

A mathematical model is designed to maximize the sum throughput
of the coexistence network with a bearable performance guarantee
of the Wi-Fi network.

It proposes a QL-based algorithm to learn from environment dy-
namics and eventually converge to an optimal ISD for each IoT-NR
device.

The proposed model yields a maximum gain of 51% in the normal-
ized sum throughput when compared to the benchmark cases.

• Chapter 5 offers a learning-driven IRS-assisted secure communi-
cation for the diverse 6G-IoT networks in the presence of potential
untrusted eavesdroppers.
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It presents the concept of trusted-untrusted classification of legiti-
mate IoT devices and provides an IRS-supported approach to over-
come the signal attenuation and blockages of networks operating at
the mmWave/THz band.

An optimization problem is designed that jointly optimizes the trans-
mit beamforming matrix and IRS phase shift matrix to maximize
the sum secrecy rate of trusted devices with a minimum throughput
guarantee for all the legitimate devices.

A DRL-based solution is provided using a deep deterministic pol-
icy gradient (DDPG) algorithm suitable for the complex, dynamic,
and continuous formulated maximization problem. The simulation
model is trained, and optimal results are furnished.

The proposed DRL-based model provides a maximum gain of 2 −
2.5 times the sum secrecy rate of trusted devices and ensures the
throughput performance of all trusted and untrusted devices. More-
over, the performance of the proposed DRL model is also tested on
various values of hyper-parameters to select the best suited.

• Chapter 6 highlights the key findings of this thesis and discusses
future research directions. In the essence, the thesis explores the evo-
lution of wireless communication technology from 5G to 6G while
addressing the issues of bandwidth hunger, signal attenuation and
diverse physical layer security. It brings a flavour of sophisticated
learning-based real-time solutions suitable for large-scale complex
dynamic problems when the traditional mathematical models strug-
gle with high computational complexity.

The research problems discussed in chapters 3, 4 and 5 offer a solid
baseline for similar wireless communication problems in the areas of
IoT, UAVs, and satellite and non-terrestrial communication.



Chapter 2

Targeted Research Areas and
Problem Solving Techniques

2.1 Motivation

A smooth transition from 5G to future 6G communication entails vigi-
lantly addressing the prominent issues among the networks such as ac-
cess, connectivity, resource management, integration, coexistence, and
privacy [49]. Therefore, the thesis is aimed to build up a strong moti-
vation toward understanding and solving a few of the pivotal problems
in the current and emerging wireless networks. Based on the pillars of
efficient, fair, secure, and smart solutions, it progresses to highlight some
of the challenges. The proposed solutions are aimed to be flexible and
adaptive to explore similar research problems, thus, furnishing a wider
scope of wireless application areas.

Following the trend toward 6G networks, this research work as a whole
is planned to play a significant role in emphasizing the problems of access,
diversity and security for the massive devices. The core highlights of the
thesis are given as:

• A fair access to massive devices: Massive device connectivity
of cellular, IoT, and Wi-Fi networks calls for fair access to the avail-
able radio resources. This is ensured in terms of a fairly-managed
coexistence in the licensed as well as unlicensed spectrum [50–52].

• An inclusive wireless environment: Diversity is a critical aspect
of wireless networks in terms of service requirements [5,53]. The fu-
ture wireless technology is expected to be inclusive of these diverse
features and assures quality communication based on different de-
mands.

• A secure communication: To maintain the integrity and privacy
of the massive heterogeneous devices through secure and reliable
communication links [54–56].

9
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Figure 2.1: Targeted application areas and problem-solving techniques.

• A smart and self-controlled network: To provide intelligent and
learning-based control to the complex dynamic networks [23, 57].
It develops scalable, adaptable and flexible characteristics for the
system to behave autonomously in the changing environment.

2.2 Targeted Application Areas

The vast wireless communication technology encompasses boundless re-
search gaps. This thesis targets a few of these application areas as illus-
trated in Figure 2.1. Motivated by 5G NR use cases and its emerging tech-
nologies, the research problems in spectrum management, IoT network,
IRS-assisted communication, and 6G and THz networks are explored.

2.2.1 5G NR and Beyond Spectrum Management

The advanced wireless communication technology of 5G NR is burdened
with catering a huge number of devices on various applications simul-
taneously. Therefore, to manage the systems efficiently, the concept of
self-organised network management has been introduced rather than cen-
tralized control [58]. This indulges the current and future wireless systems
in addressing the spectrum management issues such as:

• Spectrum access [59]
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• Spectrum sharing [60–62]

• Resource allocation [63,64]

One of the key 5G NR use cases is unlicensed spectrum sharing to
counter the bandwidth capacity shortage. In this regard, chapter 3 and
chapter 4 are based on two different research works of unlicensed spectrum
sharing for cellular and IoT networks, respectively.

2.2.2 IoT Network

The idea of connecting machines, devices and networks together have
given birth to large-scale IoT systems for 5G NR and beyond communi-
cation. The deployment of IoT, such as smart homes devices, gadgets,
vehicles, mobiles, computing devices, etc has given rise to the following
issues:

• Massive connectivity [65,66],

• Resource management and energy efficiency [67,68],

• Heterogeneous coexistence [69],

• Security and privacy [55].

One of the major concerns for the IoT networks is the inclusion of
diverse demands of the connected things. Keeping this in mind, a diverse
IoT coexistence in the unlicensed spectrum is visited in chapter 4. Also,
the problem of diverse IoT network security is studied in chapter 5.

2.2.3 IRS-Assisted Communication

The IRS technology is being investigated as a favourable option for be-
yond MIMO communication for future wireless networks [70]. The passive
reflecting surfaces, IRS, are mirror-like surfaces that can smartly control
the signal propagation in the radio environment [71]. This cost-effective
and low power consumption technology has taken over wireless communi-
cation to improve the signal quality in worse conditions [72]. Nevertheless,
IRS-assisted communication faces issues such as:

• Phase angle configuration [73–75]

• Channel estimation [76]

• User detection [77,78]

The research work in chapter 5 is based on phase angle configuration
for IRS-assisted IoT networks.
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2.2.4 6G and THz Network

The THz band is a gateway to wide available bandwidth resource, which
is need of the hour for data capacity predicted for 6G networks [79]. How-
ever, extremely high data rates will not be achieved without experiencing
the following problems:

• Channel modelling [80]

• Signal blockages and high propagation attenuation [81]

• Low coverage range [82]

• Security and privacy [56]

Hence, the last research study in chapter 5 examines the severe signal
attenuation and security of a 6G-IoT network.

2.3 Problem Structures and Applied Techniques

The thesis contributes toward the application of machine learning algo-
rithms and optimization techniques to suitable wireless communication
problems. The research problems discussed in Chapters 3, 4 and 5
are formulated as optimization problems that are solved based on the
following techniques:

2.3.1 Linear Optimization Technique

The first problem discussed in chapter 3 is proven to be a convex op-
timization problem that supports a closed-form optimal solution with
low computational complexity. Therefore, a classical convex optimization
technique is employed to yield optimal results.

2.3.2 ML Techniques

When the formulated optimization problems are non-convex and NP-hard
in nature, the traditional mathematical solutions become impractical and
analytical solution is nearly impossible to obtain. Thus, ML is an effec-
tive tool to resolve these problems because of its robustness, low com-
putational complexity and autonomous adaptability [83]. The research
problems formulated in this thesis have also leveraged from the following
ML algorithms:

• RL has become a popular real-time self-learning process when no
prior information from the surrounding is available. QL is one of the
important RL techniques which incorporates agent and environment
interface as shown in Figure 2.2. Agents are the decision-making
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Fig 9: Q-learning agent and environment framework.
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Figure 2.2: QL agent and environment framework involving actions, states,
and rewards.

entities that respond to the changes in the environment through
their actions. Based on their actions they transition between states
and earn rewards [84]. The cumulative value of the reward converges
the algorithm to optimal results. Resource management problems
have found RL algorithms as a favourable solution for their complex
and dynamic design [85]. Hence, in regard to the nature of the
problem in Chapter 4, a QL-based solution is presented.

• DRL, a hybrid of RL with DNN, has emerged as a new technique that
improves the learning rate for RL and adds to the neural network
quality of handling high-scale complex problems. The effectiveness
of these learning algorithms for mission-oriented challenges involving
flexibility and decision-making under high uncertainty for IRS, IoT
networks and future 6G networks has been extraordinary [57,86,87].
Therefore, it is a desirable technique for large-dimensional complex
dynamic problems 6G-IoT networks such as the one investigated in
chapter 5.

The PhD thesis is aimed to target the potential research works involv-
ing the application of optimization and ML techniques to the shortlisted
application areas. The implementation of these techniques in wireless
networks is a rich contribution to state-of-the-art research. The goal is to
provide smarter and more efficient solutions to relevant wireless network
challenges. The problems and their proposed solutions are elaborated in
the following chapters.



Chapter 3

Performance-Fairness
Trade-off for Wi-Fi and
LTE-LAA Coexistence

3.1 Introduction

Recently wireless communication industry has turned its attention to-
wards utilizing the unlicensed spectrum as an efficient means to address
the spectrum scarcity and rapidly growing demand for data traffic by
users [88, 89]. In this regard, different variants of the fourth-generation
Long Term Evolution (LTE) have been proposed to leverage the unli-
censed 5 GHz band which is mainly used by the Wi-Fi network, e.g.,
LTE unlicensed (LTE-U), LTE licensed assisted access (LAA) and Mul-
teFire [90]. LTE-U emerged as the first standard for unlicensed shar-
ing presented by the LTE-U forum on the basis of LTE specifications
in release 12 [91]. In release 13, the 3rd generation partnership project
(3GPP) issued LTE-LAA as a global standard to coexist with the unli-
censed band [92]. Multefire was proposed in 2017 as a radio technology
to self-deploy LTE in the unlicensed band without the need of an anchor
in a licensed band [93]. LTE-U and LAA are based on carrier aggregation
while MulteFire is based on the standalone operation.

The overall aim of the above-mentioned variants is the fair coexistence
among different radio technologies, i.e., an LTE network should not im-
pact the Wi-Fi network more than an additional Wi-Fi network in terms
of throughput [94]. The idea of unlicensed spectrum sharing is extended
to become the part of 5G new radio unlicensed (NR-U) standard and
emerging 6G unlicensed spectrum sharing [5, 95]. LAA has been pro-
posed as the basis for the channel access mechanism for 5G and 6G NR-U
by industry and academia [96–99]. In this work, we focus on LTE-LAA/
Wi-Fi coexistence.

The standardization for the LTE-LAA and Wi-Fi coexistence in the

14
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unlicensed 5 GHz band is still in under development. In this regard,
the latest specifications for tuning the transmission opportunity, which
is considered in this work, were discussed in the 3GPP working group
meeting in Jan 2020 [100]. Moreover, the recent performance analysis
studies such as the one done in [101] have identified many issues with
the current coexistence specification. Multiple problems with the current
existing releases were reported in [102]. The solution to these problems
is not only crucial for 5 GHz unlicensed band, but the lessons learned
from the 5 GHz coexistence are vital for fair and efficient coexistence
deployments in 6 GHz and all future bands.

LTE can adversely affect the Wi-Fi throughput performance without
a fair coexistence scenario. This is because of the difference in access
mechanisms for Wi-Fi and LTE networks. A Wi-Fi network follows IEEE
802.11a Distributed Coordination Function (DCF) based on the Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism
to coexists with one another [103]. In order to maintain fair spectrum
sharing with Wi-Fi, the conventional LTE-LAA adopts a contention-based
channel accessing protocol. It is equipped with Listen before talk (LBT)
mechanism which uses the clear channel assessment (CCA) to access the
unlicensed channel and considers equal channel access probability for each
LAA station [94]. The standard LTE-LAA mechanism has been shown
to provide better data rates and higher airtime efficiency than the stan-
dalone Wi-Fi network operating in the unlicensed spectrum [104]. How-
ever, equal access probability does not take into the near-far effect of
the LAA stations, and their individual throughput is affected. Therefore,
it is important to design a coexistence scheme that addresses both inter-
network fairness as well as intra-network fairness in an LTE-LAA/Wi-Fi
network.

3.1.1 Related Work

The goal of Wi-Fi and LTE-LAA coexistence is to increase the throughput
of the LAA network but not to degrade the performance of the Wi-Fi net-
work. Some papers have looked at the performance analysis of standard
or modified LBT mechanisms for LTE-LAA/Wi-Fi networks [105–110],
without necessarily focusing on the fairness issue. Other works have ad-
dressed spatial reuse [111, 112], energy consumption [113], traffic offload-
ing [114], power allocation [115] and resource allocation [116] issues. In
this work, we are interested in the fairness issue. Two main approaches
have been proposed in the literature to handle the fairness issue: (i) vary-
ing the transmission or channel occupancy time (COT) and (ii) varying
the idle time. The transmission time of the LAA station is the time for
which it keeps the channel occupied and idle time is defined as the time it
keeps the channel vacant. An LAA station switches from the transmitting
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mode and rests in the idle mode when it has no data to transmit, or it is
undergoing the initial contention phase.

The first approach deals with transmission time modification. The per-
centage of time an LAA or Wi-Fi station occupies a channel account for
overall channel efficiency and fairness between the two networks. Varying
the COT under different load conditions is a coexistence solution. The
work in [117] proposed adjusting COT for LAA stations from a range of
values depending upon Wi-Fi load. Another COT modification of ap-
pending the Clear-To-Send frame for reserving the channel to make LAA
less intrusive was studied in [118]. Recently, some papers have used ma-
chine learning algorithms to optimize Wi-Fi and LTE-LAA coexistence.
A QL technique for estimating the channel occupancy time of LAA under
different Wi-Fi traffic conditions was proposed in [119]. The learning out-
come was then used to adapt COT and interference power constraints. A
channel sharing scheme was proposed in [120] where LAA stations mon-
itor the Wi-Fi activity for adaptive duty cycling. A QL-based approach
was presented to intelligently select an optimal combination of transmis-
sion and mute time for LTE-U and Wi-Fi networks in [121]. A DRL-based
approach was adopted to optimize the transmission time of LAA in [122].

The second approach deals with idle time modification. Under this
approach, a key strategy is dynamically adapting the wait time to in-
culcate fairness among coexisting nodes. An LAA station undergoes a
backoff phase where it waits for its turn to transmit relying upon the
CW size. The contention window CW size adaptation has been presented
to get the most out of available resources for both the LAA and Wi-Fi
network in [123]. A QL-based solution to cope with the challenge of fair
coexistence for LAA and Wi-Fi was proposed in [124, 125]. The focus
was on controlling the CW size for every LAA eNB in accordance with
channel state and traffic load information. Another supervised machine
learning-based scheme was proposed in [126] to learn from past collisions
and predict the CW size on the basis of negative acknowledgements of
packets. All the stations contending on a channel had to sense it idle for
a continuous duration. Making this contention time adaptive reduces the
intra-network collisions and increases the system fairness. Initial sens-
ing time optimization schemes were introduced in [127, 128]. Initial CW
size and sensing time-based adaptation was proposed in [109] to achieve
proportional fairness for LTE-LAA and Wi-Fi network.

The work in [129] considers LTE supplemental downlink methodology
which is used only in the downlink to support higher downlink support
for LTE stations. The work in [130], on the other hand, employs an
alternating slot assignment model which assigns different time slots to
LTE-U BS or Wi-Fi stations. Whereas the system model we consider in
this work is based on uplink communication and employs a time division
multiplexing-based solution. Hence, the perspective of resource sharing is
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different in comparison to [129] and [130]. Note that we do not advocate
that one model is better than the other and believe that different access
schemes are designed to serve different purposes.

Some works have considered both idle time and transmission time
modification. A fairness evaluation for Wi-Fi and LTE in the unlicensed
spectrum for three different coexistence procedures: continuous transmis-
sion, discontinuous transmission and LBT was addressed in [131]. The
work in [132] presented a dynamic transmission time and a fixed waiting
time configuration for LTE-LAA and Wi-Fi coexistence.

With current 5G NR-U and advancement towards 6G spectrum shar-
ing, enhanced LAA models are required to provide efficient unlicensed
coexistence [133]. The future 6G technology is also looking into LAA
for a capacity boost in the unlicensed spectrum [50]. Prior works on
LTE-LAA are mainly focused on inter-network fairness, i.e., fairness be-
tween Wi-Fi and LTE-LAA networks. Whereas little attention is given
to resource allocation based on intra-network fairness among LTE-U and
Wi-Fi networks. The work in [134] highlighted the orthogonal channel
allocation scheme based on wireless conditions of the unlicensed channel
being shared by LTE-U and Wi-Fi. Proportional fairness for LTE-U/
Wi-Fi coexistence network was proposed for a resource allocation prob-
lem in [135]. However, the throughput-based intra-network fairness for
an LAA network was ignored in the literature. This critical improvement
is addressed in our work to provide a throughput trade-off to an enhanced
level of fairness.

3.1.2 Contributions

In this study we consider a fair Wi-Fi and LAA coexistence model for
a single unlicensed channel, maximize the LAA network throughput and
retain Wi-Fi’s performance. The main contributions of this work are given
as follows:

• We model different transmission probabilities for each LAA sta-
tion dependent upon the wireless channel conditions and fair re-
source sharing. This ensures a proportionally fair resource utiliza-
tion among the LAA stations. To the best of our knowledge, all
the aforementioned literature for Wi-Fi and LAA coexistence has
assumed equal and independent packet transmission probability for
Wi-Fi and LAA stations.

• We propose an optimal access scheme for LAA, rather than the
conventional LAA-LBT policy, to coexist with the Wi-Fi network
over the unlicensed spectrum. We divide the channel utilization into
two non-overlapping phases for Wi-Fi and LAA. Although prior work
in [122] has presented the idea of inter-network collision avoidance
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through a similar strategy, they do not take into account the near-far
effect of the different stations and the physical channel conditions.

• We formulate the mathematical model for the average throughput
per LAA station. In addition, we formulate the optimization prob-
lem in order to simultaneously maximize the total throughput of the
LAA network with a performance guarantee for the Wi-Fi network
in terms of fair throughput share. The formulated optimization
problem is analytically solved, and optimal design parameters are
obtained.

• The proposed scheme provides more than 75 % throughput gain
as compared to the benchmark scheme in which transmission prob-
ability is uniform for all LAA stations. The performance gain is
profound when LAA stations are far from the eNB. In addition, a
notable gain of 8−9 % in the fairness index is observed. This reflects
the improved intra-network fairness of the proposed LAA network
over the conventional LAA network.

A list of the important variables and parameters is given in Table 3.1.
The following notation is used in this chapter. p(·) and F (·) rep-

resent the probability and the cumulative distribution function (CDF),
respectively. L(·) denotes the Lagrangian function. ∇(·) is used for the
gradient and [·]⊤ is used for the transpose operator. The rest of this
chapter is organized as follows. The system model is described in Sec-
tion 3.2. The optimization problem and its derived solution are presented
in Section 3.3. The numerical results are discussed in Section 3.4. Lastly,
Section 3.5 provides the concluding remarks of the chapter.

3.2 System Model

This section describes the Wi-Fi and LAA coexistence model in detail.
Furthermore, it gives the analytical expressions for calculating the average
throughput of Wi-Fi stations and LAA stations.

3.2.1 Wi-Fi and LAA Coexistence Model

We consider a Wi-Fi and LTE-LAA network to coexist on a single channel
of 20 MHz in the 5 GHz unlicensed band as illustrated in Fig. 3.1. In
this work, our goal is to advocate for a cooperative LTE-LAA and Wi-Fi
communication policy for fair coexistence. Therefore, we limit our system
model to the fundamental single 20 MHz (non-aggregate) channel scenario
which serves the purpose. Considering a multi-channel scenario with 40
MHz, 80 MHz, or 160 MHz aggregated channels gives rise to interference
issues and other challenges which are outside the scope of this work [101].
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Table 3.1: List of important parameters and variables.

Parameter Symbol Description

W Number of Wi-Fi stations.

w Index of Wi-Fi station, where w = 1, 2, ...,W .

L Number of LAA stations.

ℓ Index of the LAA station, where ℓ = 1, 2, ..., L.

τ0 Fraction of time sharing between Wi-Fi and
LAA.

θ Idle slot time duration for Wi-Fi and LAA.

m Backoff stage of Wi-Fi DCF.

CWmin Initial contention window size of Wi-Fi DCF.

τw Transmission probability of Wi-Fi station in a
slot.

pc,w Collision probability of Wi-Fi station in a slot.

Rmin
w Minimum average throughput per Wi-Fi station.

Rmax
w Maximum average throughput per Wi-Fi station.

R̃w Achievable average throughput per Wi-Fi sta-
tion.

τℓ The channel access probability of the LAA sta-
tion ℓ in a slot.

ps,ℓ The probability of successfully accessing the
channel by LAA station ℓ.

Rs,ℓ The average rate of ℓth LAA station during the
successful channel access.

Rℓ The fixed rate of ℓth LAA station during the
transmission phase.

R̃ℓ The average throughput per LAA station.

U A set of all LAA stations excluding the station
ℓ.

Pℓ The transmitted power for the LAA station ℓ.

Pmax The available average power allocated per LAA
station.

dℓ The distance between the LAA eNB and the ℓth
station.

hℓ The fading channel gain of ℓth station.

γℓ The signal to noise ratio (SNR) of ℓth station.

α The path loss exponent.

κ The path loss factor.

σ2 The additive white Gaussian noise (AWGN)
power.
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Figure 3.1: Illustration of system model: Wi-Fi and LAA coexisting on a single
unlicensed channel.

Note that typically the LAA deployments are for the outdoors and Wi-Fi
deployments are for the indoors [136–138]. The signal strength of both
LAA and Wi-Fi devices operating outdoors is comparable. This leads
to increased coexistence and hidden node problems. However, in the last
few years, the proprietary Wi-Fi networks are increasingly being deployed
in urban areas to support Wi-Fi in the outdoors [95]. This new rapidly
spreading scenario is one of the most critical deployments in regard to the
coexistence issues of LAA and Wi-Fi. Therefore, we consider the outdoors
deployment setting. Nevertheless, the mathematical model in this work
is valid for any channel size as long as both LAA and Wi-Fi operate on
the same channel.

The network in Fig. 3.1a consists of an LTE-LAA eNB with L LAA
stations and a Wi-Fi Access Point (AP) with W Wi-Fi stations. The
macro eNB controls the unlicensed channel assignment to Wi-Fi and the
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LAA eNB in its transmission range. Our focus is the coexistence of Wi-Fi
and LAA after the channel has been assigned. We assume both Wi-Fi
and LAA stations are in the saturated mode, i.e., the nodes always have a
packet to transmit after successful transmission. Moreover, we model the
total transmission time over the channel as N slots each of duration T .
Each time slot T is further divided into t equal mini slots of length θ. In
order to support the coexistence between Wi-Fi and LAA networks, each
time slot T is divided into two phases: the Wi-Fi transmission phase with
duration τ0T and the LAA transmission phase with duration (1− τ0)T as
shown in the Fig. 3.1b. Here, 0 < τ0 < 1 is used to control the fraction of
time assigned to Wi-Fi and LAA. During the Wi-Fi transmission phase,
the Wi-Fi stations follow the standard DCF protocol [135] to access the
channel with uniform access probabilities.

Moreover, during the LAA transmission phase, the LAA stations con-
tend with each other for the remaining (1 − τ0)T time based on their
channel access probabilities. Generally, in a Wi-Fi and LAA coexistence
network, a collision occurs when two or more nodes transmit on a given
channel at the same time, while an intended receiver is in their transmis-
sion range. This introduces two types of collisions: inter-network colli-
sions and intra-network collisions. In our system model, Wi-Fi and LAA
stations transmit on their non-overlapping transmission slots, thus, there
will be no collisions between Wi-Fi and LAA stations. However, the
probability of intra-network collisions is non-zero.

We analyze the performance of the proposed network setting in terms
of the channel utilization for the successful transmission of data. This is
referred to as the average throughput per station for the Wi-Fi and LAA.
Firstly, for the proposed coexistence scenario, we obtain an achievable av-
erage throughput for a Wi-Fi station. Secondly, we calculate the average
throughput of each LAA station based on the wireless channel conditions.

For a multi-channel channel scenario, there are two operations for
LBT [139], i.e., Type-A and Type-B. For Type-A, our proposed prob-
lem setting can straightforwardly be extended. This will require disjoint
rate adaptation for each of the aggregate channels. On the other hand,
Type-B will require joint rate adaptation as well as optimization of the
short clear channel assessment parameter used in Type-B. Nevertheless,
a multi-channel scenario specifically for LBT Type-B operation poses an
important challenge which is a promising future work direction.

3.2.2 Average Throughput for Wi-Fi Stations

IEEE 802.11 standard specifies Wi-Fi stations to adopt CSMA/CA [103].
Each station employs the binary exponential backoff (BEB) mechanism to
transmit packets. It senses the channel for a distributed interframe space
(DIFS) period to check its availability. If the channel is found idle the
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backoff counter is decremented. The station attempts once the backoff
counter is zero and the channel if found idle. After the packet trans-
mission, the node waits for a period of short interframe space (SIFS) to
receive an acknowledgement (ACK) from the AP. After a successful packet
delivery, the station switches to the initial contention window (CW) size,
CWmin. Under collision, the Wi-Fi station doubles the CW until it reaches
the maximum contention window size, CWmax.

A homogeneous Wi-Fi network when it fully utilizes the channel (the
case when τ0 = 1), provides a maximum throughput/rate to the stations.
For a total number ofW Wi-Fi stations, let Rmax

w be the maximum average
rate per station, where w = 1, 2, . . . ,W . Whereas, for a coexistence
network, when the channel is being shared by both Wi-Fi and LAA (the
case when 0 < τ0 < 1), then performance is affected. According to the
3GPP standard [94], ideally, a single LAA station coexisting with Wi-
Fi on the unlicensed channel must not degrade the Wi-Fi performance
more than an additional Wi-Fi station. Therefore, for maximum allowable
performance degradation, we consider that each LAA station acts just like
a Wi-Fi station, and then the minimum average rate for each station is
calculated as [140].

Rmin
w =

pt,wps,wD

(1− pt,w)θ + pt,wps,wTs + pt,w(1− ps,w)Tc
, (3.1)

where D is the average packet size and

pt,w = 1− (1− τw)n (3.2)

is the transmission probability of at least one station in a mini-slot t and
n = W + L denotes the total number of stations (actual Wi-Fi stations
plus LAA stations behaving like Wi-Fi stations). In (3.2), τw is the sta-
tionary transmission probability of each station which is calculated by
solving [140]

τw =
2(1− 2pc,w)

(1− 2pc,w)(CWmin + 1) + pc,w(1− (2pc,w)m)
, (3.3)

where

pc,w = 1− (1− τw)n−1 (3.4)

is the stationary probability of collision in a single slot, CWmin, m are the
initial window size and maximum backoff stage, respectively, based on
the DCF mechanism. We assume that all the Wi-Fi stations have equal
payload size and τw. In (3.1),

ps,w =
nτw(1− τw)n−1

pt,w
(3.5)
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is the probability of any station to successfully transmit in the slot, given
the fact that there is at least one transmission. Let Ts be the average
period for the successful transmission and Tc be the average period for a
collision. From [140]

Ts =
(H +D +ACK)

Rb

+ SIFS + 2δ +DIFS (3.6)

and

Tc =
(H +D)

Rb

+ δ +DIFS, (3.7)

where H is the header size, ACK is the acknowledge size, δ is the propa-
gation delay, Rb is the channel bitrate, SIFS is the short interframe space
and DIFS is the distributed interframe space for Wi-Fi.

Since, we have assumedWi-Fi and LAA networks to have non-overlapping
transmission phases, therefore the conventional Wi-Fi activity is not being
altered during its own transmission phase.

3.2.3 Average Throughput for LAA Stations

During the LAA transmission phase, all the L stations contend to access
the channel with their fixed probabilities. We model the channel between
LAA eNB and ℓth station over the mini slot t, as a quasi-static block
fading channel that follows a Rayleigh distribution. The fading power
gain of the channel from the eNB to the station ℓ or vice versa is denoted
as hℓ.

In a mini-slot t, the channel access probability for the ℓth station is
denoted as τℓ where, ℓ = 1, 2, . . . , L. The probability ps,ℓ is defined as the
probability of the ℓth station to successfully access the channel when only
the ℓth station accesses the channel, given the condition that at least one
station has accessed the channel. This is written as

ps,ℓ =

Lτℓ
∏
i∈U

(1− τi)(
1−

L∏
k=1

(1− τk)
) . (3.8)

where, U is a set of all LAA stations excluding the station ℓ. The average
throughput for the ℓth station for a given slot is calculated as

R̃ℓ = Rs,ℓ ps,ℓ, (3.9)

where, Rs,ℓ is the average rate of the station ℓ during the successful channel
access and ps,ℓ is the probability of successfully accessing the channel
from (3.8). We assume that the station ℓ transmits at a fixed transmission
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rate (1 − τ0)Rℓ during the whole transmission phase. This yields the
average rate Rs,ℓ as a product of the fixed rate and the probability of
successful transmission/non-outage, p(non-outage) and is given by

Rs,ℓ = Rℓ(1− τ0) p(non-outage)

= Rℓ(1− τ0) p
(
log2

(
1 + γℓ

)
≥ Rℓ

)
, (3.10)

where γℓ is the Signal-to-Noise-Ratio (SNR). It is obtained as

γℓ =
κPℓ|hℓ|2

dαℓ σ
2
, (3.11)

where κ = (c/4πf)2 is the pathloss factor, c is the speed of light and f
is the carrier frequency, Pℓ is the transmit power for station ℓ, dℓ is the
distance between the eNB and station ℓ, α is the path loss exponent, |hℓ|2
is the fading channel gain and σ2 is the additive white Gaussian noise
(AWGN) power. Substituting (3.11) into (3.10) and solving, we get

Rs,ℓ = Rℓ(1− τ0)
(
1− Fhℓ

(
dαℓ σ

2(2Rℓ − 1)

κPℓ

))
, (3.12)

where, Fhℓ(·) represents the CDF for the fading channel gain |hℓ|2. Trans-
forming (3.12) in terms of Rayleigh fading channel it becomes an expo-
nential which is expressed as

Rs,ℓ = Rℓ(1− τ0) exp
(
− λdαℓ σ

2(2Rℓ − 1)

κPℓ

)
, (3.13)

where, λ is the fading parameter.

3.3 Problem Formulation and Solution

In order to develop a fair utilization of the unlicensed channel for Wi-Fi
and LAA networks, we consider two levels of fairness: (a) the fairness
between Wi-Fi and LAA networks, and (b) the fairness among LAA sta-
tions.

3.3.1 Fairness Between Wi-Fi and LAA

Fairness between both the networks is maintained by sharing the channel
access opportunity between them. During Wi-Fi and LAA coexistence
scenario (0 < τ0 < 1), we observe that Wi-Fi stations will have a very
low data rate if LAA stations aggressively use the unlicensed channel.
This requires appropriate resource-sharing opportunities such that Wi-Fi
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stations’ performance is not compromised more than a minimum threshold
and LAA stations get the chance to make the most out of the allotted time.
We capture this by finding the favourable value of the sharing parameter,
τ0, which ensures that Wi-Fi stations can maintain an achievable average
throughput per station, R̃w, calculated as [134]

R̃w = Rw(τ0) = τ0 ·Rmax
w , (3.14)

and varies between

Rmin
w ⩽ Rw(τ0) ⩽ Rmax

w (3.15)

during the time τ0T . Here, R
max
w is calculated from (3.1) when n = W , i.e.,

the maximum achievable rate for a Wi-Fi-only system when the channel
is not being shared by LAA. When Wi-Fi shares the channel, it gives
a fraction of the opportunity to LAA stations, thus, it is expected to
maintain a minimum throughput of Rmin

w .

3.3.2 Proportional Fairness Among LAA Stations

The time-division access network setting for Wi-Fi and LAA allows dis-
joint design for both kinds of stations. This opportunity is exploited in
our work. In particular, an optimal transmission strategy is designed for
the LAA stations. Once the Wi-Fi performance thresholds are met, the
objective is to enhance the performance of LAA by devising a transmis-
sion control policy for the LAA transmission period (1− τ0)T . It is easy
to notice that considering equal access probability, τℓ, for all the LAA
stations, the stations at a greater distance from the LAA eNB will have
more outage probability. Consequently, their average throughput will be
low as compared to those at a smaller distance from eNB. Therefore, an
equal access probability design results in unfairness among LAA stations.

We consider distinct access probability for each LAA station in order
to incorporate the effect of wireless channel conditions. We also consider
that, a station ℓ can transmit at an average power Pℓ(1−τ0) which cannot
be greater than the maximum transmit power allocated per station, Pmax.
This can be given by the following inequality

Pℓτℓ(1− τ0) ⩽ Pmax. (3.16)

The overall goal is to improve the LAA network throughput while en-
couraging fairness among its stations. Unfair distribution of the resources
will result in degraded performance of individual stations. The parame-
ters which affect an LAA station performance are the fraction of channel
utilization time, channel state, channel access probability, data rate, and
transmitted power. Hence, an optimal transmission strategy based on the
aforementioned parameters is required to enhance individual LAA station
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performance (throughput) with fair consideration, which eventually will
contribute to the overall network performance. In particular, the sys-
tem objective is to be modelled in a particular fashion by considering the
trade-off between the overall system performance and the level of fairness
in terms of individual station performance.

In the literature, there are three popular system objectives for through-
put/rate maximization, which differ in terms of the overall system perfor-
mance and fairness among the stations [141]. These system objectives are
(i) sum throughput maximization, (ii) min-max throughput maximiza-
tion, and (iii) proportionally fairness throughput maximization.

The sum throughput maximization objective prioritizes the stations
with better signal strength, thereby allocating more system resources to
boost their throughput. As a result, the overall system throughput per-
formance increases at the cost of throughput-unfairness among the sta-
tions. On the other hand, the max-min throughput maximization objec-
tive targets strict throughput fairness at the cost of reduced overall system
throughput performance. The motivation behind the proportionally fair
throughput maximization objective is to strike a balance between the
system throughput and fairness among stations. This objective achieves
some level of fairness among stations by providing each station with a per-
formance that is proportional to its signal strength. This is achieved by re-
ducing the opportunity of the stations with strong signal strength, getting
a larger share of system resources compared to the weak stations. More
system resources are allocated to the stations when their instantaneous
channel condition is better relative to their channel statistics. Thereby,
proportional fairness is achieved without compromising much throughput
efficiency performance. Since the signal strength fluctuates independently
for different stations, this strategy effectively exploits multi-user diversity.
This is achieved by maximizing the sum of logarithmic throughput cost

function of the individual stations [141–143], i.e.,
L∑
ℓ=1

log R̃ℓ, where R̃ℓ is

defined in (3.9).
To address the above problem, we propose a transmission policy for

LAA stations that maximizes their average throughput in a proportion-
ally fair manner, when LAA and Wi-Fi stations coexist. This proposed
transmission policy is given by the solution of the following optimization
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problem

maximize
τ0,τℓ,Pℓ,Rℓ

L∑
ℓ=1

log R̃ℓ

subject to C1 : 0 < τ0 < 1,

C2 : 0 < τℓ < 1, ∀ℓ
C3 : Pℓτℓ(1− τ0) ⩽ Pmax, ∀ℓ
C4 : R

min
w ⩽ Rw(τ0) ⩽ Rmax

w , ∀w.

(3.17)

where τ0, τℓ, Pℓ and Rℓ are the design variables. Here, the constraints C1

and C2 provide the range for the channel sharing parameter τ0 (between
LAA and Wi-Fi) and the probability of channel access for the LAA sta-
tions, respectively. The power allocation for each LAA station based on its
channel access probability is ensured by condition C3. Lastly, constraint
C4 accounts for the condition that LAA’s coexistence with Wi-Fi does not
compromise Wi-Fi’s performance more than a Wi-Fi only system. This
establishes inter-network fairness as well. The R̃ℓ in the objective function
is defined in (3.9). Using the basic calculus and algebraic calculations it
can be shown that the problem in (3.17) is a non-convex optimization
problem.

In order to solve the maximization problem in (3.17), we first present
Lemma 3.3.1.

Lemma 3.3.1. The optimal Pℓ to maximize the objective function in
problem (3.17) while satisfying the constraints is given as

Pℓ =
Pmax

τℓ(1− τ0)
. (3.18)

Proof. Every station can transmit less than or equal to the maximum
available power, Pmax. In order to maximize the objective function in
problem (3.17), the constraint C3 must attain the maximum available
value of the average power, i.e., Pℓτℓ(1 − τ0) = Pmax which yields (3.18).

■

Based on Lemma 3.3.1, we remove Pℓ as a design variable from (3.17)
and plug in its value from (3.18) in the objective function of (3.17). The
equivalent problem is then given by
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maximize
τ0,τℓ,Rℓ

L∑
ℓ=1

log


Lτℓ

∏
i∈U

(1− τi)(
1−

L∏
k=1

(1− τk)
)Rℓ(1− τ0) ×

exp

(
−λd

α
ℓ σ

2τℓ(2
Rℓ − 1)(1− τ0)
κPav

)}
subject to C1, C2 and C4.

(3.19)

Now we only have τ0, τℓ and Rℓ as the design variables. Using the basic
calculus and algebraic calculations it can be shown that the problem in
(3.19) is a non-convex optimization problem. The solution to the opti-
mization problem in (3.19) is given by the following theorem.

Theorem 3.3.2. The optimal channel sharing parameter between Wi-Fi
and LAA is given as

τ ∗0 =
Rmin
w

Rmax
w

, (3.20)

and the optimal rate of LAA station ℓ is given as

R∗
ℓ = R̂ℓ, (3.21)

and the optimal channel access probability of the LAA station ℓ is given
as

τ ∗ℓ = τ̂ℓ, (3.22)

where R̂ℓ and τ̂ℓ are obtained by simultaneously solving the following set
of equations for all the LAA stations

R̂ℓ =

W0

(
Pmax

λDℓτ̂ℓ(1−
Rmin
w

Rmax
w

)

)
log(2)

, ∀ℓ, (3.23)

τ̂ℓ(L− 1)

(
1− (1− τ̂ℓ)

∏
k∈U

(1− τk)
)
− (1− τ̂ℓ)

(
1−

∏
k∈U

(1− τk)
)

τ̂ℓ(1− τ̂ℓ)
(
1− (1− τ̂ℓ)

∏
k∈U

(1− τk)
)

= −
λDℓ(2

R̂ℓ − 1)(1− Rmin
w

Rmax
w

)

Pmax

, ∀ℓ,

(3.24)
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where W0(·) is the principal branch of the Lambert-W function and

Dℓ =
dαℓ σ

2

κ
.

Proof. The optimization problem in (3.19) can be transformed into an
equivalent problem written in the standard form as follows

minimize
τ0,τℓ,Rℓ

−
L∑
ℓ=1

log


Lτℓ

∏
i∈U

(1− τi)(
1−

L∏
k=1

(1− τk)
)Rℓ ×

(1− τ0) exp
(
−λDℓτℓ(2

Rℓ − 1)(1− τ0)
Pmax

)}
subject to 0 < τ0, τ0 < 1,

0 < τℓ, τℓ < 1, ∀ℓ
Rmin
w ⩽ τ0 ·Rmax

w , τ0 ·Rmax
w ⩽ Rmax

w , ∀w.

(3.25)

where,

Dℓ =
dαℓ σ

2

κ
. (3.26)

Using the basic calculus and algebraic calculations it can be shown
that the problem in (3.25) is a convex optimization problem.

The Lagrangian function for (3.25) can be given as

L(τ0, τℓ, Rℓ,µ) = −
L∑
ℓ=1

log


Lτℓ

∏
i∈U

(1− τi)(
1−

L∏
k=1

(1− τk)
)Rℓ ×

(1− τ0) exp
(
−λDℓτℓ(2

Rℓ − 1)(1− τ0)
Pmax

)}
−µ1τ0 + µ2(τ0 − 1)− µ3τℓ + µ4(τℓ − 1)+

µ5(R
min
w −Rmax

w τ0) + µ6R
max
w (τ0 − 1), (3.27)

where µi ∈ µ = {µ1, µ2, µ3, µ4, µ5, µ6} is the Lagrange multiplier corre-
sponding to the ith constraint.
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The Karush-Kuhn-Tucker (KKT) conditions for (3.25) are

− τ0 < 0, τ0 − 1 < 0, −τℓ < 0, τℓ − 1 < 0,

Rmin
w −Rmax

w τ0 < 0, Rmax
w (τ0 − 1) < 0, (3.28a)

µ1 ⩾ 0, µ2 ⩾ 0, µ3 ⩾ 0, µ4 ⩾ 0, µ5 ⩾ 0, µ6 ⩾ 0, (3.28b)

− µ1τ0 = 0, µ2(τ0 − 1) = 0, −µ3τℓ = 0,

µ4(τℓ − 1) = 0, µ5(R
min
w −Rmax

w τ0) = 0,

µ6R
max
w (τ0 − 1) = 0, (3.28c)

∇τ0,τℓ,Rℓ
L(τ0, τℓ, Rℓ,µ) =

[
∂L
∂τ0

∂L
∂τℓ

∂L
∂Rℓ

]⊤
= [ 0 0 0]⊤. (3.28d)

Here, ∇ is the gradient operator and [·]⊤ represents the transpose of the
matrix.

It can be shown that the problem in (3.25) is convex in τ0 (there
exists a global minima). From (3.28d) we have ∂L

∂τ0
= 0. Taking the first

derivative of (3.27) with respect to τ0 and setting it equal to zero yields

L∑
ℓ=1

1

1− τ0
−

L∑
ℓ=1

λDℓτℓ(2
Rℓ − 1)

Pmax

− µ1 + µ2−

Rmax
w µ5 +Rmax

w µ6 = 0. (3.29)

It can be shown that the problem in (3.25) is convex in τℓ and Rℓ, ∀ℓ.
It means there lies a global minima for every τℓ and Rℓ, respectively, ∀ℓ.
Taking the first derivative of (3.27) with respect to τℓ and setting it equal
to zero ( ∂L

∂τℓ
= 0) yields

L− 1

1− τℓ
−

1−
∏
k∈U

(1− τk)

τℓ

(
1− (1− τℓ)

∏
k∈U

(1− τk)
)+

λDℓ(2
Rℓ − 1)(1− τ0)
Pmax

− µ3 + µ4 = 0, ∀ℓ (3.30)

where U is a set of all LAA stations excluding the station ℓ.
Similarly, taking the first derivative of (3.27) with respect to Rℓ and

setting it equal to zero ( ∂L
∂Rℓ

= 0) yields

− 1

Rℓ

+
λDℓτℓ2

Rℓ log(2)(1− τ0)
Pmax

= 0, ∀ℓ. (3.31)

For the complementary slackness conditions (3.28c) to be satisfied,
either the constraints or the corresponding Lagrange multiplier should be
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zero. Considering the case when the Lagrange multipliers µ1 = µ2 = µ3 =
µ4 = µ6 = 0, µ5 ̸= 0, i.e., when µ1, µ2, µ3, µ4, µ6 do not exist and µ5 exists.
It implies that the constraint Rmin

w −Rmax
w τ0 must follow the equality and

be set to zero. These yields

τ̂0 =
Rmin
w

Rmax
w

. (3.32)

Substituting the values of the Lagrange multipliers µ1 = µ2 = µ3 = µ4 =
µ6 = 0, µ5 ̸= 0, the expressions (3.29), (3.30) and (3.31) can be rewritten
as

µ5 =
L

Rmax
w (1− τ0)

− 1

Rmax
w

L∑
ℓ=1

λDℓτℓ(2
Rℓ − 1)

Pmax

, ∀ℓ, (3.33)

τℓ(L− 1)

(
1− (1− τℓ)

∏
k∈U

(1− τk)
)
− (1− τℓ)

(
1−

∏
k∈U

(1− τk)
)

τℓ(1− τℓ)
(
1− (1− τℓ)

∏
k∈U

(1− τk)
)

= −λDℓ(2
Rℓ − 1)(1− τ0)
Pmax

, ∀ℓ,

(3.34)

and

Rℓ =

W0

(
Pmax

λDℓτℓ(1−τ0)

)
log(2)

, ∀ℓ, (3.35)

respectively. Here, W0(·) is the principal branch of the Lambert-W func-
tion. By setting τ0 = τ̂0 and numerically solving (3.34) and (3.35) for Rℓ

and τℓ, we get their values R̂ℓ and τ̂ℓ as in (3.23) and (3.24), respectively.

Plugging R̂ℓ , τ̂ℓ and τ̂0 in (3.33) gives a positive solution of µ5. It can

be shown that R̂ℓ, τ̂ℓ and τ̂0 satisfy all the KKT conditions when the La-
grange multiplier µ5 is positive and µ1, µ2, µ3, µ4, µ6 are zero. Therefore,
it is the optimal solution for the problem in (3.25).

For all other cases, similar steps can be followed, and it can be shown
that those cases violate one or more KKT conditions. Hence, for all other
cases, the corresponding solution becomes invalid. ■

The insights from Theorem 3.3.2 are discussed in the following re-
marks.

Remark 3.3.3. In order to account for the Wi-Fi performance posed
by the constraint C4 in an optimization problem in (3.19), it is observed
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Algorithm 1 Proposed System Operation

1: Inputs: System parameters given in Table 2.
2: Initialize: τ0 following (20), Pl following (18), and compute LAA station

parameters for the given channel realization following Theorem 1.
3: Repeat for each transmission slot T .
4: Each Wi-Fi station follows the standard CSMA/CA with BEB within Wi-

Fi transmission duration, τ0T .
5: After τ0T , each LAA station l attempts channel access with probability
τl and transmits its packet at a transmission rate Rl with transmit power
level Pl within the LAA transmission duration (1− τ0)T .

6: Update LAA station parameters for the given channel realization following
Theorem 1.

that the optimum value of the time-sharing variable between Wi-Fi and
LAA in (3.20) is keeping the Wi-Fi throughput to the minimum threshold.
Accordingly, (3.20) ensures that each Wi-Fi station achieves at least the
minimum average throughput, and this will then allow the system to max-

imize the throughput of the LAA stations. As the ratio Rmin
w

Rmax
w

is always less

than 1, therefore a fair chance of channel utilization is provided to LAA
as well. Note that we are not prioritizing Wi-Fi’s performance improve-
ment as our goal lies in the overall LAA throughput improvement without
significantly impacting Wi-Fi’s performance.

Remark 3.3.4. The solution of R̂ℓ and τ̂ℓ (by solving (3.23) and (3.24))
exists, when the constraint for τℓ in the optimization problem (3.25) is a
strict inequality. It is interpreted as 0 < τ̂ℓ < 1 for each ℓ station of LAA.
This is a practical condition for a coexistence scenario.

The proposed scheme for WiFi and LAA coexistence is summarized
in the Algorithm 1.

3.4 Results and Discussion

In this section, we evaluate the solution proposed in Section 3.3 us-
ing numerical simulations. Without loss of generality, we consider L =
2, 6, 10, 14, 18 LAA stations coexisting with W = 5, 10 Wi-Fi stations.
According to the 3GPP standard modelling [139], an LAA eNB model
allows the distribution of the stations within a radius of 40 m. Therefore,
among the L stations of LAA, we populate one half at the radius of r1 = 5
m and the other half at the radius of r2 = 30 m from the eNB in order to
include the near-far effect. The other parameter values are summarized
in Table 3.2.

The optimal solution for the above simulation values is obtained after
solving (3.20), (3.23) and (3.24) in MATLAB. The optimum numerical
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Table 3.2: Simulation parameters and their values.

Parameter Value Parameter Value

θ 9 µs f 5 GHz

m 6 λ 1

CWmin 16 α 4

Rb 1 Mbps σ2 −90 dBm

SIFS 16 µs Pmax 30 dBm

DIFS 34 µs D 8184 bits

δ 14 µs ACK + H 240 + 400 bits

values of τ ∗0 , R
∗
ℓ and τ

∗
ℓ are then used to calculate the individual average

throughput and sum average throughput of the LAA network.

3.4.1 Settings for the Schemes Compared

For comparative performance analysis with the proposed scheme we con-
sider multiple existing schemes. Note that the proposed scheme is novel
and its comparison with the existing schemes in their original form would
not be fair. Hence, we adapt some closely related existing schemes in the
following to compare them with the proposed scheme.

LAA-LBT mechanism: We adapt the analytical model of the LAA-
LBT mechanism for the heterogeneous LAA/Wi-Fi coexistence network
scenario presented in [105] to our scenario. Similar to the proposed
scheme, this scheme considers Wi-Fi and LAA stations to coexist over
a single channel under saturated traffic. Different from the proposed
scheme, this scheme does not consider non-overlapping contention times
for Wi-Fi and LAA, thus it may experience both intra-network and inter-
network collisions. Moreover, unlike the proposed scheme, the individual
sum throughput for the LAA and Wi-Fi networks are calculated under
ideal channel conditions.

Fairness-constrained coexistence scheme: In [110], a fairness
constrained LAA/Wi-Fi coexistence scheme based on optimal tuning of
the initial window sizes and LAA transmission opportunity was proposed.
Similar to the proposed scheme, this scheme considers Wi-Fi and LAA
stations to coexist over a single channel under saturated traffic and main-
tains the 3GPP notion of fairness for the Wi-Fi stations to not be affected
more than an additional Wi-Fi. In contrast to our proposed scheme which
considers a more realistic scenario based on channel fading and outage, the
scheme in [110] does not consider any packet loss and assumes ideal chan-
nel conditions. Another differentiating factor from the proposed scheme
is that this scheme does not consider non-overlapping contention times
for Wi-Fi and LAA, thus it may experience both intra-network and inter-
network collisions. We implement the fairness scheme considering case
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2 of Theorem 1 in [110] to calculate the maximum sum rate for LAA
stations.

Benchmark scheme: We also consider a more comparable scheme
and refer to it as the benchmark scheme. This benchmark scheme is in-
spired by the idea presented in [94,139] for Wi-Fi and LAA coexistence
in which all the LAA stations have an equal probability of accessing the
channel in a given time slot [94,139], i.e., for each station ℓ, τℓ = 1/L. We
also set a fixed transmission rate for all the LAA stations over the whole
transmission period, i.e., Rℓ = Rm, ∀ℓ, where the transmission rate Rm is
the one that maximizes the average throughput per station at the average
distance of two different radii from the eNB, i.e., r1+r2

2
. In addition, the

benchmark scheme uses the same transmission time distribution between
Wi-Fi and LAA in terms of the time-sharing fraction τ0. Thus, it main-
tains the fair share between Wi-Fi and LAA but does not consider the
fairness among LAA stations. This is the differentiating factor between
the benchmark and the proposed scheme.

Moreover, for the brevity of analysis we calculate the benchmark opti-
mal values of τ0, τℓ and Rm similarly as Theorem 3.3.2. Later we plug in
these values in (3.9) to calculate the benchmark value for average through-
put per LAA station.

3.4.2 Throughput Comparison of the Proposed Scheme with
Other Existing Schemes

We compare the LAA sum throughput of the network for the proposed
scheme with the other state-of-the-art schemes, i.e., the benchmark scheme,
the fairness constrained coexistence scheme in [110] and the conventional
LAA-LBT coexistence mechanism in [105]. The LAA sum throughput is

calculated as
L∑
ℓ=1

R̃ℓ.

Fig. 3.2 plots the LAA sum throughput in bps/Hz versus the number
of LAA stations, L, for W = 5 and 10 Wi-Fi stations for the four consid-
ered schemes. We can see that for all the schemes, the sum throughput
increases as the number of LAA stations increases, which is to be ex-
pected.

First, we compare the proposed scheme with the benchmark scheme
as both follow no inter-network collision mechanism. From Fig. 3.2, we
can see that the proposed scheme provides a higher sum throughput com-
pared to the benchmark scheme. More importantly, the results show that
for a given number of Wi-Fi stations, as the number of LAA stations
decreases, the relative gap between proposed and benchmark schemes in-
creases. We quantify this gap in terms of the throughput gain of the
proposed scheme over the benchmark scheme, defined as a ratio of (LAA
sum throughput of the proposed scheme - LAA sum throughput of bench-
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Figure 3.2: Sum throughput for LAA stations under the proposed and bench-
mark schemes.

mark scheme)/(LAA sum throughput of benchmark scheme), expressed
as a percentage. For example, when W = 5 and L = 14, the proposed
scheme provides a throughput gain of approximately 81% over the bench-
mark scheme. As the number of Wi-Fi stations increases this gain does
not decrease significantly. For instance, for L = 14, the throughput gain
only decreases slightly from 81% for W = 5 to 79% for W = 10.

Secondly, we compare the proposed scheme to the LAA-LBT scheme
[105] and the fairness constrained coexistence scheme [110]. These schemes
suggest operating LAA and Wi-Fi simultaneously which may cause inter-
network and intra-network collisions. In Fig. 3.2 we see that the pro-
posed scheme outperforms the LAA-LBT coexistence mechanism. Fig.
3.2 shows that the sum throughput for the fairness constrained scheme
is greater than our proposed scheme when LAA stations are lesser in
number. However, when the number of LAA stations increases, our pro-
posed scheme provides a better throughput performance. This is because
when the number of LAA stations coexisting with the Wi-Fi increases,
the inter-network and intra-network collisions increases for the model in
[110] and the sum throughput saturates. Thus, our proposed scheme with
zero inter-network collisions provides a scalable solution under practical
conditions of higher number of coexisting users.

Next, we look at the average throughput per LAA station for the pro-
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(a) Coexistence with 5 Wi-Fi stations.

(b) Coexistence with 10 Wi-Fi stations.

Figure 3.3: Average throughput per LAA station located at 5 m and 30 m
radius from the eNB.
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posed and the benchmark scheme. Fig. 3.3 plots the average throughput
per LAA station versus number of LAA stations, L, coexisting with (a)
W = 5 Wi-Fi stations and (b) W = 5 Wi-Fi stations. For each value of
the number of LAA stations, we assume that half are located randomly
at a radius of 5 m and the other half are randomly located at a radius of
30 m. We can see that the average throughput per LAA station is higher
for the proposed scheme, compared to the benchmark scheme. For the
number of LAA stations in the range 2-18, the increase in the average
throughput of an LAA station for the proposed scheme compared to the
benchmark scheme is in the range of 88% to 180% for W = 5 (Fig. 3.3a)
and 87% to 167% for W = 10 (Fig. 3.3b). In addition, the LAA sta-
tions at the greater distance (30 m) show more throughput improvement
compared to the ones at the closer distance (5 m). This indicates that
proportional fairness is achieved among the LAA stations. The fairness
is examined in more detail in the next section.

3.4.3 Inter-network and Intra-network Fairness

First, we look at the fairness between Wi-Fi and LAA networks. Fig. 3.4
plots the sum throughput of LAA stations and the sum throughput of
the Wi-Fi stations versus the number of coexisting LAA stations, L, for
(a) the proposed scheme and (b) the benchmark scheme. We can see
that as the number of LAA stations increases, the sum throughput of
the LAA stations increases and the sum throughput of Wi-Fi stations
decreases for both the schemes. This is because the transmission time
is being shared among the Wi-Fi and LAA stations. Although both the
benchmark and proposed schemes maintain a fair coexistence with Wi-Fi
by not sabotaging Wi-Fi throughput more than the minimum threshold,
the proposed scheme provides enhanced throughput performance for the
LAA, in Fig. 3.4a as compared to the benchmark scheme in Fig. 3.4b.

Next, we examine the intra-network fairness among the LAA stations.
The fairness of the LAA system is determined in terms of Jain’s fairness
index (JI) [144] as

JI =

(
L∑
ℓ=1

R̃ℓ

)2

L
L∑
ℓ=1

R̃2
ℓ

. (3.36)

Fig. 3.5 plots the Jain’s fairness index in (3.36) versus the number of
LAA stations, L, for the proposed and benchmark schemes. The four
different curves represent the two cases of coexistence scenarios for the
proposed scheme and the benchmark scheme with W = 5 and W = 10
Wi-Fi stations. The results show that for both cases, there is a notable
gain of 8− 9% in the fairness index for the proposed scheme is compared
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(a) Performance for the proposed scheme.
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Figure 3.4: Sum throughput for Wi-Fi and LAA coexisting on a single unli-
censed channel.
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Figure 3.5: Jain’s Fairness index for the LAA under the proposed and bench-
mark scheme.

to the benchmark scheme. In addition, the proposed system is fairer
when the number of Wi-Fi stations increases from 5 to 10. This can be
explained as follows. When the number of Wi-Fi stations is increased, the
average throughput per LAA station reduces resulting in a decreased value

of L
L∑
ℓ=1

R̃2
ℓ , hence an increased value of JI. In other words, the greater

number of stations coexisting, the more fairly resources are distributed
among them. This demonstrates the advantage of the proposed scheme.

3.4.4 Optimal Channel Sharing Parameter: Impact of LAA on
Wi-Fi.

We can see the impact of a number of LAA stations on the Wi-Fi network
performance in terms of the channel sharing parameter. Fig. 3.6 plots
the optimal channel sharing parameter, τ0 in (3.20) versus the number of
LAA stations, L, coexisting withW = 5 andW = 10 Wi-Fi stations. The
results show that for a fixed number of LAA stations when the number
of Wi-Fi stations increases, τ0 increases. A larger fraction of time is
provided for the Wi-Fi network to accommodate an increased number
of Wi-Fi stations. In addition, it can also be seen that the percentage
drop in the value of τ0 for an increasing number of LAA stations is more
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Figure 3.6: Channel sharing parameter, τ0 for LAA and Wi-Fi coexistence
network.

when LAA is coexisting with W = 5 Wi-Fi stations as compared to
the case when it is coexisting with W = 10 Wi-Fi stations. The lesser
congested Wi-Fi network has a larger capacity to accommodate LAA
stations while maintaining its own network throughput to a minimum
bearable threshold.

3.5 Conclusion

In this chapter, a fair coexistence scheme is proposed for the Wi-Fi and
LAA networks. The proposed mechanism incorporates the inter-network
fairness between the Wi-Fi and LAA networks, and the intra-network
fairness among the LAA system. The core new idea of the proposed
scheme is to devise different transmission probabilities for each LAA sta-
tion dependent upon the wireless channel conditions and fair resource
utilization, rather than the conventional coexistence approach based on
uniform transmission probabilities.

We design a non-overlapping transmission policy in whichWi-Fi through-
put tolerance is tuned through the optimum time-sharing fraction between
Wi-Fi and LAA. In addition, we formulate a joint optimization problem
in order to maximize the sum throughput of the LAA network with a
performance guarantee for the Wi-Fi network in terms of fair throughput
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share. The analytical solution provides the optimal design parameters
which are validated through a comparison of proposed scheme with the
state-of-the-art coexistence scheme. Our results show that, the proposed
scheme ensures a significantly high LAA sum throughput while main-
taining notable proportional fairness among its stations. The throughput
performance gain is profound for the far LAA stations. On the other hand,
Wi-Fi network throughput is also maintained to the minimum threshold.

This work can easily be extended for alternative approaches, for ex-
ample when Wi-Fi is prioritized over LAA. Moreover, access probabilities
of both Wi-Fi and LAA can also simultaneously be optimized to increase
overall throughput of the systems.



Chapter 4

Reinforcement Learning-based
Unlicensed Spectrum Sharing
for IoT Devices of 5G New
Radio.

4.1 Introduction

In the current era of Wireless technology, IoT devices have exhibited a
tremendous increase. The 5G NR and beyond architectures are focusing
on the large deployment of IoT networks [145]. This overwhelming growth
of IoT devices once again raises the grave issue of bandwidth deficiency
for radio access. Recently, the idea of sharing the unlicensed bands for
5G NR is gaining attention to alleviate the problem [5]. There is also
a popular trend towards operating IoT devices for 5G-NR in unlicensed
spectrum [52]. It resolves the licensed radio scarcity and also maintains
QoS for the IoT networks [146]. However, unlicensed spectrum sharing
gives birth to its own challenges of fair and efficient coexistence among
diverse devices [97].

Typically, the unlicensed spectrum is occupied by Wi-Fi devices that
utilize random access for radio services [147]. In order to coexist with
the Wi-Fi devices, the secondary unlicensed devices follow a coexistence
mechanism. Without a coexistence protocol among these heterogeneous
networks, the secondary devices can heavily damage the performance of
the primary Wi-Fi network [148]. In recent years, various coexistence
technologies have evolved and been studied e.g., LTE-U, LAA, and Mul-
teFire [90]. Lately, the 5G-NR and beyond has proposed to use LAA as
a coexistence scheme for leveraging the unlicensed spectrum [4]. LAA is
fundamentally a Wi-Fi-friendly protocol that follows an LBT mechanism
to mimic Wi-Fi’s CSMA/CA or DCF mechanism and creates a harmo-
nious coexistence [94].

42
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Wi-Fi AP & devices
IoT-NR BS & devices

Unlicensed Channel 

Figure 4.1: The coexistence of heterogeneous networks i.e., IoT-NR and Wi-Fi,
over the unlicensed channel.

The coexistence of an IoT-NR network with a Wi-Fi network in an
unlicensed channel is shown in Fig. 4.1. The IoT-NR network comprises
an IoT base station (BS) and diverse IoT-NR devices. Meanwhile, the Wi-
Fi network consists of a Wi-Fi AP and Wi-Fi devices. Both the networks
follow their respective contention-based processes to randomly access and
utilize the channel. During channel contention, the devices are prone to
collide with each other and affect the capacity performance of their own
network as well as the other network. Therefore, it is necessary to develop
a policy for fair channel sharing [149].

Although, the major concern is a fair share of resources between the
two heterogeneous networks. On the other hand, it is also important to
take the diverse requirements of individual networks into consideration.
Wi-Fi is the primary network is expected to not get affected while shar-
ing the spectrum with other diverse devices. The IoT-NR devices such
as displayed in Fig. 4.1 may possess diverse features in regard to their
variable transmission times, data rates, security, or delays [150]. Hence,
the diversity among IoT-NR devices must be paid attention to ensure
efficient and fair inter-network and intra-network coexistence [151].

Furthermore, as 5G NR is a road map toward the emerging 6G com-
munication, hence, the enhanced protocols of existing unlicensed radio
access technologies such as LAA are expected to operate for the future
coexistence frameworks [133]. Based on the advancement beyond 5G,
more compatible coexistence protocols are required for future unlicensed
spectrum sharing networks [50]. In this work, we have focused on an en-
hanced LAA scheme considering the capacity boost and QoS of the Wi-Fi
and diverse IoT-NR networks.
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4.1.1 Related Work

Related works have focused on the analysis of different coexistence mech-
anisms for heterogeneous networks such as IoT, cellular, and Wi-Fi. The
work in [152] proposed a cellular user aggregated coexistence in the li-
censed and unlicensed spectrum for IoT users. A random access mecha-
nism is presented for load estimation and dynamic contention of cellular
IoT in the unlicensed [153]. Another work in [154] adopted a dynamic
spectrum access technique to provide autonomous interference mapping
for IoT networks in unlicensed bands. The study in [155], compared Wi-Fi
and 5G NR performance in the unlicensed band industrial IoT.

In addition, some works have identified the LBT mechanism for unli-
censed band sharing. A load-based and frame-based channel access mech-
anisms for a 5G IoT network are presented in [156]. Authors of [157] have
proposed an advanced LBT mechanism for IoT, cellular and Wi-Fi coex-
istence in the 5G-NR unlicensed band. Another work in [105] has evalu-
ated the performance of LBT for cellular and Wi-Fi coexistence. In [158]
a three-dimensional Markov chain model is designed to obtain optimal
CW for fair coexistence of IoT with Wi-Fi network. The work in [159]
discussed a two-step LTE-advanced random access procedure to support
URLLC IoT communication in the unlicensed spectrum.

Moreover, recent studies have also considered machine learning as a
promising technique to solve the coexistence among different networks.
A federated learning model is proposed in [160] for industrial IoT for 5G
unlicensed resource utilization. The work in [119] presented an RL-based
estimation for adapting the occupancy time and power for Wi-Fi and LAA
coexistence. Another work in [121] discussed a QL-based approach for an
LTE-U and Wi-Fi network. The authors of [122] presented a DRL-based
solution for an LAA network to learn the Wi-Fi traffic pattern and adapt
its transmission time accordingly. The study in [161] proposed a neu-
ral network-based algorithm for a friendly coexistence between IoT and
Wi-Fi. Similarly, an RL-based algorithm is used to provide centralized
scheduling for an LTE-U-enabled IoT network in [162].

Some research works have discussed diversity within a secondary net-
work of a coexistence model with a primary network. A coexistence
model considering different transmission probability for each LAA sta-
tion dependent upon the wireless channel conditions was presented in [1].
The authors of [51] presented a study on the coexistence of intra-network
LAA-LBT devices for a dense health care scenario. A bargaining game-
based unlicensed spectrum sharing algorithm was presented in [163] for
different classes of IoT devices. A massive MIMO-based connectivity was
analyzed for IoT networks with different requirements of a number of de-
vices, power consumption, and reliability [164]. However, all these works
have proposed a different approach than ours.

Additionally, a diverse IoT-NR network coexistence has not been ex-
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plored much. Therefore, in this work, we cater to the diverse transmission
needs of IoT-NR devices in terms of dynamically adapting their initial
sensing duration (ISD) for contention with Wi-Fi devices. The principal
idea of adaptive ISD is to reduce the collisions among the devices in order
to maximize the overall resource utilization and keep Wi-Fi performance
intact.

4.1.2 Contributions

This chapter focused on the problem of diverse IoT-NR devices sharing
an unlicensed spectrum with Wi-Fi devices. A learning-based solution
is given to improve the coexistence performance of both networks. The
main contributions of this work are summarized as follows:

• A coexistence mechanism is proposed for diverse IoT-NR devices
in an unlicensed spectrum based on the idea of dynamically adap-
tive instead of similar values of ISD while guaranteeing the Wi-Fi
network performance.

• A mathematical framework is constructed and an optimization prob-
lem is formulated to address the throughput performance of the pro-
posed model.

• A QL framework is modelled to learn from environment dynamics
and to find the optimum ISD for each IoT-NR device in order to
maximize the sum throughput.

• The proposed model confirms a 51% maximum gain in the normal-
ized sum throughput as compared to the benchmark scheme of fixed
ISD.

The rest of the paper is structured as follows. The detailed coexistence
mechanism, system model, and problem are explained in Section 4.2. Sec-
tion 4.3 provides the proposed QL-based solution and algorithm. The
simulation results and conclusion are presented in Section 4.4 and Sec-
tion 4.5 respectively. Table 4.1 gives the summary of important variables
and parameters.

4.2 System Model

In this section we elaborate on the system model for the proposed Wi-
Fi and IoT-NR coexistence scheme. Later the mathematical expressions
are designed to calculate the throughput of the network. In the end, the
optimization problem is discussed.
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Table 4.1: List of important parameters and variables.

Symbol Description

W Number of Wi-Fi devices.

N Number of IoT-NR devices.

n Index of the IoT-NR device, where n = 1, 2, ..., N .

σ Idle slot time duration for Wi-Fi and IoT-NR device

m Maximum backoff stage.

CWmin Initial contention window size

TISD,n The adapted ISD for the nth IoT-NR device.

Tmin
ISD The minimum value of TISD,n.

Tmax
ISD The maximum value of TISD,n.

Rb,W The bitrate of the channel for a Wi-Fi device.

Rb,NR The bitrate of the channel for an IoT-NR device.

TW
c The duration of collision for a Wi-Fi device.

TW
s The duration of successful transmission for a Wi-Fi

device.

TNR
c,n The duration of collision for the nth IoT-NR device.

TNR
s,n The duration of successful transmission for the nth

IoT-NR device.

RWo The normalized system throughput for Wi-Fi only
network.

RW Average normalized throughput for each Wi-Fi de-
vice in the heterogeneous network.

RNR,n Average normalized throughput for the nth IoT-NR
device in heterogeneous network.

ST The normalized sum throughput of all Wi-Fi and
IoT-NR devices.

4.2.1 Coexistence Model for Wi-Fi and IoT-NR Network

We consider a coexistence scenario among W Wi-Fi devices and N IoT-
NR devices on a single unlicensed channel. Both the Wi-Fi and IoT
devices are assumed to be in saturation and always contending to access
the channel for data transmission. The Wi-Fi network follows the DCF
mechanism to coexist with each other. Whereas the IoT devices follow
the proposed NR LBT protocol to coexist with the Wi-Fi network. The
DCF and LBT access behaviours are framed as two-dimensional discrete
Markov chains elaborated in [140] and in [105] respectively. Following the
DCF protocol, the Wi-Fi device senses the channel for a period of DIFS
and waits for a period of SIFS to receive an ACK for successful trans-
mission. In case of a collision, the device observes a BEB for a random
counter value from the window size, CW . The counter is decremented
after an idle slot, σ. The size of CW doubles every time the device faces
retransmission until it reaches its maximum limit when it is reset to its
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1

DIFS

ISD

Fig 8: Contention for transmission between Wi-Fi and IoT-NR device.
Figure 4.2: Initial contention for transmission between Wi-Fi and IoT-NR
device over the unlicensed channel.

initial values. On the other hand, the LBT mechanism uses CCA to en-
sure a just sharing of unlicensed spectrum. It observes initial CCA or ISD
and extended CCA to sense the channel before transmission and during
a collision, respectively. Like DCF, it also experiences BEB upon colli-
sion and after K failed retransmission attempts the counters and CW are
reset.

The initial contention for transmission between a Wi-Fi and an IoT-
NR device over the unlicensed channel is illustrated in Fig. 4.2. We assume
that different from the conventional LBT with fixed ISD our proposed
NR-LBT has dynamically adaptive ISD, given as

Tmin
ISD ≤ TISD,n ≤ Tmax

ISD , ∀n. (4.1)

where, n = 1, 2, ..., N is the index of IoT-NR device, Tmin
ISD and Tmax

ISD are
the minimum and maximum limits, respectively for TISD,n which is then
adapted ISD for the nth IoT-NR device forming an analogy to Wi-Fi’s
DIFS. The proposed NR-LBT protocol is aimed to coexist with the Wi-Fi
network by not impacting the performance latter network more than an
additional Wi-Fi.

4.2.2 Analytical Sum Throughput of Wi-Fi and IoT-NR De-
vices

Performance of the system is expressed in terms of the amount of time
the channel has served for the successful transmission of data, which is
denoted as the normalized throughput R. We first describe the mathe-
matical model for an independent Wi-Fi network and then for Wi-Fi and
IoT-NR coexistence network.

Wi-Fi Only: The homogeneous Wi-Fi model in [1] is considered assum-
ing that all the Wi-Fi devices have an equal probability of collision Pwo.
For W Wi-Fi devices, the collision probability, PWo and the probability
of a device transmitting in any slot, τWo are given as

PWo = 1− (1− τWo)
W−1, (4.2)
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and

τWo =
2(1− 2PWo)

(1− 2PWo)(CWmin + 1) + PWoCWmin(1− (2PWo)m)
, (4.3)

where, m is the backoff stage and CWmin is the initial contention window
size. The solution of the nonlinear equations (4.2) and (4.3) is then used
to find the normalized system throughput, RWo for Wi-Fi only situation
given as

RWo =
PsPtrTtr

(1− Ptr)σ + PsPtrTW
s + Ptr(1− Ps)TW

c

(4.4)

where, σ is the duration of an idle slot and Ttr is the channel occupancy
time for a packet transmission. Besides, the average period when chan-
nel is found busy because of collision and successful transmission are
TW
c and TW

s respectively. Ptr = 1 − (1− τWo)
W is the probability ac-

counting for at least a single transmission in the examined time slot and
Ps = (WτWo(1− τWo)

W−1)(Ptr)
−1 is the successful transmission probabil-

ity conditioned on the event that at least one device transmits. According
to the basic DCF mechanism, TW

c and TW
s are given as

TW
c =

H

Rb,W

+ Ttr +DIFS + δ, (4.5)

and

TW
s =

(H + ACK)

Rb,W

+ SIFS + 2δ + Ttr +DIFS, (4.6)

where, Rb,W is the bitrate of the channel for a Wi-Fi device and δ is the
propagation delay. Header, H and ACK bits are configured from MAC
layer description of Wi-Fi frame.

Wi-Fi and IoT-NR: To evaluate the performance of coexisting Wi-
Fi and IoT-NR devices the analytical model of a heterogeneous network
in [105] is followed. As described in [105], the collision probability of a
Wi-Fi device is given as

PW = 1− (1− τW)W−1(1− τNR)
N (4.7)

and that of an NR device is given as

PNR = 1− (1− τNR)
N−1(1− τW)W . (4.8)

Moreover, the probability that a Wi-Fi device transmits in a heteroge-
neous network is given as

τW =
2(1− 2PW)

(1− 2PW)(CWmin + 1) + PWCWmin(1− (2PW)m)
(4.9)



CHAPTER 4. REINFORCEMENT LEARNING-BASED . . . 49

and the probability of an IoT device transmitting is given as

τNR =
V

X + Y + Z
, (4.10)

where,

V = 2(1− 2PNR)(1− PNR + PNR
K − PNR

m+K), (4.11a)

X = (1− PNR)(1− 2PNR)(1 + CWmin(2PNR)
m), (4.11b)

Y = PK
NR(1− PNR

m)(1− 2PNR), (4.11c)

Z = CWmin(1− PNR)(1− (2PNR)
m)(1− PNR + PNR

K), (4.11d)

where, the parameter K denotes the re-transmission attempts allowed to
NR device at the last backoff stage.

For the proposed coexistence network, the transmission probability
that at least one of theW Wi-Fi devices and one of the N IoT-NR devices
is transmitting in a given slot duration is given as PW

tr = 1−(1− τW)W and

PNR
tr = 1 − (1− τNR)

N , respectively. Also, the probability that only one
of W Wi-Fi devices transmits and no NR device tries to contend is given
as PW

s = (WτW(1− τw)W−1(1− τNR)
N)(PW

tr )
−1. Similarly, the probability

that only one of theN IoT-NR devices transmits and no Wi-Fi device tries
to contend is given as PNR

s = (NτNR(1− τNR)
N−1(1− τW)W )(PNR

tr )−1.
The average normalized throughput for each Wi-Fi and nth IoT-NR de-
vice (where n = 1, . . . , N) are given as

RW =
PW
s PW

tr T
W
tr

Tch
(4.12)

and

RNR,n =
PNR
s PNR

tr TNR
tr,n

Tch,n
(4.13)

respectively. Here, TW
tr is the channel occupancy time for each Wi-Fi

device transmission, TNR
tr,n is the channel occupancy time for nth IoT-

NR device transmission, Tch,n is the total channel time which integrates
all the feasible scenarios among a Wi-Fi and nth IoT device and Tch =
mean(Tch,n). Tch,n is given as

Tch,n = (1− PW
tr )(1− PNR

tr )σ + PW
tr P

W
s (1− PNR

tr )TW
s

+ PNR
tr PNR

s (1− PW
tr )T

NR
s,n + PW

tr (1− PW
s )(1− PNR

tr )TW
c

+ PNR
tr (1− PNR

s )(1− PW
tr )T

NR
c,n + PW

tr P
W
s PNR

tr PNR
s Ti

+ PW
tr P

W
s PNR

tr (1− PNR
s )Ti + PW

tr (1− PW
s )PNR

tr PNR
s Ti

+ PW
tr (1− PW

s )PNR
tr (1− PNR

s )Ti. (4.14)
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Eq. (4.14) takes into account the cross collision between Wi-Fi and IoT-
NR devices where, Ti = max{TW

c , TNR
c,n } as explained in [106]. TW

c and

TW
s can be obtained from (4.5) and (4.6) respectively. TNR

c,n and TNR
s,n

represent the time period of the channel found busy when nth IoT-NR
device undergoes collision and transmission. These are calculated as

TNR
c,n =

H

Rb, NR

+ TNR
tr,n + TISD,n + δ, (4.15)

and

TNR
s,n =

(H + ACK)

Rb,NR

+ TNR
tr,n + TISD,n + δ, (4.16)

where Rb, NR is the bitrate of the channel for an IoT-NR device. Further-
more, the sum normalized throughput of all Wi-Fi and IoT-NR devices is
given as

ST = WRW +
N∑
n=1

RNR,n. (4.17)

4.2.3 Problem Formulation

In a multiple device coexistence network, collisions are often synchronized
when the devices have a similar value of ISD. It causes all the collided
devices to observe binary exponential backoffs before sensing the channel
again. Thus, ISD plays a vital role in channel contention of IoT-NR
devices coexisting with Wi-Fi devices. Adapting this period for each IoT-
NR device will help collision reduction and avoid prolonged backoffs. This
is because, with variable ISD rather than fixed, IoT-NR devices can choose
to wait for more or less depending on the overall network performance
and efficiently achieve their diverse transmission needs. It will not only
benefit the IoT-NR devices but will also provide a mitigated intrusion for
the Wi-Fi devices. Moreover, a Wi-Fi performance guarantee is needed
to ensure it is not degraded beyond an additional Wi-Fi which is a Wi-Fi
only network with total devices of (W1 = W + N) which is calculated
from (4.4) as RW1o and the condition is given as

RW ≥ RW1o (4.18)

The objective is to find the optimum value of TISD, i.e., TISD
∗ for

each IoT-NR device such that the total normalized sum throughput is
maximized and Wi-Fi performance is ensured to a bearable threshold.
These definitions constitute the maximization problem of network sum
throughput which is formulated as
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maximize
TISD,n

ST

subject to C1 : 0 ≤ PW ≤ 1,

C2 : 0 ≤ PNR ≤ 1,

C3 : T
min
ISD ≤ TISD,n ≤ Tmax

ISD , ∀n
C4 : RW ≥ RW1o.

(4.19)

The argument in (4.19) stresses finding the optimal TISD,n for individual
IoT-NR device to maximize the network sum throughput. The first two
constraints C1 and C2 refer to the probability of collision in a slot duration
for each Wi-Fi and IoT-NR device. The third condition limits the value
of TISD,n for nth, IoT-NR device to minimum Tmin

ISD and maximum Tmax
ISD

feasible range. The last constraint C4 ensures that the proposed solution
doesn’t degrade the Wi-Fi performance more than that of a standalone
Wi-Fi network.

The formulated problem in (4.19) demands online adjustment of con-
tention parameters based on real-time environment feedback i.e., diverse
transmission requirements and overall network performance. Since there
is no communication between Wi-Fi and IoT-NR devices it is extraordi-
narily complex to calculate RW without them knowing the actual trans-
mission times and sensing times of the other devices. RL proves to be a
suitable tool for this nature of the problem as the objects actively learn
and react to changing environments with the ultimate goal of reaching
an optimum result [29]. Additionally, it is less computationally complex,
more robust, and provides autonomous management [26].

4.3 The Proposed QL Scheme

QL has emerged as one of the major classes of RL algorithms [84]. It is
a model-free and off-policy approach that helps machines learn without
policy binding. Instead, it follows a self-optimization and decision-making
process which falls in the Markovian domain. We propose a QL-based
solution for the formulated problem in section 4.2.3. In the subsections
below, initially, the fundamentals of a Markov decision process (MDP)
for QL are illustrated to form the base of the proposed multi-agent MDP.
It is then followed by a proposed QL algorithm to efficiently utilize the
unlicensed spectrum.

4.3.1 MDP Formation

Our MDP is formulated as a tuple (S, A, P , R) where:

• S is a set of finite states such that a single state, s ∈ S.
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• A is a set of actions by the agents such that, a ∈ A represents the
action of the agent.

• P (s, s′) = P (st+1 = s′ | st = s, at = a ) is the transition probability
representing that the action a taken at state s at time t will result
in the state s′ at time t+ 1.

• R (s, s′) is the received reward function to calculate the reward value
by the agents when they transition from state s to s′ after acting on
action a.

The relationship among the entities of the above MDP is explained
in terms of an agent-environment interface which is an ongoing process
of observation and interaction. The learning agents in the Markov chain
transit between different states with respect to their transition probabili-
ties and consequently interact with the environment by observing actions.
These actions earn rewards for them. Based on the reward attained in
each step t, a long-term estimation of rewards leads to the convergence
of the problem towards the optimum value. The value termed, Q-value,
is determined from a function following a maximum or greedy policy for
each iteration [30]. The Q-value function is represented as

Q(st, at)← (1− α)Q(st, at) + α
[
rt+1 + γmax

a
Q(st+1, a)

]
(4.20)

where 0 ≤ γ ≤ 1 is the discount factor and 0 ≤ α ≤ 1 is the learning
factor in the iterative process of value estimation. The Q-value at time
instant t, Q(st, at) is updated as a discounted value of the action a (which
provides the maximum Q-value at time instant t+1, Q(st+1, a)) and the
weighted experience (captured by α). Besides, rt+1 is the resulting reward
at state st for undertaking action at to reach state st+1. The optimum
Q-value then becomes

lim
t→∞

Q(s, a) = Q∗(s, a) (4.21)

as the learning saturates.

4.3.2 Wi-Fi and IoT-NR Coexisting Network as Multi-Agent
MDP

The proposed solution is structured into a multi-agent MDP in the fol-
lowing manner:

1. Agent The one actively learning and making decisions is the agent.
Hence, each nth IoT-NR device is the agent, ∀n. The agent senses the
channel of Wi-Fi activity and approximates its transmission times
based on the feedback of the environment to regulate their actions.
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2. Action The action of the agent ‘n’ is to select the initial sensing
duration TISD, from the range of [ Tmin

ISD , Tmax
ISD ].

Tmin
ISD = SIFS + σ, (4.22)

and

Tmax
ISD = SIFS + jσ (4.23)

where, j = 1, 2, . . . , J is the current state and J is the total number
of finite states.

3. State The state of the agent n at a particular instant t will depend
upon the value of TISD. Each state, s, represents the value for the
range [Tmin

ISD , Tmax
ISD ] which an IoT-NR device can observe based on its

transmission time, TNR
tr,n.

4. Reward The reward is the cost predicted at each stage of the self-
learning procedure, which is the total sum normalized throughput.
A positive response indicates the learning is heading in the right
direction and vice versa. The value of reward at time instant t for a
state transition is calculated as

rt =

{
ΩST, if RW ≥ RW1o

ηST, otherwise
(4.24)

where Ω and η represent the positive and negative values of the
reward factor at a given state, respectively.

The dynamic interaction between the agents and environment is recor-
ded by an experience {st, at, st+1, rt}. The IoT-NR devices transition
between the finite number of J states with a uniform probability. At the
time instant t, when the IoT-NR device is in a state st, it can choose one
of the feasible TISD values as the action at to transition into a next state of
st+1. This action results in a reward rt. The associated reward influences
the learning process of the IoT-NR device to update its next action and
state transitions.

4.3.3 Proposed QL Algorithm

The proposed QL algorithm to find out the optimal value of TISD,n has
been summarized in algorithm 2. The agents need initial values of the
Q(s, a), J , Tmin

ISD and Tmax
ISD ∀j, ε, γ, α, η and Ω. The values of the learning

parameters γ and α are chosen very carefully, too small, or too large values
can cause inefficient learning. Once initialized, the learning process begins
for every agent by choosing an initial state and selecting an initial action.
After implementing the action, its reward is calculated. The next state
is assigned to the agent and the Q-value table is updated based on(4.20).
The process continues until the Q-value converges to the optimal result.
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Algorithm 2 Proposed QL Algorithm for Wi-Fi and IoT-NR Coexistence

Input: diverse transmission time TNR
tr,n, ∀n and Wi-Fi standalone rate, RW1o

print random number, k ∈ (0, 1), total number of states, J , Tmin
ISD and Tmax

ISD

∀j , ε, γ, α, η and Ω
1: for each agent n = 1, 2, ..., N
2: let iteration index, t = 0 set initial Q-values Q(s, a) for all sj ∈ S and

a ∈ A randomly choose an initial state to start with.
3: end for
4: Learning:
5: for all n
6: if k ≤ ε then
7: select action an,t randomly
8: else
9: select an,t = max

a∗
Q(st, a

∗)

10: end if
11: implement action an,t
12: evaluate reward rt+1

13: go to state st+1

14: update Qn(st, an,t) according to (4.20)
15: end for
16: Keep iterating until Q-value converges
Output: optimal action a = {TISD,n} ∀n, Q-value

Table 4.2: Summary of simulation parameters with their values.

Parameter Value Parameter Value

DIFS 56 µs SIFS 16 µs

m 4 CWmin 16

σ 9 µs TW
tr 8 ms

H 400 bits ACK 240 bits

Rb,W 1 Mbps Rb,NR 100 Mbps

γ 0.8 α 0.01

Ω 50 η −50

4.4 Numerical and Simulation Results

A real-time simulator is built to imitate the channel access mechanisms of
Wi-Fi devices and NR devices. All the simulations have been performed
in MATLAB. The analytical model presented in section 4.2.2 is simulated
for an equal number of Wi-Fi and NR devices, i.e., W = N = D/2, where
D is the total number of devices contending. Two different values of
transmission times i.e., 4 ms and 8 ms are randomly assigned to each half
of the IoT-NR devices to include diversity. The simulations are averaged
over 100 realizations. Table 4.2 summarizes the simulation parameters
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Figure 4.3: Normalized sum throughput of the Wi-Fi/IoT-NR coexistence net-
work for the benchmark and the proposed model.

and their corresponding values.
For the benchmark scenario, it is assumed that the TISD of the IoT-NR

devices is fixed and equivalent to Wi-Fi’s DIFS similar to the work in [105].
The normalized sum throughput of the coexistence model is calculated for
the benchmark and then used to compare with the proposed QL model.

For the proposed QL model we set ε = 0.9 initially to explore the new
states and then the parameter value is reduced by a fraction of 0.99999 at
every step till ε ≥ 0.5, after that it is reduced by a fraction of 0.9999 until
it reaches a minimum value of 0.01 or until the QL algorithm converges.
We consider J = 16 states for the agents. Once the learning process is
completed the optimal values are used to calculate the normalized sum
throughput. The performance of the proposed QL model is elaborated in
the following results.

4.4.1 Comparison of the Proposed Model with the Benchmark

Fig. 4.3 plots the normalized sum throughput of the Wi-Fi/IoT-NR coex-
istence network versus the number of devices, D for the benchmark and
the proposed QL model. It can be observed that the sum throughput for
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Figure 4.4: Normalized sum throughput for Wi-Fi standalone and Wi-Fi/IoT-
NR Coexistence network.

both cases decreases as the number of coexisting devices increases. This
is because a larger number of devices induces more collisions among each
other hence, introducing longer backoffs. On the other hand, our pro-
posed model obtains a maximum of 51% throughput gain as compared to
the benchmark model. Also, the % gap increases as the number of devices
increases indicating a better performance for densely populated networks.

4.4.2 Performance Guarantee for the Wi-Fi Network

Fig. 4.4 plots the normalized sum throughput for Wi-Fi standalone and
Wi-Fi/IoT-NR coexistence network versus the number of devices, D. The
plot verifies the constraint C4 : RW ≥ RW1o of (4.19) for the proposed
QL-based solution. It can be observed that the performance of the Wi-
Fi network coexisting with the IoT-NR network is always greater than
the standalone Wi-Fi network. Hence, the Wi-Fi network’s performance
remained intact and is never degraded beyond the threshold.



CHAPTER 4. REINFORCEMENT LEARNING-BASED . . . 57

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

No of steps

-50

0

50

100

150

200

250

300

350

400

450

C
u

m
u

la
ti
v
e

 R
e

w
a

rd

Learning rate 0.01

Learning rate 0.1

Learning rate 0.001

Figure 4.5: The accumulative reward for different learning rates for the pro-
posed QL-model when D=12 devices.

4.4.3 Performance Evaluation of the Proposed QL Model

The sensitivity of the QL algorithm to its parameters is shown in Fig. 4.5,
which plots the accumulative reward of the proposed QL-model versus the
number of steps for three different values of learning rates i.e., α = 0.1,
0.01 and 0.001. These results are obtained for the D = 12 number of
devices. Fig. 4.5 shows that a low value of 0.001 takes too long for the
algorithm to converge but with high precision. On the other hand, a
higher learning rate of 0.1 makes the algorithm to converge too quickly
but with less precision. Therefore, a suitable learning rate of 0.01, neither
too large nor too small, is selected for the algorithm to converge.

4.5 Conclusion

In this work, an IoT-NR network was investigated to coexist with a pri-
mary Wi-Fi network in the unlicensed spectrum. An NR-LBT coexistence
scheme was proposed which presented the idea of adaptive ISD over fixed
ISD for IoT-NR devices based on their diverse transmission times. Estab-
lished on the system model an optimization problem was formulated to
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maximize the network’s normalized sum throughput. To converge to an
optimal solution for the maximization problem, a QL algorithm was pro-
vided. The results displayed a 51 % maximum gain in the normalized sum
throughput of the proposed Wi-Fi/IoT-NR network as compared to the
benchmark. Also, a performance guarantee was presented to the Wi-Fi
network.



Chapter 5

Deep Reinforcement
Learning-Driven Secrecy
Design for Intelligent
Reflecting Surface-Based
6G-IoT Networks

5.1 Introduction

Due to the rapidly growing number of IoT devices, there has been a
never-quenching need for higher data rates and ultra-wide bandwidth ca-
pacity than there is in the present time. Both mmWave and THz bands
are being explored as a major component of beyond 5G and 6G wireless
communication networks [165,166]. But higher frequencies confront their
own challenges, such as signal attenuation, low coverage range, and sig-
nal blockages. Moreover, the increased connectivity of devices demands
different levels of network security to address the diversity among IoT
devices [54, 167].

Recently, IRS, also referred to as reconfigurable intelligent surface
(RIS) [168], has emerged as a low-cost and power-efficient enhancement
of wireless communication systems [169, 170]. These surfaces come with
the property of reconfigurable features, such as amplitude, phase, and
polarization of electromagnetic waves with frequencies ranging from mi-
crowaves to visible light [171]. With these features, IRS is expected to
be a feasible option for a sustainable, energy-efficient architecture of 5G
and 6G networks [172]. It has the potential to alleviate the problem of
blockages in mmWave cellular networks [173]. IRS-aided IoT networks
are promising to resolve severe signal attenuation at higher frequencies,
e.g., THz [174].

Now, attention is being drawn towards IRS-assisted high frequencies

59
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IRS

BS

Trusted IoT device Untrusted IoT device

Reflecting signal from BS-IRS-device 
Direct signal from BS-device

Figure 5.1: An IRS-aided communication for IoT trusted and untrusted devices
with different security requirements in the presence of a direct BS-device link
and a reflected BS-IRS-device link.

communication networks to join the benefits of both for the future secure
wireless communications [175, 176]. One of the important security issues
for these networks is handling diverse levels of security for trusted and
untrusted IoT devices with potential eavesdropping threats [53, 177]. As
depicted in Fig. 5.1, two different kinds of IoT devices, i.e., trusted devices
and untrusted devices, require different levels of securities because the
untrusted devices, though legitimate, may potentially eavesdrop on the
trusted devices. The IoT BS communicates through all the legitimate
(both trusted and untrusted) devices via a direct link and the reflected link
from BS to IRS and then devices. For this reason, this work addresses the
crucial problem of ensuring confidentiality for the trusted devices while
also maintaining an essential throughput requirement of all legitimate
devices.

The classification of IoT devices based on their diverse requirement
of security embeds a few critical challenges. The dynamically chang-
ing radio environment for a massive IoT network adds an extra degree
of complications. Also, when these devices are expected to operate at
high-frequency channels of GHz, the appalling effects on signal quality
cannot be disregarded. Consequently, forming an overall large-scale com-
plex mathematical model. Thus, the chapter builds up on a sophisticated
solution suitable to the nature of the problem.
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5.1.1 Related Works

With recent interests in secure wireless communications, some research
works have focused on IRS-aided network security. The work in [178]
proposed an alternating optimization-based beamforming algorithm of
IRS-aided secure network for legitimate devices in the presence of mul-
tiple pure eavesdroppers. Other alternating optimization-based solutions
are presented in [179,180] for maximizing the secrecy rate of a single de-
vice and an eavesdropper. An IRS-assisted multi-input and multi-output
(MIMO) secure network with continuous and discrete phase shift coef-
ficients is proposed in [181]. The authors in [182, 183] present a secure
IRS-aided network under imperfectly known channel state information
(CSI).

IRS has also found immense applications to support ultra-high-speed
communication networks such as mmWave and THz. The work in [184]
proposed a cross-entropy and local search algorithm to enhance the sum
rate of the IRS-aided THz communication system. The work in [185]
provided a joint optimization of IRS phase shift, IRS location, sub-band
allocation and device power control-based solution for sum-rate maxi-
mization of an IRS-aided THz network. The authors in [186], jointly op-
timized the active and passive beamforming of a multi-device multi-input
single-output (MISO) single-cell IRS-assisted network. Other joint opti-
mization designs of IRS-aided MISO systems were presented for perfect
and imperfect CSI in [187, 188]. The work in [189], proposed an IRS-
aided decentralized framework for cooperative beamforming in a cell-free
network.

Moreover, there are a few works that considered uplink communication
models to focus on the issues of channel estimation and user detection.
In [190], two optimum schemes based on pilot signals and IRS reflec-
tion patterns were proposed to minimize the channel estimation error
for an uplink IRS-assisted orthogonal frequency division multiple access
(OFDMA) system. A channel estimation algorithm for IRS-assisted THz
MIMO was presented in [191]. The authors in [192], proposed a joint
power control, user detection, and passive beamforming design to over-
come the effect of blockage in the mmWave systems. An IRS element-
grouping strategy was adopted for channel estimation via a pilot signal
reduction in [193]. Joint channel estimation and rate maximization is
presented for the IRS-based Terahertz MIMO network in [194].

While most of the works have adopted a classical or alternating opti-
mization approach, some of the works have considered machine learning
techniques to resolve IRS-based networks. The work in [195] presented a
DRL-based algorithm for IRS-assisted secure communication in the pres-
ence of external pure eavesdroppers. The authors in [196] provided a DRL-
based design for a multi-IRS framework to improve the convergence range
of a downlink network operating at the THz-band. The work in [197],
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proposed a DRL framework for a stand-alone IRS that self-configured its
reflection coefficients to achieve an optimal rate under perfect CSI without
any control from the BS. In [198], a joint design for transmit beamforming
and IRS phase shifts is proposed based on a DRL algorithm.

All the prior works for IRS-aided communication have mainly ad-
dressed the network security in the presence of either a single or multiple
external pure eavesdroppers. Whereas, to the best of our knowledge the
issue of legitimate but potential eavesdroppers in an IRS-aided communi-
cation system has not been explored more. In addition, the previous works
have not taken into the account the trusted-untrusted classification of the
legitimate devices. Also, secure communication for a THz IRS-aided net-
work has been ignored in the literature. Therefore, we address the IRS-
aided network security in THz communication and we consider trusted
and untrusted but legitimate devices with untrusted devices having the
ability to potentially eavesdrop. In addition, a DDPG-based solution is
proposed to leverage the complex, continuous and dynamic nature of the
RF environment.

5.1.2 Contributions

In this study we investigated the diverse level of security for IoT de-
vices leveraging from IRS-assisted communication for a 6G network. The
problem involves a large set of complex and dynamic variables, therefore
a sophisticated learning-based approach is adopted. The contributions of
this chapter are listed as follows:

• A DRL-based joint active and passive beamforming design is pro-
posed to optimize the secrecy rate of an IRS-aided network operating
at the mmWave/THz band. We present the concept of trusted and
untrusted legitimate devices where the untrusted devices can poten-
tially eavesdrop on the trusted devices.

• A mathematical model is designed to calculate the secrecy rate of
trusted devices for the proposed system. In addition, we formulate
the optimization problem in order to simultaneously maximize the
sum secrecy rate of trusted devices with a performance guarantee
for both trusted and untrusted devices.

• A DDPG algorithm is developed to solve the optimization prob-
lem due to its complex and continuous nature. A MATLAB-based
training network is established for the system model and the optimal
solution is obtained.

The proposed DRL scheme is compared with the three different bench-
mark cases and the results confirm a maximum gain of 2 − 2.5 times
the sum secrecy rate of trusted devices. The throughput performance of
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all trusted and untrusted devices is also ensured. Moreover, the perfor-
mance of the DRL model is analyzed under meticulously selected best
hyper-parameters.

5.1.3 Notation and Chapter Organization

The rest of this chapter is organized as follows. In Section 5.2, the system
model is defined and then the problem is discussed. A description of
the proposed DRL-based approach to solving the formulated problem is
given in Section 5.3. The simulation model and results are explained in
Section 5.4. The highlights of the chapter are summarized in the last
Section 5.5.

Notations used in this chapter: p(·) and E [·] represent the probability
and the expectation, respectively. tr {·} denotes the trace of the function
enclosed. ∇(·) is the gradient operator. xt or xt+1 denotes the value of
x at time instant t or t + 1, respectively. The list of important variables
and parameters is given in Table 5.1.

5.2 System Model and Problem Formulation

In this section, we elaborate on the system model and design the analytical
representation for the achievable rates and secrecy rates of the devices.
Also, the channel model is presented. Lastly, we explain the optimization
problem to address the issue of security for trusted devices in the presence
of potential eavesdropping devices.

5.2.1 System Model

We consider a multi-device MISO downlink system, where the base station
(BS) uses M transmit antennas to communicate with K single-antenna
devices. The K legitimate devices are classified into two categories of
either a trusted device, kTD or an untrusted device, kUD. The legitimate
but untrusted device may eavesdrop internally on the trusted devices.
Let,

K = KTD ∪ KUD, (5.1)

be the union of the sets of the trusted devices KTD and the untrusted
devices KUD. Also, k = 1, 2, ..., K and k ∈ {kTD, kUD} be the index to a
device belonging either to KTD or KUD. The communication is assisted
by an IRS employed between the BS and devices to reflect the signals and
enhance the received signal strength for the secure transmission of data.
The K data signals are transmitted from the BS aimed at each one of the
K devices. These transmitted signals from the BS are the first incident
on the IRS and then reflected from the IRS towards the devices.
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Table 5.1: List of important parameters and variables.

Symbol Description

M Number of base station antennas.

K Number of all the devices.

K Union of sets of trusted devices, KTD and untrusted
devices, KUD, i.e., KTD ∪ KUD.

k Index of the device, where k = 1, 2, ...,K and k ∈
{kTD, kUD}

N Total number of reflecting elements of IRS.

n Index of the reflecting elements, where n = 1, 2,
..., N .

|an|2 Magnitude of the nth reflecting element.

ψn Phase of the nth reflecting element.

Ψ The reflection beamforming matrix of the IRS.

hbk The direct channel matrix between BS to kth device.

hrk The channel matrix between IRS and the kth device.

Gbr The channel matrix between the BS to the IRS.

W The transmit beamforming matrix.

Pmax The maximum value of BS’s transmit power.

yk The received signal at the kth device.

γk The signal to interference plus noise ratio (SINR) of
kth device.

γmin The minimum threshold SINR for all devices.

σ2 The additive white Gaussian noise (AWGN) power.

Rk The achievable effective rate of kth device.

RkTD
The achievable rate of a trusted device, kTD.

RkUD
The achievable rate of an untrusted device, kUD.

Re
kUD,kTD

The eavesdropping rate of untrusted device, kUD on
trusted device.

Rs
kTD

The secrecy rate of trusted device, kTD.

RS The sum secrecy rate of trusted devices.

Furthermore, the IRS is composed of a micro-controller and N reflect-
ing elements placed along the x-y dimension on the mirror surface. These
passive elements can be intelligently programmed to change their phase
shifts according to the dynamics of the wireless environment. Exploiting
the reflection property of an IRS for a multi-device MISO system [170],
we further assume that the IRS can serve all the devices at a particular
time.

The passive beamforming matrix of IRS is given asΨ = diag([a1, ..., aN ]
⊤)

where, an = ejψn and ψn is the element phase shift, ∀ n = 1, 2, ..., N . We
consider the magnitude of each element of the IRS as unity, i.e., |an|2 = 1.

Under a particular setting of IRS and CSI for all the individual chan-
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nels, the received signal at the k-th device is

yk =
(
hH
bk + hH

rkΨGbr

)
x+ wk, ∀k ∈ K, (5.2)

where, hbk ∈ CM×1 , hrk ∈ CN×1 and Gbr ∈ CN×M represents the chan-
nels between BS to kth device, IRS to the kth device and BS to the IRS
respectively. wk is the additive white Gaussian noise (AWGN) with zero
mean and σ2

k variance. In (3.9), x ∈ CM×1 is the transmit signal given as

x = Ws =
K∑
k=1

wksk, k = 1, · · · , K, (5.3)

where, W = [w1, · · · ,wK ] ∈ CM×K is the beamforming matrix with wk

as the beamforming vector and sk is the transmitted data for the kth
device. We consider, the maximum value of transmit power Pmax of the
base station as

tr
{
WHW

}
≤ Pmax, (5.4)

where, tr{WHW} is the trace of the beamforming matrix. We assume
sk ∼ N (0, 1) to be Gaussian distributed independent random variable.
The received signal in (5.2) for the kth device takes into account the
co-channel interference from the other devices and is written as

yk =
(
hH
bk + hH

rkΨGbr

)
wksk︸ ︷︷ ︸

Desired signal

+
∑

j∈K,j ̸=k

(
hH
bk + hH

rkΨGbr

)
wjsj︸ ︷︷ ︸

Co-channel interference

+wk, ∀k ∈ K. (5.5)

Also, for the device k, the received signal-to-interference-plus-noise
ratio (SINR) is given as

γk =

∣∣(hH
bk + hH

rkΨGbr

)
wk

∣∣2∑
j∈K,j ̸=k |(hH

bk + hH
rkΨGbr)wj|

2
+ σ2

k

, ∀k ∈ K, (5.6)

and the achievable rate is given as

Rk = log2 (1 + γk) , ∀k ∈ K, (5.7)

where Rk is measured in bps/Hz and k is the index of either a trusted
device, kTD or an untrusted device, kUD.

In case if any of the untrusted device kUD ∈ KUD eavesdrop on the
trusted device kTD ∈ KTD, then the eavesdropping rate of kUD at the
trusted device is given as [177]
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Re
kUD,kTD

= log2

(
1 +

∣∣(hH
bkUD

+ hH
rkUD

ΨGbr

)
wkTD

∣∣2∑
j∈KTD,j ̸=kTD

∣∣(hH
bkUD

+ hH
rkUD

ΨGbr

)
wj

∣∣2 + σ2
kUD

)
,

∀kUD ∈ KUD, (5.8)

where hbkUD
and hrkUD

represent the channels between the BS and the
untrusted device kUD and between the IRS to the untrusted device kUD,
respectively. σ2

kUD
is the noise variance of the untrusted device, kUD.

Taking into consideration that any of the untrusted devices can try to
eavesdrop then the secrecy rate of a trusted device, kTD, is given as [195]

Rs
kTD

=

[
RkTD

−max
∀kUD

Re
kUD,kTD

]+
, ∀kTD ∈ KTD, (5.9)

where [a]+ = max(a, 0), and RkTD
is the achievable rate of the trusted

device and can be calculated from (3.12), (3.13) and (3.1) when k = kTD,
as given by

RkTD
= log2

(
1 +

∣∣(hH
bkTD

+ hH
rkTD

ΨGbr

)
wkTD

∣∣2∑
j∈K,j ̸=kTD

∣∣(hH
bkTD

+ hH
rkTD

ΨGbr

)
wj

∣∣2 + σ2
kTD

)
,

∀kTD ∈ KTD, (5.10)

where hbkTD
and hrkTD

represents the channels between the BS to the
trusted device kUD and the IRS to the trusted device kTD, respectively.
σ2
kTD

is the noise variance of the trusted device, kTD. In (5.10), the co-
channel interference from all the devices is taken into account in order
to confirm the legitimacy of devices irrespective of being trusted or un-
trusted.

5.2.2 Channel Model of the Proposed System

At THz frequency, the communication channel is affected by molecular
absorption, spreading, and other unfavourable conditions which result in
path loss. It is composed of the line of sight (LoS) and a few non-LoS
scattering components. The power of non-LoS scattering components is
very negligible as compared to the LoS components [54, 199]. Therefore,
we ignore the non-LoS components and only consider the LoS part as it
majorly dominates the THz channel. The overall path loss of the proposed
THz channel for the direct path from BS to devices is given as [54,196]

L(f, d) =
c

4πfd
e−

1
2
τ(f)d, (5.11)
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and for the reflected path from BS to IRS to devices, the combined
pathloss is given as

L(f, d1, d2) =
c

8
√
π3fd1d2

e−
1
2
τ(f)(d1+d2), (5.12)

where f is the operating frequency, d is the distance between the BS and
device, d1 is the distance between the BS and IRS, d2 is the distance
between the IRS and device, τ(f) is the medium absorption factor, and c
is the speed of light.

Moreover, we consider that hbk, hrk and Gbr are the channels between
the BS to the kth device, the IRS to the kth device and the BS to the IRS,
respectively, and they are complex in nature. These complex channels are
modeled individually as the product of zero-mean, unit-variance Gaussian
variables and their respective path loss.

5.2.3 Problem Formulation

Existing and emerging mmWave/THz communications suffer from high
signal attenuation, as the coverage range of the signals is low and prone
to blockages. This results in unfair throughput distribution for different
devices trusted or untrusted. The quality of service (QoS) of individual
devices in terms of their achievable rate and the network security in terms
of the secrecy rate is affected as interference and chances of eavesdropping
from other devices also increase at these frequencies.

To address this problem for multi-device diversity at high frequencies
an IRS-supported network is implemented. The objective is to reduce
the propagation attenuation and provide improved beamforming for the
devices with the goal of maximizing the overall secrecy of the network. It
involves providing each device with performance relative to its instanta-
neous channel conditions. Also, the proposed IRS-aided network tends to
resolve the throughput fairness among devices by maintaining the mini-
mum throughput threshold for all devices. Therefore, we make a trade-off
between continuously configuring reflecting elements of IRS and QoS of
individual devices by finding the optimum IRS configuration and digital
beamforming matrix at the BS. This maintains fairness among the devices
and achieves network secrecy.

This paper aims to maximize the sum secrecy rate of the trusted de-
vices, denoted by RS(hbk,hrk,Gbr,Ψ,W):

RS(hbk,hrk,Gbr,Ψ,W) =
∑

kTD∈KTD

Rs
kTD

, (5.13)

while maintaining QoS for all the legitimate devices (both trusted and
untrusted). It is mathematically written as the following maximization
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problem

max
Ψ,W

RS(hbk,hrk,Gbr,Ψ,W)

s.t. C1 : tr
{
WHW

}
≤ Pmax,

C2 : γk ≥ γmin, ∀k ∈ K
C3 : |an|2 = 1, ∀n = 1, 2, . . . , N

C4 : ψn ∈ (0, 2π] ,∀n = 1, 2, . . . , N. (5.14)

where constraint C1 represents the active beamformer transmit power
which is limited to a maximum level of Pmax. The QoS requirement of all
the devices (both trusted and untrusted) is defined by constraint C2 with
γmin as the threshold or minimum SINR. Constraint C3 and C4 define
the amplitude and phase shifts of all the N elements of IRS for passive
beamforming.

Using the basic calculus and algebraic calculations it can be shown
that the optimization problem in (5.14) is non-convex and NP-hard in
nature. The computational complexity of solving such a problem with
traditional mathematical methods is too high and the analytical solution
is highly not possible to obtain. In recent years, deep learning and DRL
have emerged as eminent techniques to solve IRS-based communication
networks, especially for complex system models like ours as in [193,196].
Our proposed network demands online adjustment of transmit beamform-
ing matrix and IRS phase-shifting matrix based on a real-time device
environment. Furthermore, operating in the THz spectrum adds diffi-
cult channel conditions for the overall model. Due to the continuous
dynamic nature, DRL is highly desirable to solve such goal-directed high-
dimensional problems [200]. Therefore, we aim to leverage the DRL-based
approach for converging to an optimal solution with low computational
complexity and a higher level of flexibility for a continuously varying en-
vironment. Once a DRL model is trained, it can optimize the solution for
any given CSI.

5.3 DRL-Based Joint Active and Passive Beamform-
ing Design

In this section, we initially describe the fundamentals of DRL based on
the MDP, RL, and DL. We provide an overview of DDPG as a type of
DRL technique. Secondly, we present our proposed DDPG solution for
the joint active and passive beamforming problem in section 5.2.3. Lastly,
we explain the DDPG algorithm for the designed solution.
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5.3.1 DRL and DDPG Overview

Artificial intelligence and machine learning techniques are being widely
adopted to reduce the computational complexity involved in large-scale
wireless communication systems. One of the major types of machine
learning applications is reinforcement learning. RL has enabled us to
make real-time decisions based on the challenging dynamics of the net-
work’s environment [29]. Typically, an RL model is an MDP that involves
decision-making entities known as agents to interact with the environment
by transitioning between different states and taking actions. Every ac-
tion has a return associated with it which is also known as a reward.
This iterative interaction eventually enables the agent in learning the en-
vironment through the quality of instantaneous reward calculated at each
stage. Therefore, agents lead towards the best actions from their past
experiences.

Another subclass of machine learning is deep learning which exploits
multiple neural network layers to intelligently extract useful information
from high-dimensional data [201]. Initially, a training model is run to cal-
culate the weighted values of neural nodes of each layer. Once the training
process is completed, then the trained network can perform decisions with
high accuracy on any set of input data.

The following subsections provide insights about DRL, a hybrid of DL
and RL, and secondly one of the important DRL techniques, DDPG.

5.3.1.1 DRL Fundamentals

Currently, DRL has evolved as a combination of deep neural networks
(DNNs) and RL techniques to cater to the performance advantages of
both in one [200]. DL aids in overcoming the complexity in training
the high dimensional problem for the learning process of RL algorithms,
consequently improving the learning rate and efficiency. The fundamental
elements in an RL network are summarized as

• State space : S is a set of states such that, s ∈ S, which are
observed from the environment.

• Action space : A is a set of actions available for agent to chose,
such that a ∈ A.

• Probability function : p(t) = p(st+1 = s′ | st = s, at = a) is the
transition probability representing that the action a taken at state
s at time t will result in the state s′ at time t + 1. The probability
of selecting an action a at any state s is termed as policy, π(s, a) =
p (at = a | st = s) and the sum of these probabilities for all actions
at time t from state s must be unity i.e.,

∑
a∈A π(s, a) = 1.
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• Reward function : r(t) = rt(st, at) is the received reward function
to calculate the instantaneous reward by the agents when they take
action a at state s.

• Value function : Based on the immediate reward obtained in a
given state a value function estimates a long-term future reward of
taking the action a in that given state.

The whole set of transitions (at, st, rt, st+1) forms an experience. Since
it is an episodic process, assuming that the time instants in an episode
follows a sequence of (t, t + 1, t + 2, ..., T ) as T → ∞ and T is the total
number of steps in an episode. The cumulative reward is given by [200]

Zt =
∞∑
τ=0

δτrt+τ+1 (5.15)

where δ ∈ (0, 1] is the discount factor. The most common state-action
value function is know as Q-value function. When the policy π is adopted
at time t to take action at for a state st in order to obtain an instant
reward rt, then the Q-value function to calculate the future long term
reward is given as

Qπ (st, at) = Eπ [Zt | st = s, at = a] , (5.16)

where E [·] represents the expectation. Using the Bellman Equation the
Q-value function in (5.16) is expanded as [30]

Qπ (st, at) = Eπ [rt+1 | st = s, at = a] + δ
∑
s′∈S

p(t)

(∑
a′∈A

π(s′, a′)Qπ (s
′, a′)

)
,

(5.17)

where p(t) = p(st+1 = s′ | st = s, at = a) is the transition probability
representing that the action a taken at state s at time t will result in the
state s′ at time t+1 and the action a′ represents the next iteration action
at t + 1 from state s′ to the next state. For the state-action value func-
tions there is an optimal function that provides the maximum cumulative
reward for all states. This value is achieved through adopting an optimal
policy which is given as

π∗(s, a) = argmax
π

Q∗ (s, a) ,∀s ∈ S (5.18)

From (5.17) and (5.18), the optimal Q-value function adopted by the
learning agent for an optimal policy is given as

Q∗ (st, at) = rt+1 (st, at, π = π∗) + δ
∑
s′∈S

p(t)max
a′∈A

Q∗ (s′, a′) . (5.19)
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The recursive iterations of (5.19) provide the optimum solution by adopt-
ing a greedy policy or maximum value policy for the agents. It involves
constructing and updating the Q-value table for the action and state
spaces. The updating is done as

Q∗ (st, at)← (1− α)Q∗ (st, at) + α

(
rt+1 + δmax

a′∈A
Qπ(s

′, a′)

)
, (5.20)

where α ∈ (0, 1] is the learning rate of the model. However this pro-
cess becomes too complex for high dimensional action and state spaces
because the transition probabilities and rewards are unknown and it is
hard to approximate the optimal value. Therefore, deep neural networks
(DNNs) are used as learning agents to approximate the Q-value and policy
functions. The combination is termed as a DRL model.

DRL algorithms can be categorized into three different types depend-
ing on estimation techniques: (a) policy-based (b) value-based and (c)
a hybrid of both. When it comes to large continuous action and state
spaces, the application of only policy-based or value-based algorithms be-
comes tedious to provide better convergence. Therefore, a hybrid of both
is preferred [57]. According to the formulated problem in Section 5.2.3,
the required action space i.e., selection of passive and active beamforming
matrix elements, is continuous in nature. Therefore, we employ a hybrid
algorithm, DDPG.

5.3.1.2 Functioning Blocks of DDPG

A DRL technique with an actor-critic-based architecture that supports
a large continuous action space is known as DDPG [57]. The actor and
critic are both neural network-based structures with multiple layers. The
actor and critic frameworks combine the features of value functions as well
as policy parameters to evaluate the learning experience. The purpose
of actor-network is to parameterize the policy by interacting with the
environment’s states and to output an action. The parameter θ is used to
distinguish the weighted policy for DNN agents. The policy function is
parameterized as π (θ | s, a) by the actor-network. On the other hand, a
critic network approximates the value function based on the actions and
parameterized policy. The resulting parameterized Q-value function is
denoted as Q (θ | st, at) and the weighted parameter is updated as

θt+1 = θt − α∇θF (θ), (5.21)

where α is learning rate of DDPG agent, F (θ) is the loss function associ-
ated with the weight parameter, θ of DNN and ∇θ represents the gradient
of the loss function. In a neural network a loss function defines the values
difference between the predicted value and the target value. While DRL
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involves no prior knowledge of the target value therefore we use two simi-
lar neural networks termed as a training network and the target network
to estimate the actual target value. Let, the Q-value functions of these
two networks are Q (θtrain | st, at) and Q (θtarget | st, at) then the actual
target Q-value is given as

v = rt+1 + δmax
a′∈A

Q (θtarget | s′, a′) , (5.22)

and the loss function is given as

F (θ) =
(
v −Q (θtrain | st, at)

)2
. (5.23)

Moreover, the training and the target DDPG models require updates for
both their actor and critic networks. This is elaborated as follows:

Training critic network: The critic network in the training DDPG is
updated through

θt+1,c1 = θt,c1 − αc1∇θc1F (θc1), (5.24)

F (θc1) =
(
rt + δQ (θc2 | s′, a′)−Q (θc1 | st, at)

)2
, (5.25)

where, θc1 and θc2 represent the parameters of training and target critic
network respectively. Here, αc1 is the learning rate of training critic net-
work. The loss function of the training critic network, F (θc1), in (5.25) is
updated based on both the target network critic network and the training
critic network.

Training actor-network: While the training critic network updates
based on the value functions, the training actor-network updates as

θt+1,a1 = θt,a1 − αa1∇atQ (θc2 | st, at)∇θa1π (θa1 | st, at) , (5.26)

where αa1 and θa1 are the learning rate and parameter of the training
actor network, respectively; ∇atQ (θc2 | st, at) is the gradient of the target
critic network with respect to the target action at; and ∇θa1π (θa1 | st, at)
is the gradient of the training actor network with respect to the parameter
θa1. The gradient of the target critic network plays a key role in the next
action selection of the target which favours the optimal Q-value.

Target critic network: This network is updated as

θc2 ← αc2θc1 + (1− αc2) θc2, (5.27)

where αc2 is the learning rate of the target critic network.
Target actor-network: This network is updated as

θa2 ← αa2θa1 + (1− αa2) θa2, (5.28)

where αc2 and θa2 is the learning rate and the parameter of the target
actor network, respectively.
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Figure 5.2: The proposed DDPG framework of Actor and Critic as multi-layer
neural networks with a single input and output layer, and two hidden layers
each.

5.3.2 Proposed DDPG Model

Our proposed DDPG framework comprises an actor and a critic DNN
network as shown in Fig. 5.2. These learning agents continuously inter-
act with the environment to update states, actions, and rewards. States
information from the environment is input to both the networks as ob-
servations of instantaneous channels, transmit and receive powers, phase
angles of IRS elements, and beamforming matrix of BS. Both the actor
and critic are multi-layer neural networks with a single input and output
layer and two hidden layers each.

Actor Neural Network: The actor DNN consists of fully connected
layers. The input layer which is taking the state information is then fol-
lowed by two hidden layers. These hidden layers are using Tangent hyper-
bolic, tanh(·) as the activation function for the training. The advantage of
using the tanh(·) function is to cater to both the positive and negative val-
ues. The outcome from the second hidden layer is then passed to the last
layer which is the output layer. The output layer provides the actions set
to the critic based on the Q-value approximated from the critic network.
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The regression function is used as the activation function for the layer.
The normalization layer after output layer performs the normalization to
satisfy tr

{
WHW

}
≤ Pmax for the power constraint.

Critic Neural Network: It is composed of all fully connected layers.
The input layer is taking state information from the environment and
actions from the actor as input. This layer is then connected to two
hidden layers both using the tanh(·) function for activation. The outcome
of the second hidden layer is then passed as an input to the output layer.
The output layer of the critic network provides the Q-value estimated
based on the DDPG policy. A regression activation function is used in
the output layer to find the mean square error from the target Q-value.

5.3.3 Proposed DDPG Algorithm

The proposed DDPG algorithm will obtain the optimal values for the
design variables of the optimization problem defined in Section 5.2.3. It
will jointly optimize the active, W and passive, Ψ beamforming matrices.
The proposed algorithm can adapt itself to the given channel information
i.e., between BS-device, BS-IRS and IRS-device and there is no need for
estimating the channels. This is because the estimation of those channels
is very challenging and out of the scope of this work. The given channel
information will be input to the agent along with the maximum transmit
power and SINR constraints, i.e, Pmax and γmin. We also observe |an|2 = 1
and ψn ∈ (0, 2π] for all the IRS elements.

To begin with the DDPG algorithm initializes a Replay memory, B,
which is composed of the experience (at, st, rt, st+1) transitions. It also
provides the initial values for the DNN parameters of both the training
and target networks such that, θa1 = θa2 and θc1 = θc2. The active and
passive beamforming matrices are both initialized as identity matrices.
Later, we allocate a mini-batch of experience samples to train the DDPG
agents. Once training is completed and the Q-value is obtained, it will
be used to store new experiences in the memory B. In this way, the
Agents will be trained more effectively based on past and new experiences.
Moreover, a target network helps stabilize the Q-value estimation of the
training network and reduce any correlations while training.

The proposed DDPG algorithm has been summarized in algorithm 3.
The algorithm runs for D number of episodes and perform T iterations
in each episode. At each iteration the state of the DDPG agent st is
defined as the the channel matrices hbk,hrk and Gbr∀k, the action taken
in previous iteration and the transmit and receive powers of all devices.
The action at taken is the selection of transmit beamforming matrix and
the IRS phase shift matrix. Whereas the reward is estimated as the sum
secrecy rate RS(hbk,hrk,Gbr,Ψ,W) of the trusted devices in the network.

At a time step t, the action at = {Ψt,Wt} results in a next state
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Algorithm 3 Proposed DDPG Algorithm for joint active and passive beam-
forming

Input: channel matrices hbk,hrk and Gbr∀k, transmit power, Pmax, and min-
imum SINR threshold, γmin

print replay memory size, B, the DNN parameters for training actor, θa1,
training critic, θc1, target actor, θa2, target critic, θc2, the IRS phase shift
matrix, Ψ, the transmit beamforming matrix, W

1: for each episode = 1, 2, ..., D
2: set the first state s from the information of all channel matrices
3: for iteration t = 0, 1, 2, ..., T − 1
4: select the action at = {Ψt,Wt} for the given state st updated from

the actor network and go to state st+1

5: evaluate reward rt+1

6: keep the experience in replay memory
7: update the Q-value function of the training critic network as

Q (θc1 | st, at)
8: select a mini-batch experience samples of size X from the replay mem-

ory
9: Set up the loss function F (θc1) in (5.25) for the training critic network

10: calculate the gradient ∇θc1F (θc1) from the training critic network
11: calculate the gradient ∇θa1π (θa1 | st, at) from the training actor net-

work
12: calculate the gradient ∇atQ (θc2 | st, at) from the target actor network

13: using (5.24) update the parameter θc1
14: using (5.26) update the parameter θa1
15: using (5.27) update the parameter θc2 after every U iteration
16: using (5.28) update the parameter θa2 after every U iteration
17: return the updates as next state st+1 to the learning agents
18: end for
19: end for
Output: optimal action a = {Ψ,W}, Q-value function

st+1. The reward earned for this action, rt+1, is used by training the
critic DNN to estimate and update the Q-value function, Q (θc1 | st, at).
The experience is continuously stored in the memory, and another set of
minibatches is selected to activate the learning. The loss function F (θc1)
and the gradient ∇θc1F (θc1) are calculated for the training critic network.
Also, the gradients ∇θa1π (θa1 | st, at) and ∇atQ (θc2 | st, at) are computed
for the training actor network and the target actor network, respectively.
The parameters of the training and target agents, i.e., θc1, θa1, θc2, and θa2,
are updated accordingly. The algorithm iterates until the last iteration
or the convergence to the optimal values of W and Ψ.
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Also, in our proposed model the complex input entries of the action
and state space are dealt as two separate absolute values contributing
from the real and imaginary part respectively. The action space is W =
Re{W} + Im{W} and Ψ = Re{Ψ} + Im{Ψ}. Hence, the dimension of
action space is 2(MK +N). Similarly, the state space is also doubled to
compensate for its complex nature. The channel matrices, hbk, hrk and
Gbr contribute 2(MK +NK +NM) observations. The transmit and the
received power of all the K devices adds 2(K + K2) entries. Therefore,
combining all the state space entries of channel observations, transmit
power, receive power, and previous action, the overall dimension becomes
2(MK +NK +NM +K +K2 +MK +N).

Moreover, the time-complexity of our DNN-based model is linear to its
size. The training and target agents in total execute DT iterations. Given
our training and target actor and critic networks have similar structures,
we assume ℓa and ℓc as the number of neurons in the actor and critic
hidden layers, respectively. Hence, the time-complexity of the DDPG
agent with an actor and critic is O(DT [(2MK+2N)ℓa+(2MK+2NK+
2NM + 2K +2K2 + 2MK + 2N)ℓc]).

5.4 Simulations and Results

In this section, we evaluate the solution proposed in Section 5.3 using sim-
ulations. The proposed system model and DDPG algorithm are simulated
in MATLAB. We consider K = 4 devices, populated randomly to capture
the trusted-untrusted classification, in two different radii of 20 m centered
at a distance of 120 m and 220 m from the BS. The trusted devices are
closer to the BS than the untrusted devices, as suggested in [53,177]. We
also consider the first half of the K devices as trusted devices and the
remaining half as untrusted devices. The IRS with N = 128 elements is
located at a distance of 100 m from the BS. The channel matrices hbk,
hrk and Gbr are randomly generated as complex normal distributed. The
operating frequency, f , of the proposed network is 1 THz [185]. The
respective path loss is added to the channel matrix entities from (5.11)
and (5.12). The flow of the simulation network is illustrated in Fig. 5.3.
First of all, the training dataset is generated and fed to the DDPG train-
ing module. The training module creates the DDPG learning agents, i.e.,
actor and critic, the environment and training options. Once training is
completed, it is saved and loaded for the test dataset to achieve the op-
timum solution. The optimum result of active and passive beamforming
matrices is utilized to calculate the sum secrecy rate and effective sum
throughput. We run the simulations for different values of the BS trans-
mit power, Pmax. Other simulation parameter values for the proposed
system model are summarized in Table 5.2.
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Figure 5.3: Flow diagram of the simulation network.

Table 5.2: Simulation parameters of the system model and their values.

Parameter Value Parameter Value

K 4 M 4

N 128 f 1 THz

σ2 −174 dBm/Hz τ(f) 0.033

5.4.1 Settings of the Benchmark Scenarios

We consider three existing benchmark scenarios in order to compare the
proposed DRL-based jointly optimized transmit power beamforming and
the IRS phase shift matrices.

Case 1: The first scenario takes into account the classical case of
no IRS-supported communication. In this case, we only consider direct
communication channel link, hbk between devices and the BS. For this
scenario, the received signal yk in (5.2) changes to

yk =
(
hH
bk

)
x+ wk, ∀k ∈ K, (5.29)

where wk is the noise and x = Ws, as defined in Section 5.2.1.
Case 2: The second scenario uses IRS-based communication similar

to the proposed scenario but adopts a simple selection of passive beam-
forming matrix. The phase shift elements are randomly assigned a value
i.e., ψn ∈ (0, 2π] ,∀n = 1, 2, . . . , N. For both the first and second scenarios
we consider the optimal BS transmit beamforming matrix under the given
channel matrices.

Case 3: For the third scenario we adapt the closely related work [195]
to our proposed scenario since its comparison with our proposed scenario
in its original form would not be fair. This scenario is similar to the pro-
posed scenario as it also optimizes the active and passive beamforming
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Table 5.3: DDPG agent parameters for training and simulation.

Parameter and description Value

αa1 , learning rate of training actor network n = 1e− 3

αc1, learning rate of training critic network n = 1e− 3

αa2, learning rate of target actor network n = 1e− 3

αc2, learning rate of target critic network n = 1e− 3

λa1, decaying rate of training actor network n = 1e− 4

λc1, decaying rate of training critic network n = 1e− 4

δ, discount factor for reward function 0.99

B, length of replay experience memory window n = 2e5

D, number of episodes n = 5e2

T , number of steps per episode n = 2e3

U , number of steps synchronizing target with the
training network

1

X, number of experiences in the mini-batch 16

matrices of the IRS-based downlink MISO network to maintain secrecy in
presence of eavesdropping devices. In contrast to our proposed scenario
which considers legitimate but potential eavesdroppers and the scenario
in [195] considers pure external eavesdroppers. As opposed to our pro-
posed model that accounts for the minimum QoS of all the legitimate
devices (trusted and untrusted devices), the scenario in [195] maintains
QoS for its legitimate devices which are the trusted devices only. We
adapt the equations from Section II-A of [195] to calculate the secrecy
rate of trusted devices.

5.4.2 Settings of the Proposed DDPG

We use Adam as the optimizer for the actor and critic network. For both
the actor and critic networks, the dimensions of input and output layers
correspond to their respective input and output dimensions. According
to the general DNN practice, the number of neurons in all the hidden
layers is kept larger than the input and output layer dimensions [198].
For our model, hidden layer 2 is four times larger than hidden layer 1
for both DDNs. The training DDPG network trains the actor and critic
through adaptive learning rates, αt+1,a1 = λa1αt,a1 and αt+1,c1 = λc1αt,c1
at each iteration of the episode. λa1 is the decaying rate of the training
actor-network. λc1 is the decaying rate of the training critic network. The
DDPG agent hyper-parameters are listed in Table 5.3.

The MATLAB simulator of the DDPG actor-critic network is illus-
trated in Fig. 5.4. The actor and critic are fully connected DNNs. The
nodes in the actor-network represent the different layers. It begins with
the input layer, Observation, and then is followed by two fully connected
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Figure 5.4: The proposed DDPG actor-critic fully connected DNNs in MAT-
LAB with each node representing the different neural layer.

layers Act fully 1 and Act fully 2 using the tanh(·) activation function.
The second last node represents the output layer, Act output using the re-
gression activation function. This is followed by the final node, Action, for
the normalized output. The two initial node branches of the critic network
represent an input Observation layer and input Action layer (from the ac-
tor) which are added as a combined input to the Critic network. These
are followed by two fully connected layers Crt fully 1 and Crt fully 2 us-
ing tanh(·) activation function layers. The last two nodes represent the
output layers formation for the Q-value approximation i.e., Q value, using
the regression layer.

5.4.3 Comparison of Proposed with Benchmark

The simulation results of the proposed solution are compared with the
benchmark results. Initially, two different comparisons of the sum se-
crecy rate of trusted devices for the proposed and benchmark cases are
illustrated with respect to the change in Pmax and N , respectively. Later,
the effective sum throughput of all the legitimate devices for the proposed
and benchmark cases at different values of Pmax is provided.
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5.4.3.1 Sum Secrecy Rate of Trusted Devices

First, we compare the sum secrecy rate of the trusted devices for the
proposed and the benchmark scenarios by varying Pmax from −10 dB to
30 dB for IRS N = 128 elements. Fig. 5.5 plots the sum secrecy rate of the
trusted devices in bps/Hz versus the maximum transmit power Pmax, for
the proposed DRL and the benchmark cases. We can see that for all the
cases, the sum secrecy increases as Pmax increases, which is to be expected.
It can be seen from Fig. 5.5 that the proposed DRL solution outperforms
the first two benchmarks of no IRS and randomly phased IRS. We can
also note that the gap between the proposed and first two benchmarks
increases as the value of transmit power increases. The proposed model
provides a best-case gain of 15 times when compared to benchmark case 1.
This validates the idea of performance improvement for an IRS-assisted
network as compared to the network without the assistance of the IRS.
When compared to benchmark case 3, our proposed model provides a
higher sum secrecy rate till Pmax = 10 dB but for higher values of Pmax the
benchmark case 3 is greater than our proposed model. This later increase
in the values of case 3 compared to ours is because our models take into
account the SINR from trusted as well as from untrusted devices as their
legitimacy. But in case 3 untrusted devices (pure eavesdroppers) are not
legitimate devices so the achievable rate of trusted devices increases as
Pmax increases. Overall, our proposed model provides a maximum of
2− 2.5 times gain in the secrecy rate of trusted users as compared to all
the benchmark cases.

Secondly, we compare the sum secrecy rate of the trusted devices for
the proposed and the benchmark scenarios for N = 32, 64 and 128 ele-
ments, when the BS transmit power Pmax = 10 dB. Fig. 5.6 plots the sum
secrecy rate of the trusted devices (in bps/Hz) versus the maximum trans-
mit power Pmax, for the proposed DRL and the benchmark cases. It can
be observed that the secrecy rate of our proposed DRL model is greater
than all benchmarks for three different values of N . From the result, we
can see that the secrecy rate is not affected by the number of IRS elements
for the first two cases with no IRS and when IRS elements are randomly
phased. Whereas, for our proposed solution and benchmark case 3, the
sum secrecy rate increases as the number of IRS elements increases. This
is because more elements are optimally phased to enhance the received
signal power at the devices. The percentage increase for benchmark case
3 is more as compared to our proposed case, as the untrusted devices are
not legitimate in case 3 but our model also takes into account the legit-
imacy of untrusted devices while evaluating the secrecy rate at trusted
devices.
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Figure 5.5: The sum secrecy rate of trusted devices for the proposed and
benchmark cases at different values of Pmax.

5.4.3.2 Sum Effective Throughput of all Legitimate Devices

Now we compare the sum effective throughput of all the legitimate devices
for the proposed and the benchmark scenarios for N = 128 elements. For
our model and benchmark case, 1 and 3 the legitimate devices are all
trusted and untrusted devices whereas for benchmark cases 3 only trusted
devices are legitimate devices. Fig. 5.7 plots sum throughput in bps/Hz
versus the maximum transmits power Pmax, for the proposed DRL and the
benchmark cases. We can see that for all the cases, the sum throughput
increases as Pmax increases, which is to be expected. More importantly,
it can be seen that our proposed DRL model always provides higher sum
throughput than all the benchmark cases. The gap between our proposed
model and benchmark case 3 remains nearly the same for all values of
Pmax. On the other hand, the gap between our model and benchmark
case 1 and 2 increases, as Pmax increases. This is because of increased
received signal strength for our optimally phased IRS model at a higher
BS transmit power.
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Figure 5.6: The sum secrecy rate of trusted devices for the proposed and
benchmark cases at different values of N .

5.4.4 Confirmation of the Proposed Solution to the Problem
Constraints

The constraints of the problem in (5.14) are verified through the following
results.

5.4.4.1 Verification of SINR Constraint

As we know that our proposed DRL solution guarantees the throughput
performance for all the legitimate devices either trusted or untrusted via
the constraint C2 : γk ≥ γmin, ∀k ∈ K in (5.14), where γk is the achieved
SINR of device k γmin is the minimum SINR threshold. We calculate the
average SINR of all devices as

γavg =

∑
k∈K γk

K
, (5.30)

Fig. 5.8 plots the SINR for all devices versus the simulation index. The
result shows three plots of the threshold SINR, the minimum achieved
SINR, and the average of achieved SINR for all devices. It can be observed
that the minimum value of γk is always greater than the threshold, γmin =
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Figure 5.7: The effective sum throughput of all the legitimate devices for the
proposed and benchmark cases at different values of Pmax.

−40 dB. This result confirms that the throughput condition is maintained.
In addition, the higher values of the average SINR are a valid indication
of the DRL performance under our configuration of the hyper-parameters.

5.4.4.2 Verification of Transmit Power Constraint

The proposed DRL solution requires the condition C1 : tr
{
WHW

}
≤

Pmax in (5.14) to be met. We take the condition into account while train-
ing the DDPG agents.

Fig. 5.9 plots the transmit power of BS versus the simulation index
for the target maximum value and the one achieved through the DRL
model i.e. the trace of the beamforming matrix, tr

{
WHW

}
. This result

is plotted for Pmax = 30 dB. It can be observed that the trace value is
always less than Pmax. Therefore, our proposed DRL solution satisfies the
transmit power constraint.
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Figure 5.8: The minimum QoS constraint of all the trusted and untrusted
devices for the proposed DRL solution.

5.4.5 Effect of System Parameters and DNNHyper-parameters
on the Proposed DRL Model

The sensitivity of the DDPG model is also analyzed over the different
values of the system parameters and the hyper-parameters.

5.4.5.1 Effect of Maximum Transmit Power on Reward

DRL performance is affected by different values of system parameters.
We examine our DRL training model in terms of the convergence of the
reward calculated per episode. Fig. 5.10 plots the average reward and
instantaneous reward of the training model versus the number of time
steps for two values of maximum transmit power, i.e, 20 dB and 10 dB.
The instantaneous reward value is calculated at each step and then it is
averaged over each episode. It can be seen that the instantaneous and
reward rewards follow the same trend. As our reward is the sum secrecy
rate of trusted devices, we can see that the reward values increase when
Pmax increases from 10 dB to 20 dB. Moreover, the reward value converges
faster for a lower value of Pmax because the learning agents have a smaller
range of data to select from.
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Figure 5.9: The maximum transmit power constraint for active beamforming
matrix at Pmax = 30 dB.

5.4.5.2 Effect of Learning Rates of Agents on Reward

The DRL model is very sensitive to the values of the hyper-parameters.
Therefore, the selection of one fixed value of each hyper-parameter is
very important to ensure effective learning. This is interpreted in terms
of average reward which shows if the learning process is headed in the
right direction. Fig. 5.11 plots the average reward versus the number of
time steps for five different values i.e., (0.1, 0.01, 0.001, 0.0001, 0.00001) of
learning rates (αa1 = αc1= αa2= αc2) of agents. It can be seen that when
the learn rate value is too low e.g., 0.00001 the average reward value is
lower and it converges very soon which indicates that it is not a suitable
value for the DRL. Similarly, when the learning rate is too high e.g., 0.1
the reward value is still low. Fig. 5.11 shows that the DRL performs to its
best potential at a moderate value of learning rate i.e., 0.001. At the rate
of 0.001, it takes longer to converge but the average reward is considerably
greater, compared to other rate values.
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Figure 5.10: DRL instantaneous and average reward for Pmax = 20 dB and
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5.5 Conclusion

In this study, a critical problem of secure communication in diverse multi-
device IoT environments was discussed. The trusted-untrusted classifica-
tion of legitimate devices was taken into account to address different levels
of network security in the presence of potential eavesdroppers. A joint
active and passive beamforming optimization problem was formulated to
maximize the sum secrecy rate of trusted devices while ensuring a per-
formance guarantee to all trusted and untrusted devices. A DDPG-based
algorithm was proposed to obtain the optimal IRS phases and transmit
the beamforming matrix.

Simulation results were compared with existing cases of optimal BS
with no IRS-assisted communication, optimal BS with randomly-phased
IRS-assisted communication and an adaptation of jointly optimized ac-
tive and passive beamforming for IRS-assisted network in the presence
of pure eavesdroppers. The results showed a maximum gain of 2 − 2.5
times in the secrecy rate of trusted devices for the proposed scheme. In
addition, the throughput threshold for all trusted and untrusted devices
was maintained. The performance sensitivity of the proposed DRL model
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Figure 5.11: The effect of different learning rates of agents on DRL perfor-
mance.

was analyzed to validate the best values of hyper-parameters.
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Conclusion

The thesis explored research problems on the road towards 6G with
the aim to provide efficient, secure, and smart wireless communication.
Mainly addressing issues of bandwidth hunger in 5G NR, IoT diversity,
severe signal attenuation, and system secrecy for 6G networks. The Fig-
ure 6.1 summarizes the key challenges and their offered solutions during
the journey. A fair unlicensed spectrum sharing mechanism was proposed
to assist the bandwidth-hungry cellular network. A friendly coexistence
between Wi-Fi and the diverse IoT-NR was enabled in the unlicensed
band. An IRS-assisted communication was introduced to cope with block-
ages and severe signal attenuation at high frequency. A secure 6G-IoT
network with a diverse levels of security was ensured.

The following subsections conclude the key findings, future research
direction and overall summary of the thesis.

6.1 Key Findings of Thesis

The three major research works in chapters 3, 4 and 5 have a vital con-
tribution to the thesis. Similarly, the solution presented in each of these
chapters adds its own significance to solve different nature of problems.

Firstly, chapter 3 was focused on developing an optimal coexistence
mechanism for Wi-Fi and LAA networks offering both inter-network and
intra-network fairness. A non-overlapping transmission policy was de-
signed between the networks to exploit the unlicensed channel. As op-
posed to the conventional idea of constant probability, a different trans-
mission probability for each LAA station was configured which yielded
proportionally fair resource utilization among the LAA stations. A joint
optimization problem was formulated to maximize the total throughput of
the LAA network while guaranteeing a fair throughput share for the Wi-
Fi network. The analytical optimal solution was obtained, and the results
confirmed more than 75 % throughput gain for the proposed scheme is
compared to the benchmark scheme. Also, the proportional intra-network

88
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Figure 6.1: Towards efficient, secure, and smart 6G communication.

fairness index depicted an improved gain of 8−9 % for the proposed LAA
network over the conventional LAA network.

Secondly, chapter 4 introduced an inclusive 5G NR network with di-
verse IoT devices to coexist in the unlicensed spectrum with Wi-Fi de-
vices. The idea of dynamically adaptive ISD was presented instead of
uniform ISD to serve the transmission time diversity of IoT-NR devices.
An optimization problem was formulated to maximize the sum through-
put of the network with a bearable performance warranty of the Wi-Fi
network. The problem was dynamic in nature and without the exact
information-analytical solution was computationally exhaustive. Thus,
a QL framework was proposed to learn from the dynamically changing
environment and converge to an optimal solution. The simulation re-
sults provided a 51% maximum gain in the normalized sum throughput
as compared to the benchmark scheme of fixed ISD.

Finally, chapter 5 addressed a diverse level of secure communication for
a 6G-IoT network where the untrusted devices could potentially eavesdrop
on the trusted devices. An IRS-aided communication was developed to
cope with signal attenuation and blockages at the mmWave/THz band.
A mathematical model was obtained for the proposed system and an
optimization problem was formulated to maximize the sum secrecy rate
of trusted devices with a performance guarantee for both trusted and
untrusted devices. Suitable to the complex and continuous nature of the
problem a DRL-based joint active and passive beamforming solution was
proposed. The proposed DDPG algorithm yielded a maximum gain of
2−2.5 times for the sum secrecy rate of trusted devices and a throughput
assurance of all trusted and untrusted devices. The performance of the
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proposed DDPG model was evaluated under meticulously selected hyper-
parameters.

6.2 Future Potential Research Direction

The research problems visited in this thesis are complex and dynamic in
nature and the solutions are highly flexible to adapt the different network
conditions. Also, the proposed system models and solutions can influ-
ence a broader horizon of similar problems for other wireless networks,
not only limited to 5G NR, IoT, IRS and THz communications. As al-
ready mentioned in Chapter 1, there are open research challenges to mark
the safety, security and capacity of next-generation wireless communica-
tions [11]. Some of these potential research directions are mentioned as
follows:

6.2.1 Non-terrestrial Communication

The journey of wireless communication networks from 5G to 6G envisions
a new era of bringing non-terrestrial communication, autonomous IoT
connectivity, AI and UAVs on a single platform [202]. The future use cases
forecast a UAV-based cellular communication to empower the 6G tech-
nology for achieving higher reliability and exceptional performance [5].
Although the marriage of aerial communications networks with terrestrial
networks is being acknowledged to be the most promising trend of future
wireless networks then this may arise multiple challenges which need to
be investigated. Some of the challenges are channel modelling, privacy
and security, mobility and trajectory management, spectrum coexistence,
3D deployment, addressing UAVs diversity in terms of dynamic load traf-
fic, wireless capacity, and delay between the satellite and terrestrial radio
links [203–205].

6.2.2 Internet of Everything (IoE)

The next age of IoT communication is inclining towards a progressive
paradigm of IoE. The concept is to connect everyone and everything,
combine their data, process it into useful information, and make beneficial
decisions for society [206]. To facilitate the features of IoE, there is a need
for a compatible design of future 6G networks which can accommodate
machines and people [207]. As an example of such a project, coupling the
human, physical, and digital world for future 6G infrastructure is Hexa-X
i.e., aimed to be deployed by 2030 [208]. However, with the advent of
IoT, there are issues such as massive connectivity, autonomous control,
complex computing, ultra-high reliability, security, and sustainability that
need to be investigated [209].
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These emerging technologies are imagined to have large-scale frame-
works and radically complex computing requirements. Hence, AI and
wireless communication are bonded together to influence self-sustaining,
sophisticated, and intelligent architecture for the future. The learning-
driven solutions proposed in the thesis can contribute toward a smart
realization of similar research problems.

6.3 Summary

To summarise, this thesis addressed the critical problems of spectrum
sharing, bandwidth scarcity, signal attenuation, and diverse levels of secu-
rity in the current and emerging wireless communication networks. Also,
it provided optimization and learning based solutions to these problems.
Moreover, it highlighted the directions and challenges for the future re-
search problems widely for IoE, and non-terrestrial 6G communications.
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