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a b s t r a c t 

Background and Objective: In recent years, progress in microfabrication technologies has attracted the 

attention of researchers across disciplines. Microfluidic devices have the potential to be developed into 

powerful tools that can elucidate the biophysical behavior of blood flow in microvessels. Such devices 

can also be used to separate the suspended physiological fluid from whole in vitro blood, which includes 

cells. Therefore, it is essential to acquire a detailed description of the complex interaction between ery- 

throcytes (red blood cells; RBCs) and plasma. RBCs tend to undergo axial migration caused by occurrence 

of the Fåhræus-Lindqvist effect. These dynamics result in a cell-free layer (CFL), or a low volume fraction 

of cells, near the vessel wall. The aim of the paper is to develop a numerical model capable of repro- 

ducing the behavior of multiphase flow in a microchannel obtained under laboratory conditions and to 

compare two multiphase modelling techniques Euler-Euler and Euler-Lagrange. 

Methods: In this work, we employed a numerical Computational Fluid Dynamics (CFD) model of the 

blood flow within microchannels with two hyperbolic contraction shapes. The simulation was used to 

reproduce the blood flow behavior in a microchannel under laboratory conditions, where the CFL forma- 

tion is visible downstream of the hyperbolic contraction. The multiphase numerical model was developed 

using Euler-Euler and hybrid Euler-Lagrange approaches. The hybrid CFD simulation of the RBC transport 

model was performed using a Discrete Phase Model. Blood was assumed to be a nonhomogeneous mix- 

ture of two components: dextran, whose properties are consistent with plasma, and RBCs, at a hematocrit 

of 5% (percent by volume of RBCs). 

Results: The results show a 5 μm thick CFL in a microchannel with a broader contraction and a 35 μm 

thick CFL in a microchannel with a narrower contraction. The RBC volume fraction in the CFL is less 

than 2%, compared to 7–8% in the core flow. The results are consistent for both multiphase simulation 

techniques used. The simulation results were then validated against the experimentally-measured CFL in 

each of the studied microchannel geometries. 

Conclusions: Reasonable agreement between experiments and simulations was achieved. A validated 

model such as the one tested in this study can expedite the microchannel design process by minimizing 

the need to prefabricate prototypes and test them under laboratory conditions. 

© 2022 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The rapid development of micromechanics during the last 

ecades and the tendency to miniaturization led to an increase 
∗ Corresponding author. 

E-mail address: maria.gracka@polsl.pl (M. Gracka) . 

e

c

c

d

ttps://doi.org/10.1016/j.cmpb.2022.107117 

169-2607/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article
n the relevance of microfluidic systems in life sciences. The well- 

nown benefit of microscale analysis is the ability to carry out 

eparation and detection with high resolution and sensitivity and 

erform multiple measurements simultaneously with the same 

fficiency, in the smallest possible volume. Microfluidic devices, 

ommonly termed Lab-on-a-Chip (LOC), are integrated onto one 

hip that may provide the same functions as those initially con- 

ucted inside laboratories. Such devices are often complex op- 
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oelectronic laboratories built on a surface of the order of one 

quare centimeter [1] . Analysis performed with LOC allows the 

inimised sample consumption, leading to reduced waste and 

osts and the ability to carry out more experiments [2] . Microflu- 

dic technologies combine engineering, physics, chemistry, nan- 

technology, biotechnology, and medical issues, hence can be used 

n various branches, from miniaturization of molecular biology re- 

ctions to cell growth and analysis platforms. Microfluidic devices 

se constructions based on passive (capillary) and active fluid flow 

hrough microscopic vessels [3] . Biologically, it seems particularly 

mportant, as most processes involve microflow from transport 

hrough cell walls, oxygen diffusion into the lungs, and blood flow 

n the capillaries [4] . LOCs has found applications in cell sorting, 

uch as a label-free separation method to detect circulating tumour 

ells in blood [5] or blood cells isolated from plasma [6] , can be

sed to measure whole blood flow velocity during coagulation [7] , 

oreover it is possible to study in vitro environment the RBCs de- 

ormability in channels simulating capillaries [8] . Additionally, in 

iomedical engineering, LOCs can be used to create tissues [9] and 

rgans on a chip that mimics the cardiovascular system’s functions, 

echanics, and physiological responses and can be applied as plat- 

orms for studying pathogens [10] . Detailed and high-throughput 

nalysis of the biophysical behavior of the blood flow is crucial for 

 better understanding of the phenomena occurring in a human 

ardiovascular system which is designed to ensure the survival of 

ll cells of the body. Blood has a particular role in the human 

ody. It provides the transport of oxygen and nutrients to cells and 

he transport of metabolism products, ensures communication be- 

ween individual body systems, and guarantees defence functions 

s a part of the immune system. Blood is a suspension of blood 

ells in a viscous plasma fluid. This nonhomogeneous mixture con- 

ists of plasma and suspended within erythrocytes, leukocytes, 

hrombocytes, and platelets [11] . Red blood cells are the primary 

ype of blood cells with the hematocrit nearly half of the blood’s 

olume (40%-45%). Human erythrocyte with biconcave shape and 

n average diameter of 8 μm has a usual life span of 120 days.

BCs are in charge of the supply of oxygen from the lungs to all

ody tissues. Additionally, they are specialized in the removal of 

arbon dioxide and metabolic wastes from tissues [12] . In microcir- 

ulation, blood flow behavior depends on several combined effects 

uch as cell deformability, flow shear rate, and geometry of the mi- 

rovessel. Hence, it is crucial to acquire a detailed description of 

he complex interaction between erythrocytes and plasma [13] . 

As blood flow occurs, RBCs tend to move to the center of 

he vessel they travel through. This physiological phenomenon is 

nown as the Fåhræus-Lindqvist effect [14] . Studies have shown 

hat the viscosity of blood changes with the diameter of the ves- 

el, in particular, the apparent viscosity continues to decrease as 

he diameter decreases [12] . Consequently, this tendency leads to 

he formation of two regions, i.e., a cell-free layer close to the wall 

nd a flow core with mainly RBCs. Understanding the CFL behav- 

or in microcirculation is essential as it contributes to the rheo- 

ogical properties of the blood in microvessels. Performed experi- 

ents [15,16] demonstrated that depending on the geometry of the 

icrofluidic device, using various shapes of the hyperbolic contrac- 

ion of the microchannel, it is possible to obtain a different value 

f the CFL thickness. A microchannel composed of the hyperbolic 

ontraction followed by an abrupt expansion allows the separation 

f the RBCs from plasma. The study of the contraction shape influ- 

nce on the CFL thickness requires microchip fabrication and ex- 

erimentation. 

Therefore, the main objective of this work is to develop a nu- 

erical model capable of reproducing the multiphase flow behav- 

or in a microchannel obtained under laboratory conditions. The 

evelopment of such simulations can help select the optimal chan- 

el geometry while ensuring shorter prototyping and testing time 
2 
nd reducing microchip production costs. In the last few decades, 

omputational Fluid Dynamics has become a powerful tool for flow 

odelling and proved its applicability in biomedical blood flow 

imulation [17] . Some mathematical models can be used for mod- 

lling multiphase blood flow, like Euler-Euler [18] or hybrid Euler- 

agrange techniques [19] . The multiphase approach in blood mod- 

lling allows one to preserve all information regarding the prop- 

rties and distribution of the blood components. Often in numer- 

cal simulations, the plasma is modelled to behave as a Newto- 

ian fluid while suspended within rigid spherical particles that 

ave viscosity dependent on the shear rate and hematocrit [11] . 

n the available literature, studies can be found showing the ex- 

eriments for testing the RBCs deformability. In the conducted ex- 

eriments, to investigate the motion of the particles, the authors 

se different sizes of microchannels contractions corresponding to 

he structure of capillaries [20] . Based on the conditions of the 

xperiment, numerical models were built using the Finite Element 

ethod to simulate the behavior and deformation of “healthy“ and 

sick“ RBCs [21] . In [22] simulation was developed to separate ery- 

hrocytes according to their mechanical properties, changing with 

athological conditions such as malaria infection. The RBCs flow 

ehavior, including shape change due to high shear rates, can be 

imulated using fluid-structure coupling. The implementation is 

erformed by the immersed boundary method adapted to unstruc- 

ured grids. The simulation method relies on the finite-volume par- 

llel solver for incompressible Navier-Stokes equations on unstruc- 

ured meshes. The discretization of RBCs is performed by a moving 

agrangian mesh and modelled as viscous drops enclosed by mem- 

ranes resisting shear, bending, and area dilation [23] . The current 

ublication compares applications of the Euler-Euler and Euler- 

agrange approaches in the modelling of the two-phase blood flow 

n a hyperbolic contraction of the microchannel. 

The proposed CFD model simulates the process of CFL forma- 

ion in microchannels with hyperbolic contraction. The numeri- 

al model was developed to reproduce the RBC movement visu- 

lised and recorded under laboratory conditions [16] . The multi- 

uid Euler-Euler (E-E) and hybrid Euler-Lagrange (E-L) approaches 

ere used to model the following: continuous phase (Dx40) and 

uspended particles (RBCs). To the best knowledge of the authors, 

his is the first research where those two models were applied and 

ompared against experimental results in the microchannel appli- 

ation. The main simplification in the E-L model is the round shape 

f the particles. However, this simplification was estimated to be 

cceptable on the basis of research [24] . The performed validated 

imulations showed that the hybrid E-L model allows to better 

epresent the red blood cell flow behavior than model based on 

-E approach. A better prediction of the flow by E-L model oc- 

urred mainly in the cell-free layer region of the investigated mi- 

rochannels. Therefore, the authors recommend to choose the E-L 

pproach for similar problems. 

. Methods 

.1. Geometrical model 

The geometries of two hyperbolic-shaped microchannels, previ- 

usly described and studied in [16] , were used to develop a nu- 

erical model to simulate and investigate the formation of the 

FL. The contraction shapes were chosen according to the Hencky 

train ( e H ) value defined by Eq. (1) . 

 H = ln 

(
h 

w 

)
(1) 

here h and w are the channel and contraction widths, respec- 

ively. The microchannel geometry signed A consists of one hyper- 

olic contraction with a throat width of 54 μm and Hencky strain 
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Fig. 1. Main dimensions of microchannel type A and type B. 
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 H = 2 . The microchannel labelled as B consists of a wider narrow- 

ng of 20 μm and Hencky strain e H = 3 . The height of both mi-

rochannels is 50 μm. Channel A and B consist of input and out- 

ut ports to which syringes are connected to deliver and drain the 

ixture, the main part of the channel is 400 μm wide and there 

s a narrowing on this part in both channels. The ports are at a 

ignificant distance from the constriction and therefore could be 

mitted from the simulation. The length of the channel including 

he ports is 12 mm, the length of the main channel from port to 

he narrowing is 2.3 mm. Dimensions of the microchannels in the 

rea of hyperbolic contraction are shown in Fig. 1 . 

.2. Numerical mesh 

The presented geometry was used for numerical discretization, 

nd four different size numerical meshes were tested for each mi- 

rochannel. The discretization selection criterion was based on the 

article volume fraction distribution in the channel area down- 

tream of the hyperbolic contraction. The tested meshes were se- 

ected due to a discretization sensitivity study based on the ele- 

ent number increment procedure in the domain. 

For the geometry of microchannel A, meshes consisting of over 

0 0 k, 80 0 k, 90 0 k, and 1 M elements were tested. The analysis

howed that a further increase in the number of elements did not 

ffect the obtained results. Therefore, the generated hybrid mesh 

onsists of over 915 k elements. In the location of hyperbolic con- 

raction, the mesh is unstructured and consists of tetrahedral el- 

ments. In the inlet and outlet ports and channel, the structural 

esh was generated with hexahedral elements. 

For the final mesh used in these simulations, the orthogonal 

uality range was 0.44 to 1, where over 80% of elements have an 

rthogonal quality value higher than 0.85. The cell skewness range 

as 0 to 0.64, where over 90% of elements have a skewness value 

ower than 0.35. 

For the geometry of microchannel B, meshes consisting of 

0 0 k, 90 0 k, 1 M, and 1.2 M elements were tested. Finally, in the

imulation, a mesh consisting of 1 M elements was used. Increas- 

ng the number of cells to 1.2 M did not affect the obtained results.

imilarly to microchannel A, the numerical mesh in the contraction 

rea is unstructured and consists of tetrahedral elements while, in 

he rest of the domain, a hexahedral structural mesh was formed. 

or the final mesh, the cell orthogonal quality range was 0.35 to 

, where over 90% of elements have an orthogonal quality value 

igher than 0.68. The cell skewness ranges from 0 to 0.73, where 

ver 90% of elements have a skewness value lower than 0.48. The 

verview of the numerical mesh used to simulate the flow in mi- 

rochannels A and B are shown in Fig. 2 . 

Tab. 1 shows the value of the maximum and mean relative er- 

or of the calculated RBCs velocity depending on the mesh size. 
3 
he sensitivity analysis shows that the flow simulation using the 

-L model is not strongly dependent on the number of elements, 

t is more significant when using the E-E model, so the mesh se- 

ection was based on the determined values for this approach. Fur- 

her increasing the mesh size did not influence the error reduction. 

he meshes selected allowed to limit in computational cost giving 

atisfactory results. 

.3. Multiphase model 

The first technique used to model multiphase flow was the 

uler-Euler approach [17] , while both phases are treated as inter- 

enetrating continua with defined physical properties. The E-E ap- 

roach uses a set of transport equations, including the mass and 

omentum conservation equation, to describe particle transport 

n the microchannel. The continuity transport equations for dex- 

ran (fluid phase) and RBCs (solid phase) are shown in Eq. (2) and 

q. (3) , respectively. In contrast, Eq. (4) and Eq. (5) define the 

quations for the conservation of momentum for the fluid and 

olid phases, respectively [25] : 

∂(ε f ρ f ) 

∂t 
+ ∇ · (ε f ρ f u f ) = 0 (2) 

∂(ε s ρs ) 

∂t 
+ ∇ · (ε s ρs u s ) = 0 (3) 

∂(ε f ρ f u f ) 

∂t 
+ ∇ · (ε f ρ f u f u f ) = −ε f ∇p + ∇ · τ f + ε f ρ f g + β( u s − u f ) 

(4) 

∂(ε s ρs u s ) 

∂t 
+ ∇ · (ε s ρs u s u s ) = −ε s ∇p + ∇ · τs + ε s ρs g + β( u f − u s ) (5) 

here subscripts f and s correspond to the fluid and solid phases 

espectively, ε is the phase volume fraction, g is the gravity vec- 

or, ρ is the density, u defines the velocity vector, p is the pressure 

f the fluid phase, and β represents the interphase exchange co- 

fficients between phases. The interphase exchange coefficient be- 

ween fluid and solid phases depends on the particle volume frac- 

ion. The model of Wen and Yu [26] appropriate for dilute systems 

the volume fraction of the fluid is greater than 0.8) and given by 

q. (6) was used in the simulation. 

= 

3 

4 

C D 
ε s ε f ρ f | u s − u f | 

d s 
ε −2 . 65 

f 
(6) 

here d s is a particle diameter, C D presented in Eq. (7) represents 

he drag coefficient. 

 D = 

24 

ε f Re s 
[1 + 0 . 15(ε f Re s ) 

0 . 687 ] (7) 
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Fig. 2. Numerical mesh in hyperbolic contraction region of microchannel type A and type B. 

Table 1 

Mesh sensitivity summary. 

Microchannel A Microchannel B 

Euler-Euler model 

Mesh size 600k 800k 915k 1M 700k 900k 1M 1.2M 

Velocity mean rel. error (core flow only) 10.3% 9.7% 8.0% 7.9% 8.5% 6.9% 6.3% 6.3% 

Velocity max. rel. error (core flow only) 15.4% 14.9% 14.3% 14.2% 12.9% 12.4% 11.9% 11.9% 

Velocity mean rel. error 18.0% 17.5% 17.1% 17.1% 17.0% 16.5% 15.8% 15.8% 

Velocity max. rel. error 87.4% 86.5% 85.3% 85.3% 84.0% 82.2% 81.9% 81.9% 

CFL thickness 8 μm 7 μm 5 μm 5 μm 40 μm 40 μm 35 μm 35 μm 

Euler-Lagrange model 

Velocity mean rel. error 3.5% 3.1% 2.9% 2.9% 2.5% 2.1% 1.9% 1.9% 

Velocity max. rel. error 6.8% 6.0% 5.6% 5.6% 4.1% 3.8% 3.4% 3.4% 

CFL thickness 8 μm 8 μm 5 μm 5 μm 40 μm 35 μm 35 μm 35 μm 
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here Re s shown in Eq. (8) defines the relative Reynolds number. 

e s = 

ρ f d s | u s − u f | 
μ f 

(8) 

The τ f presented in Eq. (9) and τs in Eq. (10) are the fluid and 

olid stress tensors, respectively, representing the viscous forces in 

he fluid phase [17] . 

f = ε f μ f (∇ u f + ∇ u 

T 
f ) −

2 

3 

ε f μ f ∇ · u f I (9) 

s = μs (∇ u s + ∇ u 

T 
s ) + (ζs − 2 

3 

μs ) ∇ · u s I (10) 

here μf represents the dynamic fluid viscosity, μs is shear vis- 

osity defined, ζ s is the bulk viscosity expressed as a function of 

ranular temperature θ given by Eq. (14) and I is the unit ten- 

or. Dextran is considered a Newtonian fluid with constant viscos- 

ty ( μs ), and the non-Newtonian properties of the mixture are due 

o the RBC viscosity model since the rheological properties of hu- 

an blood depend not only upon shear rate but also upon hemat- 

crit [27] . In the Euler-Euler approach, RBC viscosity was calculated 

sing the modified Carreau-Yasuda viscosity model in Eq. (11) . 

= 

ε s μs + ε f μ f 

μ f 

= m 

[
1 + (λ ˙ γ ) 2 

](n −1) / 2 
(11) 

here η is the relative mixture viscosity, ε s and ε f are volume 

ractions of RBCs and plasma, respectively, μs and μf are RBCs and 

lasma viscosity, respectively, n and m are parameters, and ˙ γ is 

he shear rate. The time constant λ is taken as 0.110 s, and the 

lasma viscosity is assumed as a Newtonian fluid with constant 

alue. Eq. (12) and Eq. (13) show the correlation for constants n 

nd m as a function of hematocrit H , which in this model is equal

o RBC volume fraction [27] . 

 = 122 . 28 H 

3 − 51 . 213 H 

2 − 16 . 305 H + 1 (12) 
4 
nd 

 = 0 . 8092 H 

3 − 0 . 8246 H 

2 − 0 . 3503 H + 1 (13)

he Carreau-Yasuda viscosity model was implemented in the com- 

ercial ANSYS Fluent code using the so-called User Defined Func- 

ion (UDF).The bulk viscosity is expressed by Eq. (14) . 

s = 

4 

3 

ε 2 s ρs d s g 0 (1 + e ) 

(
θ

π

)1 / 2 

(14) 

here e is the restitution coefficient and g 0 is the radial distribu- 

ion function defined in Eq. (15) . 

 0 = 

[ 

1 −
(

ε s 
ε s,max 

)1 / 3 
] −1 

(15) 

The sum of the volume fraction for each phase sums to one 

xpressed by Eq. 16 . 

 f + ε s = 1 (16) 

The second applied technique of the multiphase flow modelling, 

n contrary to Euler-Euler, was the hybrid Euler-Lagrange multi- 

hase approach [28] . In this approach, the fluid phase is treated 

s a continuum by solving the Navier-Stokes equations, while the 

ispersed phase is solved by tracking a large number of particles 

hrough the calculated flow field. A Discrete Phase Model (DPM) 

s used in the Lagrangian frame of reference to track particle mo- 

ion, whereas an Eulerian formulation is simultaneously used for 

he continuous phase. The DPM is valid for solid phase volume 

ractions less than 10% [29] . Therefore, this hybrid technique can 

e used for RBCs flow simulation in the current research, due to 

he experimental conditions where the particle volume fraction is 

%. When the dispersed phase occupies a low volume fraction, 

he particle-particle interaction can be neglected, making the ap- 

roach considerably simpler. The one-way coupling scheme is ap- 
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Table 2 

Properties of mixture components. 

Dx40 density 1042 kg/m 

3 

Dx40 viscosity 0.0052 kg/(m ·s) 

RBCs density 1185 kg/m 

3 

RBCs diameter 8 μm 
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lied when the particle volume fraction is lower then 10%. For one- 

ay coupling calculations in ANSYS Fluent, only the fluid pressure 

cting on the structure is transferred to the structure solver [30] . 

The DPM approach does not solve the momentum equation for 

n individual particle. Instead, the solver tracks groups of particles 

alled parcels. Each parcel contains several particles characterised 

y the same mass, velocity, and position. In this model, each par- 

el is tracked separately within the continuous phase. The number 

f individual particles contained in a parcel for injection boundary 

ondition can be calculated form Eq. (17) 

 p = 

˙ m parcel �t 

m p 
(17) 

here �t is the time step in transient calculation, ˙ m parcel is the 

ass flow rate of a parcel and m p is the mass of an individual par-

icle estimated from the particle diameter and density. The DPM 

equires calculating the force balance equation for each parcel as 

hown in Eq. (18) ; this allows us to predict the trajectory of a dis-

rete phase particle. This force balance equates the particle inertia 

ith the forces acting on the particle [31] 

d u p 

dt 
= F D ( u-u p ) + 

g (ρp − ρ) 

ρp 
− ∇p 

ρp 
− ∇ · σp 

ρp 
(18) 

here the term F D ( u-u p ) defines the particle acceleration due to 

he drag in Eq. (19) , the term 

−∇p 
ρp 

defines the particle acceleration 

ue to the pressure difference at the particle location and σ p is 

ranular stress tensor [32] . 

 D = 

3 μC D Re p 

4 ρp d 2 s 

(19) 

here Re p is the relative Reynolds number defined as Eq. (8) , d p 
s particle diameter and C D is the drag coefficient defined as 

 D = a 1 + 

a 2 
Re p 

+ 

a 3 
Re p 

(20) 

here a 1 , a 2 , a 3 are constants, describing the drag coefficient func- 

ion depending on the Reynolds number value [33] . 

The basic mass balance equation for the fluid is calculated using 

he Eulerian approach from Eq. (2) and for the dispersed phase 

ith low volume fraction, it is calculated using a Lagrangian frame 

f reference as 

∂(ρs ) 

∂t 
+ ∇ · (ρs u s ) = S i (21) 

here S i are the source terms for discrete phase momentum, en- 

rgy, and species. Based on the calculated particle velocity, a new 

article position can be expressed as 

d � x p 

dt 
= 

�
 v p (22) 

After obtaining the particle position from Eq. (22) , the volume 

raction of the solid in a given cell can be calculated as 

 p = 

n p N parcel V p 

V cell 

(23) 

here N p is the number of particles in a parcel, N parcel is the num-

er of parcels in a cell, V p is the volume of a particle, and V cell is

he volume of a cell. The calculated volume fraction is assigned to 

ulerian coordinates, where the void fraction of the fluid can be 

etermined as 

 f = 1 − ε s . (24) 
E

5 
.4. Simulation conditions 

The numerical simulation conditions were set to reflect the na- 

ure of the performed experiments. The fluid used in the simula- 

ion was intended to fully mimic blood and assumes that blood is a 

onhomogeneous mixture of two components: dextran 40 (Dx40), 

hose properties are consistent with plasma, and RBCs, at a hema- 

ocrit of 5% (percent by volume of RBCs). Tab. 2 gives the proper- 

ies of dextran and RBCs [34] . The multifluid modelling techniques 

sed in the simulation assumed the particles to be rigid spheres 

ith a constant diameter of 8 μm [17] . Studies show that adopting 

he simplification of modelling blood cells as rigid spheres can ef- 

ectively mimic the dynamics of red blood cell flow in microchan- 

els [24] . 

In actual flow, RBCs are deformable and this phenomenon is 

articularly evident in vessels with small diameters (close to the 

iameter of RBCs) and in diseased cases [35,36] . Blood flow in cap- 

llaries [37] where vascular branching occurs also affects changes 

n the shape of the erythrocytes [38] . In the literature, publica- 

ions can present numerical models of particle deformation that 

resent simulations of single-particle behavior [39,40] . Although 

article deformation models are available, they are computation- 

lly expensive, especially in flows where a large number of par- 

icles are present. Research also uses models that introduce sim- 

lifications in the form of non-deformable particles. For vessels 

ith diameters larger than the size of red blood cells, the assump- 

ion of rigid particles does not significantly affect the flow behav- 

or of the blood mixture [24] . Simulation of rigid erythrocytes has 

s well been used to model two-phase blood flow in a vessel af- 

er a stent procedure [41] . Studies of rigidized red blood cells are 

lso available in the literature to focus on the effects of rotational 

otions [42] . Simulations of the flow of the mixture that contains 

BCs assumed to be rigid particles in channels of the order of 40 

m in diameter with bifurcation and contraction have also been 

erformed [43] . Moreover, presented in the current research com- 

arison of the E-E and E-L approaches was based on the same as- 

umption that RBCs are rigid spherical solids. Despite this, the E-L 

echnique showed a better prediction of the RBC behavior in the 

nvestigated microchannel. 

The inlet boundary condition (BC) was set at a constant veloc- 

ty of 0.0025 m / s , calculated from the volumetric flow measured 

uring the experiment. The volumetric flow of the mixture was 

et to 10 μL / min . The outlet BC was considered a continuous out- 

ow. The wall BC for plasma and RBCs was set to a no-slip veloc- 

ty condition [44] . The flow was simulated as laminar due to low 

alues of Reynolds number ( Re < 0 . 1 ). The DPM was used to sim- 

late the particle tracking in the hybrid Euler-Lagrange approach. 

he model uses the one-way coupling scheme due to the low con- 

entration of RBCs. The additional inlet BC was set in the Euler- 

agrange model for particle injection. Constant particle mass flow 

f 1.406 ·10 -8 kg/s was calculated using the Euler-Euler model. The 

arcel release method was set to a standard, and the number of 

njected particle parcels depended on the inlet surface mesh size. 

. Results 

The simulated blood flow results for the Euler-Euler and hybrid 

uler-Lagrange approaches are shown as color maps of the parti- 
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Fig. 3. Tracked RBCs paths in microchannel A (left) and B (right). 
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le velocity field and the RBC distribution in the region of chan- 

el contraction. The numerical model results were validated using 

he in vitro experiment described by Rodrigues [16] . In the men- 

ioned research, one can find a detailed description of the experi- 

ental part of the presented results used for validation procedure. 

n the published study, microchannels with several different num- 

ers and contraction shapes were tested; however, two types were 

ubject to numerical simulation in the study. The experiment was 

ecorded with a high-speed imaging system consisting of an in- 

erted microscope and a high-speed camera. A syringe pump was 

sed to ensure a constant flow of 10 μl / min . A high-speed video 

icroscopy system was used to control, visualise, and measure the 

orking fluid that flows through hyperbolic microchannels and to 

ecord the video at a frequency of 30 0 0 frames/s [16] . 

.1. RBCs velocity validation 

Velocities resulting from the numerical simulation were vali- 

ated using the video recorded during the experiment. The open- 

ource image analysis software ImageJ [45] was used for experi- 

ental data examination. A manual tracking plugin MTrackJ was 

sed to track RBC particles individually. The manual method mim- 

cked the classical particle image velocimetry (PIV) method. The 

elocity of the chosen RBCs was calculated by determining the po- 

ition of the selected particles in several consecutive frames of the 

ecorded movie. The calculation is based on the distances that a 

article has traveled in a given time (the frequency of photo ac- 

uisition is also recorded). By calculating the particle flow veloc- 

ty at different channel locations across the microchannel cross- 

ection plane, it was possible to determine the RBC velocity profile 

ownstream of the contraction. Fig. 3 shows the path of selected 

BC particles and their positions in 10 consecutive video frames 

ownstream of the contraction of the A (left) and B (right) mi- 

rochannels, respectively. The selection of the experimental anal- 

sis method was made based on available literature sources pre- 

enting similar cases [44] . The selected positions of the cross- 

ections allow to estimate the RBCs velocity. In the region of the 

icrochannel contraction, the velocity was too high to reliably es- 

imate its value. It was caused by the limited speed and quality of 

he camera recordings. 

The experimental image analysis shown in Fig. 4 is intended 

o visualize the particle concentration using the RBC max-intensity 

reyscale. The CFL thickness determined from the experiment was 

arked in the picture with a red dotted line. In Fig. 4 , cross-

ections A-A (left) and B-B (right) were marked to demonstrate the 

ocalisation of RBCs concentration obtained in the numerical sim- 

lation. A comparison of RBCs velocity results obtained from ex- 

erimental analysis and CFD simulation is also presented for the 

esignated cross sections. 
6 
Fig. 5 shows the RBC velocity profile in the microchannel A cal- 

ulated by CFD simulation and compared with experimental data. 

he velocity profile was generated at a distance of approximately 

00 μm (cross-section A-A in Fig. 4 ) from the narrowing end. 

Fig. 6 shows the RBC velocity profile in microchannel B ob- 

ained from the CFD simulation and compared with experimental 

ata. The velocity profile was determined at a distance of approx- 

mately 300 μm (cross-section B-B in 4 ) from the end of the con- 

raction. 

.2. RBC simulated velocity field 

In the simulation of blood flow within the microchannel, the 

ost critical indicator is the correctly-calculated velocity field 

ithin the channel. The velocity value and its profile affect the dis- 

ribution of particles in the channel and the volume fraction pro- 

le. Therefore, the particle velocity in line with the experimental 

easurements can ensure the accuracy of determining flow char- 

cteristics, such as CFL thickness. First, the results of the velocity 

alues and profile obtained in the numerical simulation were vali- 

ated with the experiment [16] . 

The velocity field in microchannel A obtained with the E-E 

odel is shown in Fig. 7 (a). Specifically, we show the particle ve- 

ocity contour in a plane located along the flow at half the height 

f the channel and four cross-sections perpendicular to the flow. 

he highest velocity value of 0.2 m/s occurs in the area of narrow- 

ng. The particle velocities are evenly distributed in the channel 

ore, where the particle velocity reaches 0.02 m/s, whereas near- 

all velocity values are close to 0 m/s. 

Fig. 7 (b) shows the RBC parcel position in the region of con- 

raction calculated with the hybrid E-L technique and colored by 

he velocity magnitude. The obtained results are consistent with 

hose achieved using the E-E technique. Again, the highest RBC ve- 

ocity values of 0.2 m/s appear in the narrowing region, and the 

lowest particle flow occurs near the microchannel wall. In the 

hannel core, RBC flow with a velocity of approximately 0.02 m/s. 

he E-L model allows for the computation of the velocity at a dis- 

ance close to the channel wall (10 μm) in a more precise way 

ompared to the E-E model. There are 5 rows of numerical grid 

ells in the boundary layer at a width of 10 μm from the ves-

el wall. The maximum velocity relative error in this region for 

PM calculation reaches 5% compared to above 80% for the E-E 

pproach and it occurs in the second layer of mesh cells. 

The velocity contour plot in microchannel B obtained with the 

-E approach is shown in Fig. 7 (c). The highest RBC velocity value 

ccurs in the region of contraction and reaches over 0.05 m/s. Near 

he wall, particle velocity is 0 m/s, and in the channel core, it is ap-

roximately 0.02-0.03 m/s. With four perpendicular cross-sections, 
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Fig. 4. Experimental CFL thickness in microchannel type A (left) and type B (right). Z project blood flow visualization using RBCs max-intensity gray scale in microchannel 

A and microchannel B. 

Fig. 5. Microchannel A. Comparison of RBC velocity profile, CFD vs. experiment. 

Fig. 6. Microchannel B. Comparison of RBC velocity profile, CFD vs. experiment. 

7 
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Fig. 7. Computed RBC velocity in microchannel a) type A using E-E, b) type A E-L and c) type B using E-E, d) type B E-L approach. CFD simulated particle velocity field 

shown as colormap and particle velocity shown as parcel position colored by velocity values (colormap velocity scale adjusted to show the particle velocity in the channel 

downstream of the constriction; red color corresponds to values above 0.05 m/s). (For interpretation of the references to colour in this figure legend, the reader is referred 

to the web version of this article.) 
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he zero particle velocity occurs near the top and bottom walls of 

he channel. 

The DPM calculated velocity values are nearly identical (the av- 

rage difference is less than 0.0012 m/s) compared to those ob- 

ained with the Euler-Euler technique. The highest value of 0.3 m/s 

ccurs in the hyperbolic contraction, and the lowest is near the 

all of the channel. Particle velocity in the core reaches approxi- 

ately 0.02-0.03 m/s. Fig. 7 d) shows each particle’s parcel posi- 

ion colored by the velocity value. 

.3. CFL thickness validation 

Due to the large number of RBCs, the open-source ImageJ soft- 

are [45] used in experimental analysis does not quantify the 

olume fraction of the cell suspension in the mixture since the 

ecording shows particles in the entire channel volume. The exper- 

mental data analysis enables us to define the qualitative profile of 

BC volume fraction in the core of the microchannel. The Z project 

uilt-in ImageJ software plugin uses greyscale intensity to deter- 

ine the concentration of particles in the cross-section parallel to 

he flow direction. Based on the generated profile, it is possible to 

stimate the CFL thickness. 

In Fig. 8 , the numerical simulations for RBCs distribution in mi- 

rochannel A are shown. The graph on the left side shows the par- 

icle volume fraction in the cross-section A-A obtained with the 

-E approach. The CFL thickness determined in the experimental 

nalysis is marked with red lines on both channel sides. The com- 

uted results show a sudden increase in the RBC volume fraction 

ithin approximately 5 μm from the channel wall, matching the 

xperimental value. The graph on the right side shows the RBC 

oncentration obtained with the E-L approach. The concentration 

f the particles is close to 0 kg/m 

3 at a 5 μm distance from the

all and starts to increase beyond this distance. In the channel 

ore, cell concentration reaches on average 70 kg/m 

3 . The compar- 
8 
son of the obtained numerical results and the experiment analysis 

n microchannel B is shown in Fig. 9 . The volume fraction pro- 

le calculated with the E-E approach is shown on the left side 

f Fig. 9 and compared with the experimental value plotted (red 

ines). The simulated CFL thickness reaches 35 μm from the chan- 

el wall where the volume fraction exceeded 2%. The E-E model 

hows the smooth formation of the CFL compared to the relatively 

harp formation simulated with the E-L approach. The RBC con- 

entration profile calculated with the E-L model presented on the 

ight side of Fig. 9 shows that the sudden increase in particle num- 

ers occurs at a 35 μm distance from the channel B wall. In the 

FL, RBC concentration is less than 10 kg/m 

3 while, in the channel 

ore, the average concentration is 60 kg/m 

3 . The simulation results 

atch the experimental data. 

.4. Simulated RBC volume fraction distribution 

The volume fraction distribution of the RBCs obtained with the 

-E model is shown in Fig. 10 a). 

The RBC distribution obtained in the numerical simulation was 

isually compared with the experimental data. The greyscale ex- 

erimental image is visible in the background, while the simu- 

ated RBC distribution is shown as an overlaid colormap. The blue 

olor on the contour plot corresponds to a particle volume fraction 

ower than 2%. The CFL thickness obtained with the E-E approach 

quals approximately 5 μm and is consistent with the experimen- 

al results. The simulated volume fraction of the RBCs in CFL is 

ess than 2% compared to 6% in the core flow. The DPM model 

sed in the hybrid E-L technique allows us to determine the parti- 

le concentration in the computational domain. The calculated RBC 

oncentration in the contraction region is shown in Fig. 10 (b) as 

arcels colored by RBC concentration value. The grayscale experi- 

ental image is visible in the background. Simulated flow in the 

icrochannel B hyperbolic contraction is shown in Fig. 10 (c) as 
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Fig. 8. Computed RBC distribution in microchannel type A using E-E (left) and E-L (right). The RBC volume fraction distribution in the cross-section A-A for E-E technique 

(left) and the RBC concentration profile for the E-L technique (right). 

Fig. 9. Computed RBC distribution in microchannel type B using E-E (left) and E-L (right). The RBC volume fraction distribution in the cross-section B-B for the E-E technique 

(left) and the RBC concentration profile for the E-L technique (right). 
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 colormap of RBC volume fraction distribution obtained with the 

-E approach. The solution was compared with the experimental 

ata shown as an image in the background. Red dotted lines rep- 

esent the CFL thickness determined from experimental analysis. 

he CFL thickness in the CFD model was defined at the location 

here RBC volume fraction exceeds 2%. The simulated CLF thick- 

ess reached 35 μm. Fig. 10 (d) shows the position of the parti- 

le in the area of contraction obtained with the E-L approach and 

ompared with the experimental image in the background. In the 

FL, the particle concentration was 0 to 10 kg/m 

3 . 

. Discussion 

In the following section results presented in Section 3 are dis- 

ussed. The numerical model adequately predicted the nature of 

he RBC flow in microchannels with hyperbolic contraction. The 

btained velocity profile and RBC distribution characteristics are in 

ood agreement with the experimental data analysis [16] . 

Microchannel type A : The velocity values calculated with E-E ap- 

roach are marginally higher than the experimental values ( Fig. 5 ). 

pecifically within the channel core, the velocity values are on av- 

rage 0.0018 m/s higher than in the experiment. The highest dis- 

repancy occurs in the area of the boundary layer at a 10 μm 

istance from the wall, where the maximum velocity difference is 

.0051 m/s. The better representation of the RBCs flow behavior by 
9 
-L approach can be caused by Langrangian concept of the particle 

racking, which can predict different parcel position in single cell. 

his concept of parcel tracking in some way reduces the influence 

f the mesh resolution into the prediction of the RBC particle mod- 

lling. In contrary, E-E approach allows only to estimate one veloc- 

ty for each specified cell for all simulated RBC particles within this 

ell on the base of volume fraction. Therefore, in the E-E approach, 

he mesh resolution strongly affects the prediction of RBC in zones 

uch as cell-free layer. The hybrid E-L approach gives more ac- 

urate values with slightly higher discrepancies in the boundary 

ayer. The highest velocity difference for the E-L model occurs in 

he channel core and reaches 0.0012 m/s only, while the average 

ifference in the core is 0.0 0 05 μm. 

Microchannel type B : Fig. 6 shows that the numerical simula- 

ion results are in good agreement with the analysis of experimen- 

al measures. Better consistency of flowing RBC velocity was ob- 

ained using the hybrid E-L model, and it is especially noticeable 

ear the boundary layer. The average computed velocity difference 

ompared to experimental values is 0.0 0 04 m/s. The differences 

ccur in the channel core, and the highest velocity discrepancy 

eached 0.0012 m/s. The E-E model gives marginally overstated ve- 

ocity values in the channel core, where the average difference is 

.0011 m/s. The largest discrepancies in the calculated values of 

BC velocity compared to the experimental values occur in the 

oundary layer region, with a maximum difference of 0.0062 m/s. 
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Fig. 10. Computed volume fraction distribution of RBCs in microchannel type A using a) Euler-Euler, b) Euler-Lagrange and type B c) Euler-Euler, d) Euler-Lagrange. CFD 

simulated RBC volume fraction (shown as colormap) compared to experimental data (shown as an image in background; note visible RBCs) in microchannel A. 

T

c

c

t

o

c

t

m

i

m

v

a

f

l

r

a

b  

m

t

δ

w

m

t

c

c

c

a

l

m

s

t

p

t

he high relative error can be caused by the limitations of mesh 

ell size. The correct simulation of the flow behavior near the mi- 

rochannel walls requires a dense mesh in that area. On the con- 

rary, the microscale calculation requires a domain discretization 

f elements the size of a tenth of a micrometer, which may signifi- 

antly affect the accuracy of the numerical simulation. In addition, 

he RBC velocity measurements in the experiment are carried out 

anually, and the velocity of each particle is determined by select- 

ng each traced particle in the following video frames. 

The summary of the simulation results compared to the experi- 

ent is presented in Table 3 . A comparative analysis of the velocity 

alue is presented for 15 measurement points in microchannel A 

nd 17 points in microchannel B. For the E-E model, significant dif- 

erences in the determined velocity value appear in the boundary 

ayer area. Therefore, the calculated maximum and mean value of 

elative error are presented separately for all measurement points 

nd those located only in the vessel core (marked points with a 

lack dashed line in Fig. 5 and Fig. 6 ). In order to compare the nu-

erically computed velocity values with the experimental values, 
s

10 
he relative error value was calculated as 

= 

| u 

CF D − u 

exp | 
u 

exp 
(25) 

here u CFD represents the velocity value computed with CFD 

odel and u exp experimental velocity value calculated by manually 

racking the RBC particles with the open source ImageJ software. 

The E-L model enables computing the RBC velocity value in 

lose proximity to the channel wall (10 μm distance) more pre- 

isely than does the E-E model. The relative error for velocity cal- 

ulated by DPM is nearly 0% compared to above 80% for the E-E 

pproach. As in the case of microchannel A, the high relative ve- 

ocity error may result from the numerical approach used and the 

ethod of experiment analysis. As can be seen in the results pre- 

ented above, the solution is not symmetrical. This occurs due to 

he nonsymmetrical geometry of the microchannel used in the ex- 

eriment caused by the limited precision during manufacturing of 

he microfluidic chips. The geometry of the channel used in the 

imulations was adjusted to reflect the real geometry of the chip 
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Table 3 

Microchannel validation summary. 

Microchannel A Microchannel B 

Euler-Euler model 

CFD CFL thickness (experiment) 5 μm (5 μm ) 35 μm (35 μm ) 

Velocity mean rel. error (core flow only) 8.0% ∗ 6.3.% ∗

Velocity max. rel. error (core flow only) 14.3% ∗ 11.9% ∗

Velocity mean rel. error 17.1% 15.8% 

Velocity max. rel. error 85.3% 81.9% 

Euler-Lagrange model 

CFD CFL thickness (experiment) 5 μm (5 μm ) 35 μm (35 μm ) 

Velocity max. rel. error 5.6% 3.4% 

Velocity mean rel. error 2.9% 1.9% 

The values of the maximum and mean relative error for the E-E model limited to the 

velocity in channel core. It can be seen that in the boundary layer, at a distance of 

10 μm from the wall, the maximum value of the relative error exceeds 80% for the 

E-E approach. The error may come from the adopted numerical simulation method, 

which may be influenced by the limitation of the size of numerical mesh elements 

and the resulting computation accuracy. At the same time, the impact on the differ- 

ences between the simulation results and the experimental data may result from the 

method of determining the velocity of particles based on video analysis, where the 

particles are tracked manually. 
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sed in the experimental phase. It can be noticed that velocity val- 

es in the channel core are slightly higher in type B microchannel 

espite the same inlet boundary condition, this particles behavior 

s caused by the influence of contraction size and also corresponds 

ith lower velocity values near the walls. 

The experimental data and numerically computed RBC distribu- 

ion in microchannel type A and type B were visually compared in 

ection 3.4 . The CFL formation caused by the Fåhræus-Lindqvist ef- 

ect is visible near the wall downstream of the contraction. In the 

ompared images, the absence of particles indicating CFL forma- 

ion is visible near the microchannel wall. The calculated results of 

FL thickness using E-E model and E-L model are consistent and 

qual approximately 5 μm for microchannel type A and 35 μm 

or microchannel type B. The actual RBC flow is visible, and the 

FL thickness (dotted line) determined from the experimental data 

atches the CFD simulation. It can be noticed that there are no 

BC particles near the channel wall, both in the image from the 

xperiment and in the visualisation of CFD results. Both the E-E 

nd E-L approaches give results consistent with the CLF thickness 

btained in the experiment. 

. Conclusions 

A numerical model of microchannel blood flow was built in a 

ultiphase approach to reproduce the conditions of the in vitro 

xperiment [16] . On the micro-scale, the Fåhræus-Lindqvist effect 

s particularly noticeable. To simulate this phenomenon, the multi- 

hase Euler-Euler and Euler-Lagrange approaches have been used. 

he presence of contraction influences the migration of RBCs to- 

ards the channel core. Both the experiment and the numerical 

imulation showed that the CFL thickness downstream the contrac- 

ion increased as the channel narrowing increased. 

The RBC migration effect can be used, for example, to sort 

ells, and by knowing the relationship between the narrowing 

ize and the CFL thickness, the bloodstream can be adjusted as 

eeded. The conducted experiment showed that in a microchan- 

el with a hyperbolic contraction of 54 μm, the CFL has a thick- 

ess of 5 μm downstream of the narrowing. On the other hand, 

hen the narrowing is only 20 μm wide, the CFL increases to 

5 μm. 

In the analysis of the experimental data, it should be noted that 

he human component of analysis significantly influences the mea- 

urement results. In this case, it is the scientist who decides which 
11 
istance can be considered the end of the CFL. Comparing the CFD 

esults with the experiment, the CFL thickness was assumed as 

n [16] . The obtained numerical results are in good agreement with 

he experimental analysis. 

The μPIV-like method was used to determine the RBC velocity 

alues to validate the model. The obtained velocity values from the 

ybrid Euler-Lagrange model are consistent with the flow in the 

icrochannel. The mean relative error of velocity reaches 2.9% in 

icrochannel A and only 1.9% in microchannel B. The Euler-Euler 

pproach gives slightly higher values with a mean relative error 

alue of 17.1% in channel A and 15.8% in channel B. However, the 

BC velocity in the experimental analysis is determined by man- 

ally tracing a single particle in the software. This method causes 

naccurate determination of the particle position between consecu- 

ive frames, leading to minor differences in determining the actual 

elocity value. Additionally, the error may result from the adopted 

umerical simulation method, which may be influenced by the 

imitation of the size of the numerical mesh elements and the re- 

ulting computational accuracy. The value of the mean relative er- 

or of velocity in the E-E technique is influenced by the computed 

alue of RBC velocity in the region of the boundary layer (10 μm 

istance from the channel wall). In both microchannels, the rela- 

ive error of velocity close to the wall is greater than 80%. In the 

hannel core, the maximum relative error of velocity reaches 8.0% 

nd 6.3% in channel A and B, respectively. 

The predicted CFL thickness was consistent with the experi- 

ental analysis in both applied multiphase techniques. Taking into 

ccount the more accurate prediction of the velocity and concen- 

ration fields of RBC, the authors recommend using the DPM model 

n the E-L approach. However, attention should be paid to the dis- 

retization of the domain and check its effect on the solution ob- 

ained. In the numerical model, a commonly used simplification 

egarding RBC shape was assumed. The particles were modelled 

s rigid spheres, while, in reality, RBCs appear dumbbell-shaped in 

rofile. In a future analysis, it will be worth considering the true 

hape of cells and investigating the effect of their shape on flow 

ehavior. 
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