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Abstract. Industry 4.0, characterized by the development of automation and data 

exchanging technologies, has contributed to an increase in the volume of data, 

generated from various data sources, with great speed and variety. Organizations 

need to collect, store, process, and analyse this data in order to extract meaningful 

insights from these vast amounts of data. By overcoming these challenges im-

posed by what is currently known as Big Data, organizations take a step towards 

optimizing business processes. This paper proposes a Big Data Analytics archi-

tecture as an artefact for the integration of historical data - from the organizational 

business processes - and predictive data - obtained by the use of Machine Learn-

ing models -, providing an advanced data analytics environment for decision sup-

port. To support data integration in a Big Data Warehouse, a data modelling 

method is also proposed. These proposals were implemented and validated with 

a demonstration case in a multinational organization, Bosch Car Multimedia in 

Braga. The obtained results highlight the ability to take advantage of large 

amounts of historical data enhanced with predictions that support complex deci-

sion support scenarios. 

Keywords: Big Data Warehousing, Advanced Analytics, Machine Learning, 

Industry 4.0.  

1 Introduction 

There is a huge growth in the data that is generated, being a challenge to deal with this 

rapid growth, as well as with the complexity of the data and its interconnection [1]. Big 

Data involves a large set of data in which its size and structure are not properly handled 

by traditional database systems, such as relational databases [2]. These large datasets 

usually integrate richer data for decision support, with more details about behaviours, 
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activities, and events, providing huge diversity of data and requiring shorter response 

time [3]. To take full advantage of the strategic potential of the large volume of data 

provided by organizations, Big Data Analytics is necessary [4]. It includes procedures 

to extract relevant information from a large volume of data. Its main purpose is to ena-

ble organizations to make better decisions according to their mission and objectives. It 

also helps in solving problems quickly, providing relevant and valuable insights that 

can bring a competitive advantage to the organization [2]. 

Machine Learning is a technique for the analysis of Big Data, which consists in de-

tecting relationships and predicting future behaviours through the modelling process 

based on a large set of data [2]. The use of Machine Learning algorithms with predictive 

capabilities in Big Data can promote the discovery of new knowledge and bring addi-

tional value to organizations [1]. The effective use of data has been increasing compet-

itiveness and economic growth in various industries, including manufacturing [5]. 

This work is developed under a partnership between Bosch Car Multimedia in Braga 

and Academia, which aims to create new scientific and technological knowledge to 

achieve the company's competitiveness goals by improving its main industrialization 

processes. This will allow a fast adaptation of the company to new market demands. 

Due to the complexity of both areas, Big Data Analytics and Machine Learning, and all 

the challenges that need to be faced to combine the analysis of huge amounts of histor-

ical data with predictions, this paper has as main goal the design, implementation, and 

evaluation of an advanced data analytics platform for supporting complex decision sup-

port environments. A central component in this architecture is its Big Data Warehouse 

(BDW), the supporting data system, ensuring the integration of all the data (historical 

and predictive) in a consolidated and coherent way. This architecture and the data mod-

elling method here presented are the main contributions of this work.   

This paper is structured as follows. Section 2 summarizes related work in the field, 

namely the development of BDWs, the adoption of Machine Learning techniques, and 

their integration in complex decision processes. Section 3 presents the proposed archi-

tecture for advanced data analytics, describing its various components and the support-

ing technologies, and the data modelling method. Section 4 describes the demonstration 

case, the screwing case, outlining its motivation and purpose. It also presents the sup-

porting data model and the Machine Learning model, how the data integration and data 

flows were implemented, and some data visualizations for advanced data analytics. 

Section 5 concludes with some remarks and guidelines for future work.  

2 Related Work  

Since 1956, with greater emphasis on the last decade, the quantity of data has been 

growing exponentially and, as such, some challenges have appeared relatively to the 

storage and analysis of that data [6]. Important contributions in the past years had 

changed the databases field. Many organizations, such as Facebook, Google, and oth-

ers, have had a really hard task to analyse an unprecedented amount of data that is not 

necessarily in a format or structure that makes it easy to analyse [7]. 
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Big Data is mainly related with enormous amounts of unstructured data produced by 

high-performance applications that can range from computing applications to medical 

information systems. The data that is stored in this fashion, and its processing, has some 

specific characteristics and needs, such as: i) large-scale data, which refers to the size 

of the data repositories; ii) scalability issues, due to the vast amount of data and the 

performance concerns in its processing; iii) supporting Extraction-Transformation-

Loading (ETL) processes, handling the input raw data in order to reach the required 

structured data; and, iv) analytical environment, designing and developing user-friendly 

analytical interfaces in order to extract useful knowledge from data [8].  

Data-intensive systems are built to consolidate and make available relevant infor-

mation for decision support. In them, data from different sources require a complex 

process of data integration that ensures a unified and coherent view of the organiza-

tional or application domain data [9]. As challenges such as volume, variety, or velocity 

emerge, Data Warehouses or other data storage systems require performant solutions 

able to deal with these data characteristics [10]. Big Data techniques and technologies 

support mixed and complex analytical workloads (e.g., streaming analysis, ad hoc que-

rying, data visualization, data mining, simulations) in several emerging contexts [11].  

Research in Big  Data Warehousing [9] has proposed a structured approach for the 

design and implementation of BDWs, mainly focused in modelling highly autonomous 

objects, addressing performance issues, that integrate the relevant data to answer a spe-

cific analytical question. These objects are named Analytical Objects and can include 

both factual and predictive attributes. They can be integrated with Complementary An-

alytical Objects (to share data between several Analytical Objects), Special Objects (to 

normalize common Date, Time, or Spatial attributes), and Materialized Objects (to 

physically implement views that enhance performance).  

Data Science techniques must be able to extract unknown features from data, to im-

prove the value of the data itself, making it easier to understand behaviours, optimize 

processes, and improve scientific discovery. Big Data takes advantage of data analytics 

and Machine Learning, both being key steps for enhancing the value of data [12]. The 

integration of Machine Learning-based predictive applications in Big Data contexts has 

been proposed to address the challenges that emerge in complex decision-support en-

vironments characterized by a vast amount of data. The work of [13] aims to prevent 

losses caused by faults in assembly lines with a real-time monitoring system that uses 

data from IoT-based sensors, Big Data processing, and a hybrid prediction model.  

An architecture that can automate and centralize data processing, health assessment, 

and prognostics is present in [14]. This architecture covers all necessary steps from 

acquiring data, its processing and presenting it to the users, supporting decision making. 

The work of [15] presents an architecture that facilitates the task of analysing and ex-

tracting value from Big Data using Hadoop-based tools for Machine Learning. This 

architecture supports batch and streaming processing modules, with Machine Learning 

tools and algorithms, so that developers take advantage of them to carry out tasks such 

as prediction, clustering, recommendation, or classification. Also, analytical dash-

boards present the results of the batch analysis and display them to the users. In [16], 

processing tools available in the Hadoop and Spark ecosystems, as well as optimization 

techniques, are combined in wind energy resource assessment and management. The 
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work of [17] presents an architecture that includes the dimensions of data capture, pro-

cessing, storage, visualization and decision-aid through Machine Learning, leaving for 

further research, the implementation of the proposed architecture. 

In summary, several works combine Big Data with Machine Learning. However, the 

work presented in this paper addresses this challenge by proposing a data modelling 

method and an architecture that has a BDW as its central data system, integrating his-

torical and predictive data. This integration directly supports an advanced decision-

support environment that can process large datasets combining historical data with pre-

dictions obtained from models that learned from that historical data. 

3 Proposed Architecture and Data Modelling Method  

Research in Big Data Analytics and Machine Learning is usually done by different 

teams, who independently work in providing analytical means to analyse the available 

data. This work aims to integrate the scientific and technological contributions from 

both fields, supporting the integration of predictions to enrich a BDW that is used in an 

advanced data analytics environment that assists decision-makers for better decisions.  

The proposed architecture (Fig. 1) creates a unified environment between Machine 

Learning processes and the BDW, as the main storage component, in Big Data contexts. 

Besides the storage itself, this architecture allows the monitoring of the Machine Learn-

ing models and the BDW, expanding the analytical scope beyond the decision-making 

at the business level - it is now possible to establish performance metrics for the BDW 

and the Machine Learning models and monitor them over time. 

3.1 Components and Supporting Technologies  

The advanced data analytics architecture (Fig. 1) is composed of three main compo-

nents: Data Sources, Big Data Cluster, and Visualization Tools. 

The Data Sources can be of different types, depending on the data they produce/han-

dle: data can be structured, semi-structured, or unstructured. Besides this classification, 

the data sources may present data that is produced at different speeds, with different 

sizes and formats, thus justifying the context of Big Data [18].  

The Big Data Cluster component integrates two areas, which are Data Lake and Big 

Data Warehouse. A distinction in data storage was made to accommodate analytical 

data and non-analytical data. The Data Lake is used to support the storage of any kind 

of data/processes/models such as Raw Data, Data Pipelines, Machine Learning Models, 

among others. The Big Data Warehouse is a storage ecosystem supporting the storage 

of data modeled as Analytical Objects, representing highly independent and autono-

mous entities with focus on analytical subjects in terms of decision support [9]. 

In the proposed architecture, the Data Lake has three subareas, the Standard Raw 

Data, the Data Pipelines Repository, and the Machine Learning Models Repository and 

its Interfaces. The purpose of the Standard Raw Data subarea is to standardize the data 

and its access, so that throughout the system data follows the same naming structure, 

making it easier for all users to understand and use. To be efficient and coherent, this  
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Fig. 1. Advanced Data Analytics Architecture 

standardization needs the definition of a set of basic rules that must be applied to all 

the data that is here stored. These rules should follow the DATSIS principles [19], 

which enable data to become Discoverable, Addressable, Trustworthy, Self-describing, 

Interoperable, and Secure. For example, this proposal includes rules for standardization 

of the attributes’ name, sharing the information about the BDW and Data Lake, and 

ownership in the Organization Wiki, among others included in organization directives. 

The Standard Raw Data is used to feed two distinct, interrelated subareas, namely 

the Data Pipelines Repository and the Machine Learning Models Repository and its 

Interfaces. More specifically, data is stored in different sets linked to their Business 

Processes (BPs), where can be accessed in a Jupyter Notebook [20], which allows it to 

be read in the form of a Spark Dataframe [21]. These technologies are examples and 
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were the ones used in this implementation. Nevertheless, other technologies with sim-

ilar purposes can be used, as the technological landscape is quite diverse in this field. 

The same applies for the other technologies mentioned throughout this paper. 

Data Pipelines in the Data Pipelines Repository prepare, transform and enrich data 

according to the defined data model, creating one or several tables in the BDW. These 

tables are the physical implementation of the modeled objects. BPs have their data, but 

they also use data that can be shared between them. This data that can be shared by 

several BPs is stored inside the CAO (Complementary Analytical Objects) folder of 

each BP. The Machine Learning models in the Machine Learning Models Repository 

provide predictions of events in the data, which brings a competitive advantage for the 

decision-making process. The modeled Analytical Objects integrate historical attributes 

with predictive attributes obtained from trained Machine Learning models. To access 

these predictions, an interface needs to be established between the Data Pipelines and 

the Machine Learning models. This interface is based on a class, developed in PySpark 

[22], which encodes a series of functions that allow a Machine Learning model to run 

on the Spark Dataframe. Thus, in the Data Pipelines development environment (in this 

case in Jupyter Notebooks), another notebook containing the Machine Learning Class 

is invoked. After invoking and correctly importing it, the functions in it are applied to 

the Spark Dataframe that contains the Standard Raw Data. The output is a Spark Data-

frame, which contains the predictions for the processed events. Once the output of the 

Machine Learning model is obtained, it is integrated into the Data Pipeline. After inte-

grating the predictive outputs, the Analytical Object including the historical and pre-

dictive attributes is stored in the BDW as a Hive table.  

The BDW is organized according to the purpose of the data and integrates two dis-

tinct subareas: Business Warehouse and Monitoring. This division is important to effi-

ciently store data regarding the BPs and the performance of the BDW and the Machine 

Learning models. Besides training Machine Learning models and using them, or creat-

ing Analytical Objects and storing them in the BDW, their evolution must be monitored 

over time so that these components can be improved, updated, and maintained. Other-

wise, the system can become obsolete or not address performance requirements in an 

industrial context. For the Machine Learning models, for example, due to the volatile 

nature of the data in a business activity, the data that is used for training the models can 

change and the models need to evolve to meet the new data needs, thus obtaining more 

accurate predictions.  

Once all the data has been integrated and properly stored into the BDW, it is possible 

to analyse it in the Visualization Tools component. This includes data visualizations 

that support analytical tasks with associate indicators regarding Machine Learning 

(such as accuracy, for instance), Data Processing (such as processing time, for in-

stance), and Analytical Objects (such as the number of records, for instance). This com-

ponent foresees analytical dashboards for the analysis of the different BPs, and for the 

monitoring of the Data Storage Processing and Analysis and the Machine Learning 

models. In the work here presented, the visualizations were implemented in PowerBI. 

Although the architecture presents the Monitoring subarea and the related visualiza-

tions, they are considered future work and for this reason are not described in this paper.  
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3.2 Data Modelling Method 

For the design and implementation of a BDW, a data modelling approach was pursued, 

by following specific steps. This modelling approach extends the one presented in [9] 

and addresses the evolution of the BDW by integrating new BPs or domains of analysis 

as needed. When new domains need to be added for analysis, a set of steps must be 

performed. Fig. 2 summarizes, with a simple example, the proposed steps (ST). 

 

Fig. 2. Summary of the data modelling steps 

ST01 – Identify the relevant entities of the domain under analysis. These entities 

can be identified by domain specialists through their empirical knowledge about the 

organization, using existing conceptual models (e.g. ERDs), logical models (e.g. star-

schemas) or others, or even directly from data sources.  
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ST02 – Classify entities with Analytical Value (AV) or Descriptive Value (DV). 

Typically, entities with AV have two characteristics: (1) provide the main business or 

analytical indicators that are needed for decision support; (2) have high cardinality, as 

the growth rate of rows is considerably higher than the one verified in entities with DV. 

Entities with DV are used to provide analytical context and enable different levels of 

detail in the analysis. Nevertheless, it is important to mention that this method is based 

on a goal-driven approach, so the result of this classification depends on the domain in 

analysis. Thus, if the domain changes, the classification can also change. 

ST03 – Identify and classify the attributes of the entities. Associate the relevant 

attributes of each entity classified in ST02. Attributes can be classified as: Descriptive 

(D); Analytical (A); Date (C); Time (T); Spatial (S); Key (K). Take into consideration 

that some operational systems have attributes that do not add value to analytical sys-

tems. Examples of that are attributes that always have the same value, are completely 

null or that are not useful for analysis. Those attributes should not be considered.  

ST04 – Identify the Analytical Subjects (ASs). Based on the analytical requirements 

of the application domain given by the decision-makers, the analytical subjects emerge 

from the entities with AV. They can be a subset of them, all, or a relationship between 

two entities with AV. For example, in the sales domain, sales and purchases (from pre-

vious iteration) were classified as entities with AV and products as an entity with DV. 

Fig. 3 presents three different results for step ST04 according to the analytical require-

ments. If the focus of analysis, for now, is only about sales, then the AS will be Sales 

(case 1). If the focus will be the analysis of sales and purchases separately, then the 

result of ST04 will be the AS Sales and the AS Purchases (case 2). Another possible 

result is Case 3, where the focus is the sales and purchases in an integrated way. The 

result is an AS Sales with Purchases that, in future steps, will denormalize purchases to 

sales. 

 

Fig. 3. Types of Analytical subjects 

ST05 – Define the relationships matrix. Based on the domain knowledge, the rela-

tionships matrix needs to be defined or updated, mapping each AS with the available 

entities (AV or DV). In this mapping, the granularity of the AS cannot be changed by 

the denormalization of the mapped entities. 
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ST06 – Identify the Special Objects (SOs). Temporal and/or spatial attributes point 

to the need for SOs that include the calendar, temporal or spatial descriptive attributes 

that are relevant in the application domain. Special care is needed in Temporal and 

Spatial objects. These objects are used to normalize this kind of information in the 

BDW. It is not recommended to use attributes with high granularity (i.e. seconds, lati-

tude or longitude) as they will highly increase the number of records in these tables.   

ST07 – Define the Analytical Objects (AOs) and Complementary Analytical Ob-

jects (CAOs). Through the relationships matrix obtained in ST05 and the mapping of 

attributes in ST03, AS are classified as AOs and the entities that are related to the AS 

are denormalized to the AOs or included in the SOs. AOs are characterized by being 

autonomous objects in terms of processing and by answering specific domain questions, 

based on a subject of interest for analytical purposes. They are highly denormalized 

structures that can answer queries without the constant need of joins with other data 

sources. The logic representation of AOs is divided into families, namely Descriptive, 

Analytical and Predictive Families. The attributes of the entities with AV classified as 

descriptive or analytical are placed inside the respective family. CAOs emerge from the 

relationships matrix. Without existing a strict threshold, if an entity is shared by multi-

ple AS and that number tends to grow, then it should be considered as CAO. 

ST08 – Identify the Granularity Keys (GKs). The GKs represent the level of detail 

of the records to be stored in an AO and integrate one or more descriptive attributes 

that can uniquely identify a record. Each object in the BDW needs to have a GK. 

ST09 – Identify the Partition Keys (PKs). The physical partitioning scheme applied 

to the data is normally made through date, time or geospatial attributes, that fragment 

the AO into lower size files, that can be accessed individually, enabling the loading and 

filtering in hourly/daily batches for specific regions or countries. As an example, Hive 

does not properly deal with a large number of small files, so it is important to choose 

the appropriate PK, in other to avoid unnecessary fragmentation. Although analytical 

attributes can be used to form a PK, that is not recommended. These keys are relevant 

to increase the system performance.  

ST10 – Identify the Non-Additive (NA) Analytical or Predictive Attributes. As 

AOs are highly denormalized structures, they can have Analytical or Predictive Attrib-

utes that do not depend of the global GK. When numerical, those attributes are classi-

fied as NA as they cannot be aggregated with a SUM in a query that uses a GROUP 

BY, for example. 

ST11 – [Optional] Define Materialized Objects (MOs). To improve the response 

querying time of the BDW, sometimes is useful to create MOs. MOs are usually created 

to answer specific needs of the user, joining the data of one or several objects and ag-

gregating that data by a set of attributes. 
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4 Industrial Demonstration Case: The Screwing Case 

4.1 Motivation and Goal  

The industrial facility in which this work took place is used for the development and 

assembly of automotive instrument clusters with the help of specialized tools and per-

sonnel. This plant focuses on optimizing assembly and testing procedures due to the 

critical nature of these processes for the business goals. The assembly of an instrument 

cluster is an extensive procedure with many checkpoints that are not the object of study 

in this paper. Instead, we will focus on one of the final phases where the plastic housings 

are combined with either printed circuit boards (PCB) or plastic parts. Bonding plastics 

or electronics to plastics can be achieved via a multitude of techniques that involve 

adhesives, welding, or the use of fasteners. Validating a fastening procedure is a diffi-

cult task as many variables are at play at the same time. The process experts develop 

screw tightening programs with the help of the handheld driver manufacturers to per-

form a fastening process and overcome most of the problems inherent to the use of this 

bonding technique. The settings specified on this program are used as a baseline to 

which we compare the actual values and assess the success of the fastening procedure. 

The process starts when the operator guides a handheld driver to a feeder which is al-

ways on, not controlled by the developed program. Once a screw is loaded on the screw-

driver bit, the operator is guided through the tightening sequence with the aid of in-

structions carefully illustrated on a monitor above the station. Each inserted screw re-

sults in a Good or Fail (GoF) message on the screen which indicates whether the fas-

tening succeeded or not. Depending on the result, two different actions are triggered: 

on the success, the display instructs the operator to transfer the part to the next station; 

on failure, the operator is instructed to stop the procedure and the process data is up-

loaded to a remote server where it will be thoroughly analysed by an expert tool which 

compares the actual results against a defect catalog. This catalog is developed and main-

tained by experts who constantly add new rules to accommodate new products and fault 

modes. One major drawback of this piece of software is its lack of scalability and its 

constant need for updates. With the use of Machine Learning techniques, supported by 

a BDW with vast amounts of historical data, we identified two models that can correctly 

identify good and bad screw tightening curves and provide various insights on the mo-

tives for such results. 

4.2 Supporting Data and Machine Learning Models  

To support the identified methods, data must be prepared and fed the models in a struc-

tured manner. The structure of data has the characteristics detailed next. For each part 

number p (represented by a unique identifier) we have multiple distinct serial numbers 

(sn). Each serial number contains a set of records regarding control procedures con-

ducted on the shop floor, spread across multiple machines. One of these control proce-

dures is the screw tightening procedure validation. In the data granularity, Fig. 4, i 

represents a screw fastening procedure where i  {1,2,...,N} and N represent the total 
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number of screws for a specific p and sn pair. Each i is composed of k  {1,2,3,...,K} 

observations categorized by a attributes (a = 44).  

  

Fig. 4. Data Outlook – The screwing case 

The focus of the analysis is on the profile_angle and profile_torque attributes as they 

allow us to visualize a fastening process in a 2D space (Fig. 5). Although this dataset is 

comprised of time-series data, we are using the angle variable (𝛼𝑖,𝑘) as our sequential 

or temporal measure of the fastening as in most cases its values increase with the pro-

cess duration. 

 

Fig. 5. Example Screw Tightening Curve 

Several machine learning models were trained for this demonstration case [23] but 

only the two best performing unsupervised models were selected and the predictions 

included in the BDW, namely the ones that used the Isolation Forest and the Autoen-

coder. The Isolation Forest (iForest) leverages a clear distinction of characteristics of 

anomalous points which are present in fewer quantities and numerically different to 

normal instances and isolates them from normal points. Based on this principle, this 

anomaly detection algorithm is built upon a tree structure that attempts to isolate in-

stances and then evaluate their normality. Anomalous instances tend to be isolated more 

easily as fewer features can describe them, forcing them to be closer to the root of the 

tree. At runtime, multiple trees are generated for a given dataset which forms an en-

semble model - the iForest [24]. Normal points are isolated from anomalies that will, 

on average, have shorter path lengths.  
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Autoencoder (AE) is a type of unsupervised learning technique widely used for 

anomaly detection, image denoising, and feature extraction. AEs [25] are particularly 

strong in compressing and encoding high-dimensional data into a lower-dimensional 

space. This is achieved by imposing a bottleneck in its architecture which forces the 

neural network to create a compact representation (latent space) of the original input. 

Aside from this intermediate step, the AE is composed of two main stages: an encoding 

stage, where the input data is compressed using a specific number of features that de-

scribe the dataset, and a decoding stage where the model tries to recreate the original 

input with the smaller number of features present in the latent space.  In this demon-

stration case, normal pairs of angle and torque values (𝛼𝑖,𝑘, 𝜏𝑖,𝑘) are provided as inputs 

and reconstructed (�̂�𝑖,𝑘, �̂�𝑖,𝑘) pairs are generated by the model. Evaluating each pair (i,k) 

is calculated by computing the Mean Absolute Error (MAE) [26]: 

 

 𝑀𝐴𝐸𝑖,𝑘 = (|𝛼𝑖,𝑘 − �̂�𝑖,𝑘| + |𝜏𝑖,𝑘 − �̂�𝑖,𝑘|)/2 (1) 

 

This reconstruction error (𝑑𝑖,𝑘 =  𝑀𝐴𝐸𝑖,𝑘) between the output and the input is then 

used as a decision score where greater reconstruction errors denote a higher anomaly 

probability.  

4.3 Data Model  

In this demonstration case, the Screw data model was identified following the steps 

presented in subsection 3.2 and integrates one Analytical Object (AO Screws), two 

Special Objects (Dates and Locations), and one materialized object (MO Screws). Due 

to confidentiality reasons, Fig. 6 only presents MO Screws as only this object is used 

to feed the dashboards here presented.  

 

Fig. 6. MO Screws 

AO Screws will provide the necessary analytical information to MO Screws so that 

predictions can be made in the backend, and these predictions are stored in MO Screws 

along with other relevant attributes. It is important to mention that AO Screws has, for 

each screw, more than 400 records, and the MO Screws only has one record for each 

screw with the aggregated data. In the proposed model, the attributes highlighted in 

blue are considered NA in the AO Screws, but not in the MO Screws.  
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4.4 Integration and Flows  

All the available data sources were integrated in the Data Pipelines that load the histor-

ical data of the screws. Once the necessary standardization has been made to the data, 

it is stored in the Standard Raw Data Screw folder. The screw data stored in the Stand-

ard Raw Data was used to train and optimize the prediction models. Those prediction 

models are stored in the Machine Learning Models Repository and mapped in the cor-

responding Application Program Interface (API).  

To feed the Business Warehouse another Data Pipeline is created. This pipeline loads 

the screw data from the Standard Raw Data, and for each set of Part Number, Serial 

Number, Cycle ID, and Screw Number, the Machine Learning API is called to predict 

the result of the GoF test.  With the prediction results, a Dataframe is created containing 

the screw data from the Standard Raw Data grouped by Part Number, Serial Number, 

Cycle ID, and Screw Number, along with the GoF prediction. After that, the Dataframe 

is stored in a Hive Table that matches the Analytical Object Screw (AO Screws), an 

Analytical Object modeled for this BP and that integrates all the data relevant to support 

the decision support needs in this industrial plant. The decision process is supported by 

several analytical dashboards available in the Visualization Tools. As proposed in the 

architecture, all pipelines are stored in the Data Pipelines Repository. 

4.5 Decision Support Dashboards 

Dashboards are key elements in the daily work of the decision-makers, so their design 

was achieved with the engagement and validation of the final users.  

As a requirement for this demonstration case, decision-makers must have a set of 

dashboards that present macro visualizations of the screwing process, as well as more 

detailed ones capable to show the results of the GoF test of each screw. All the dash-

boards developed for this demonstration case have two main areas, an L shape bar along 

top and left side is dedicated to filters and a more central area with all the graphical/table 

elements that integrate the dashboard. In the filters area, the user can select from a wide 

range of options, such as temporal options, production line, or equipment, among oth-

ers. Regarding all the examples presented in this paper, it is worth mentioning that all 

data was anonymized for confidentiality reasons. 

The first dashboard example (Fig. 7) is a general dashboard, with a holistic view of 

the screwing process. The purpose of this dashboard is to allow the user to consult 

potentially important data of the business process in a fast and effective way. Starting 

with the first element (Fig. 7, part 1), it is possible to analyse data regarding the quan-

tities by equipment. These quantities are related to the successful or unsuccessful pro-

duction of each equipment (Screw GoF 1 and Screw GoF 0, respectively). The available 

data is presented in a descending order considering the produced quantity. It is possible 

to apply top and side filters to this same visualization, allowing, for example, a visual-

ization of the equipment with an unsuccessful production, with the Screw GoF at 0 (Fig. 

7, part 6), or filter this data by a specific equipment or production line (Fig. 7, part 4). 

It is important to see in the dashboards the temporal attributes, year, month, week, and 

day filters (Fig. 7, part 5), allowing the user to filter the data by a specific date, thus 
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increasing the level of detail and specificity of these visualizations. It is important to 

see in the dashboards the temporal attributes, year, month, week, and day filters (Fig. 

7, part 5), allowing the user to filter the data by a specific date, thus increasing the level 

of detail and specificity of these visualizations. 

 

 

Fig. 7. Macro Screw Tightening dashboard. 

Fig. 7, part 2, provides information about the most common errors that cause prob-

lems in a production equipment. It is possible to apply again the filters to a specific 

equipment, to a specific production line, to detail a specific date, search by error code 

and error description (Fig. 7, part 7), resulting in information regarding the equipment 

that most tend to suffer that specific error during the production process. In the last 

element (Fig. 7, part 3), a table calculates the percentage of failures relative to the pro-

duction cycles, Cycle GoF, for each production line. This table shows the count of the 

total Cycle GoF values per production line, the count of the lines with Cycle GoF at 0 

and calculates the failure percentage. Again, the user can filter a specific production 

line to return the failure percentage for that same line in the chart. It is also possible to 

quickly clear all the filters selected by pressing the clear button (Fig. 7, part 8) which 

resets all the previous settings. 

The dashboard with more detailed data (Fig. 8) takes as input the part number and 

the serial number of a product (Fig. 8, part 1). For that part and serial number, the user 

has an overview of the GoF test results in a bar graphic (Fig. 8, part 5). Also, the user 

can see the stations where the product pass considering the screws GoF test results in 

each station (Fig. 8, part 6). If the user selects a station, the bar graphic in Fig. 8, part 

7, will highlight the screw cycles of that station and, for each Cycle ID, the number of 

GoF tests OK vs NOK (Not OK) is presented. Fig. 8, part 8, shows in detail what are 

the results of the GoF test for each screw id based on a previously selected cycle id. 

Also, the prediction of the GoF test result is presented to the user, since in this phase 

decision-makers want to see the GoF test results and their prediction to evaluate if they 

can stop doing GoF tests or if they decide to do it by sampling. In this dashboard, a set 
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of temporal filters can be used, Fig. 8 parts 2 and 3, and it is also possible to filter by 

GoF test result (part 4). Additionally, the dashboard has two cards to show the values 

about the percentage of failures (Fig. 8, part 9) and the total of screws (Fig. 8, part 10). 

 

 

Fig. 8. Detailed Screw Tightening dashboard 

Fig. 9 presents a different serial number of the same part number presented in the 

dashboard of Fig. 8. For this product, in the selected cycles, 7 screws were tight (OK) 

and 1 is not ok (NOK), ending the process with 14,3 % of failures. Also, it is possible 

to see that the tightening fails in the first screw and then the product changes to a dif-

ferent station, starting a new screw cycle that also starts the screwing process. Moreo-

ver, it is important to highlight that the prediction was capable to detect the failure in 

the first screw. 

 

 

Fig. 9. Detailed Screw Tightening dashboard with GoF 0 
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5 Conclusions 

This paper presented the design and implementation of an advanced data analytics en-

vironment, taking advantage of Big Data and Machine Learning techniques and tech-

nologies. The proposed architecture handles the integration of data from multiple Data 

Sources and for different business processes, providing a way to use that data to train 

Machine Learning models and store the predicted data. The proposed data modelling 

method guides practitioners through a set of steps so they can create and evolve the Big 

Data Warehouse physical implementation based on a logical data model. 

In terms of design, the Big Data Cluster is divided into the Data Lake and the Big 

Data Warehouse areas. The Data Lake area stores the Raw Data, the Data Pipelines, 

and the Machine Learning models. The data in the Big Data Warehouse, the core ele-

ment for analytical data storage, includes historical data and predictive data obtained 

using Machine Learning models. This Big Data Warehouse uses Hive tables to store 

objects that support all the analytical capabilities needed in the Visualization Tools.  

The Screw Tightening demonstration case was presented, providing historical and 

predictive data made available throughout a set of dashboards fed by the Big Data 

Warehouse. In this demonstration case, the data is processed and stored on a daily basis. 

As future work, data needs to be processed in real-time to avoid rejection before further 

production steps. This presents several challenges such as applying prediction models 

to real-time events and the huge volume of data handled by this industrial process. 
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