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Pedro José Pereira1, Nuno Costa1, Margarida Barros1, Paulo Cortez1, Dalila
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Abstract. Most smart city sensors generate time series records and
forecasting such data can provide valuable insights for citizens and city
managers. Within this context, the adoption of Automated Time Series
Forecasting (AutoTSF) tools is a key issue, since it facilitates the de-
sign and deployment of multiple TSF models. In this work, we adapt
and compare eight recent AutoTSF tools (Pmdarima, Prophet, Ludwig,
DeepAR, TFT, FEDOT, AutoTs and Sktime) using nine freely available
time series that can be related with the smart city concept (e.g., temper-
ature, energy consumption, city traffic). An extensive experimentation
was carried out by using a realistic rolling window with several training
and testing iterations. Also, the AutoTSF tools were evaluated by con-
sidering both the predictive performances and required computational
effort. Overall, the FEDOT tool presented the best overall performance.

Keywords: Automated Machine Learning · Time Series Forecasting ·
Smart cities.

1 Introduction

Smart cities collect a huge variety of data variables by using edge sensors (e.g.,
traffic cameras, meteorological instruments). Since each sensor often performs a
regular collection of digital records over time, the collected data tends to assume
a time series format. Under this context, Time Series Forecasting (TSF) is a
fundamental component. Indeed, TSF can be used to provide valuable insights
for city managers and users, allowing to optimize city resources and to support
plans. Moreover, TSF can also help to detect anomalies by comparing the real
observations with the values predicted by the forecasting algorithms [5]. In effect,
several recent studies have applied TSF to smart cities issues, such as: weather
conditions [13], city traffic [14] and energy consumption [7].
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There are two main TSF approaches used by the related works: Deep Learn-
ing (DL), for instance by adopting the Long Short-Term Memory(LSTM) archi-
tecture; and AutoRegressive methodologies, such as assumed by the AutoRegres-
sive Integrated Moving Average (ARIMA) methodology. ARIMA was proposed
in the 70s [2]. Due to its success, several extensions have been proposed and
evaluated under the smart cities context [14]. Yet, the ARIMA is a rather rigid
model that presents limitations when modeling complex nonlinear relationships.
More recently, several studies adopted TSF DL approaches for the smart cities
domain, including Recurrent Neural Networks (RNNs) for vehicle parking occu-
pancy [3] and LSTMs for modeling vehicle traffic flow [20].

Nowadays, Machine Learning (ML) is widely used by organizations and in-
dividuals. Under this context, there is an increasing focus towards the usage of
Automated ML (AutoML) and Automated DL (AutoDL) tools3 [8]. These tools
allow non-experts to more easily design and deploy ML algorithms that are capa-
ble of providing value in diverse application domains. As described in [8], there is
an increasing number of research works that propose and compare AutoML and
AutoDL tools for supervised learning tasks (classification or regression). How-
ever, less research and empirical studies have been devoted to the Automated
TSF (AutoTSF) task. In [17], a systematic review was performed by compar-
ing 40 Python packages for time series analysis. The packages were analyzed in
terms of their functionalities, such as performed tasks (e.g., forecasting, anomaly
detection). Yet, the review did not perform any kind of empirical comparison.
More recently, the FEDOT AutoTSF tool was empirically compared against the
Facebook Prophet [19] and AutoTS [21] tools, outperforming both in terms of
predictive performances for a set of 12 financial time series [15].

In this paper, we perform a robust benchmark of eight recent AutoTSF tools
(a value that is substantially higher than what was executed in [15]), namely: Pm-
darima, Prophet, Ludwig (an AutoDL that is adapted here for TSF), DeepAR,
TFT, FEDOT, AutoTs and Sktime. To test the tools, nine time series that can
be associated with the smart cities context were used. Within our knowledge,
this is the first study addressing the AutoTSF topic within the smart city appli-
cation domain. The comparison includes the adoption of a robust rolling window
evaluation, which performs several training and testing iterations over time. For
each iteration, the tools are analyzed in terms of two criteria: predictive per-
formances, set in terms of the Normalized Mean Absolute Error (NMAE); and
computational effort, set in terms of training and inference times (measured in
seconds and milliseconds).

2 Materials and Methods

2.1 Time Series Data

A time series represents a collection of time ordered observations (y1, y2, ..., yt),
each recorded at a specific time (t) [6]. This work addresses multi-step ahead

3 Also known as Neural Architecture Search (NAS).
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forecasts, meaning that at time t (the last known value) from t + 1 to t + H
ahead forecasts are performed (H is known as the horizon).

This study considers time series that can be related with the smart cities con-
text, reflecting three city phenomena: meteorology4, energy consumption5 and
city traffic6. For each phenomena, we retrieved three different time series from the
Kaggle platform (Table 1). The meteorological data is relative to the maximum
daily temperature from three cities (Porto, Lisbon and Madrid), collected from
2008 to 2020. The energy consumption hourly data, measured in Megawatts, was
collected from 2004 to 2018. In order to produce a similar time series length (as
for the meteorology case), the data was aggregated on a daily basis by summing
the hourly values. Each series was recorded by a different North American energy
company: American Electric Power (AEP), Commonwealth Edison (COMED);
and PJM East Region (PJME). Regarding the traffic data, the series correspond
to the hourly number of vehicles passing by three different junctions from a city
of the United States of America (USA). The hourly time scale was preserved in
order to maintain a series length similar to the meteorology and energy data.

Table 1: Summary of the selected time series (L – series length, K – seasonal
period, W – window size, S – step, H – horizon).

Context Target Series Location (years) L K W S H

Meteorology

Daily max.
temperature

(in C)

porto Porto (2008-2020) 3946 365 1825 105 7
lisbon Lisbon (2008-2020) 3946 365 1825 105 7
madrid Madrid (2008-2020) 3946 365 1825 105 7

Energy

Daily
consumption

(in MW)

AEP USA (2004-2018) 5055 7 1825 161 7
COMED USA (2011-2018) 2772 7 1825 47 7
PJME USA (2002-2018) 6059 7 1825 211 7

Traffic
Hourly no.
of vehicles
(in units)

junction1 USA (Jan. to June, 2017) 4344 24 2160 108 24
junction2 USA (Jan. to June, 2017) 4344 24 2160 108 24
junction3 USA (Jan. to June, 2017) 4344 24 2160 108 24

For the daily time series (meteorology and energy related) the prediction
horizon was set to one week (H = 7), while for the hourly vehicle traffic the
horizon was set to one day (H = 24). To set the seasonal period (K) we followed
the methodology adopted in [5], which assumes an inspection of the observed
values and its autocorrelations. The visual inspection confirmed seasonal periods
of K = 365 (one year) for the meteorological data, K = 7 (one week) for the
energy data and K = 24 (one day) for the traffic series. As shown in Figure 1,
these K values correspond to higher autocorrelation values within the neighbor-

4 https://www.kaggle.com/datasets/luisvivas/spain-portugal-weather
5 https://www.kaggle.com/robikscube/hourly-energy-consumption
6 https://www.kaggle.com/fedesoriano/traffic-prediction-dataset

https://www.kaggle.com/datasets/luisvivas/spain-portugal-weather
https://www.kaggle.com/robikscube/hourly-energy-consumption
https://www.kaggle.com/fedesoriano/traffic-prediction-dataset
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hood of a time lag and its multiple values (e.g., {12,24} time lags for the AEP
dataset). It should be noted that the value of K is often known apriori by the
domain user. Also, the K parameter is only required by the Ludwig tool, to set
the number of time lags used by the searched autoregressive models.
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Fig. 1: Examples of time series (top plots) and their autocorrelations (bottom graphs).

2.2 AutoTSF Methods

We compare eight open-source Python AutoTSF tools, summarized in Table 2 in
terms of: Name, publication Year, bibliographic Reference, automated Type,
Optimization method used for the TSF model search (when known), domain
License and Training Mode. We selected: three AutoDL tools – Uber Ludwig
[12]; Temporal Fusion Transformer (TFT), based on LSTMs [10]; and DeepAR,
based on RNNs [16]); three native AutoTSF tools – FEDOT [15]; Auto Time-
Series (AutoTS) [21]; and Sktime [11]); and two recent implementations that
assume a single TSF model: Auto-Arima [18] and Facebook Prophet [19]). To
maintain a fair comparison, whenever possible the tools were executed the de-
fault parameters, thus corresponding to a natural choice for an non-expert user.
Furthermore, to reduce the computational effort, we limited the models execu-
tion time, either by setting a time limitation, selecting a fast execution option
or performing the model and hyperparamenter selection only during the first
rolling window iteration (Update train mode). This last option assumes fixing
the selected model after the first iteration and then only updating it (fit to newer
training data) in the remaining iterations. The selected AutoTSF tools are:

1. Pmdarima: a recent Python module that implements Auto-ARIMA [18], an
extension that automatically chooses the best ARIMA model [1].

2. Prophet : Facebook’s additive TSF model that is capable to deal with non-
linearity [19]. We used the prophet Python package.

3. Ludwig : Uber’s open source AutoDL software that uses a DL architecture
called Encoder-Combiner-Decoder [12]. The tool is implemented via the
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Table 2: Summary of the analyzed AutoTSF tools.

Name Year Ref. Type Task Opt. License
Train
Mode

Pmdarima 2017 [18] Auto-Arima TSF - MIT Train
Prophet 2017 [19] AutoProphet TSF - MIT Train
Ludwig 2019 [12] AutoDL Reg. - Apache 2.0 Train
DeepAR 2020 [16] AutoRNN TSF - Apache 2.0 Train
TFT 2021 [10] AutoLSTM TSF - Apache 2.0 Train
FEDOT 2022 [15] AutoTSF TSF EA BSD-3-Clause Update
AutoTs 2022 [21] AutoTSF TSF GA MIT Train
Sktime 2022 [11] AutoTSF TSF GS BSD-3-Clause Update

ludwig Python package. Ludwig was adapted for TSF by converting a time
series into a tabular format by using a sliding time window. In particular,
autoregressive models are assumed, where ŷt = f(yt−k1

, ..., yt−kn
) is the pre-

dicted value, f denotes the learned regression function and {k1, ..., kn} is the
set of time lags used by the sliding window to generate the regression inputs.
Similarly to what was proposed in [5], the selected time lags are based on
seasonal period (K) heuristics: temperature series – {1, 2, 3, 4, 5, 6, 365, 366}
(yearly seasonality); energy data – {1, 2, ..., 7, 8} (weekly seasonality); and
traffic – {1, 2, ..., 24} (daily seasonality). To generate multi-step ahead forests,
an iterative input feedback of the previous predictions is adopted [5].

4. DeepAR: a methodology for probabilistic forecasting that uses autoregres-
sive Recurrent Neural Networks (RNNs) [16]. RNNs do not require sliding
windows, since the model is capable of internally memorizing temporal se-
quences. DeepAR is implemented using the Gluonts Python module.

5. TFT : similarly to DeepAR, TFT is an AutoDL tool yet with a particular
focus in LSTM RNN [10]. This tool was also implemented using Gluonts

Python module.

6. FEDOT : an approach to design ML pipelines based on an Evolutionary
Algorithms (EA) and that can be applied to different ML tasks, including
TSF [15]. We used the fedot Python package with the time series preset
setup. Furthermore, the maximum model training time was set to 15 min-
utes. Since this AutoTSF method is computationally expensive, when com-
pared with the other AutoTSF approaches, the tool was set with the Update
training mode.

7. AutoTS : an AutoTSF tool based on Genetic Algorithms (GA) [21]. Regard-
ing its implementation, we used the autots Python package, assuming the
“superfast” model option, which includes a Generalized Least Squares learn-
ing and multiple Naive models.
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8. Sktime: is an unified Grid Search (GS) framework for ML with time series
capabilities [11]. We used 4 different models: Theta, Naive, Auto-ARIMA
and Auto-ETS. Similarly to FEDOT, the Update mode is assumed.

2.3 Evaluation

In order to perform a robust comparison, we applied a realistic rolling window
scheme with a total of U = 20 training and testing iterations over time [4].
In each iteration, models are fitted using a training set of a fixed window size
W and then performs up to H-ahead predictions. The first iteration assumes
that the oldest W data observations are used to fit the TSF model. In the
next iteration, the window is rolled by assuming a step size of S, where the S
oldest values are discarded from the training set, which is then updated with S
newer observations, and so on. In order to set the rolling window parameters,
we first adopted a fixed W value for each series type (five years of data for the
meteorological and energy series; 90 days of data for the traffic series). Then,
the rolling window step was defined as S = (L− (W + H − 1))/U .

All selected models were evaluated both in terms of their predictive per-
formances and computational effort. For evaluating the predictive performance,
we used the Normalized Mean Absolute Error (NMAE), computed according to

NMAE = MAE
ymax−ymin

, with MAE =
∑H

i=1 |yt+i−ŷt+i|
H , where yt+i denotes the

target values, ŷt+i the predictions (made at time t for the i-th ahead step),
and ymin and ymax the series minimum and maximum values, respectively. The
NMAE is a scale independent measure. In terms of computational effort, we
measured both the training time, in seconds, and the inference time (when per-
forming one multi-step ahead prediction), in milliseconds. For each time series,
we aggregated the results for all 20 iterations by using the median for NMAE
(which is less sensitive to outliers) and the mean for the training and inference
times (one multi-step prediction). The Wilcoxon non parametric statistic [9] is
used to check if paired NMAE differences are statistically significant (p-value
below 0.05).

3 Results

All experiments were executed using Python code that was run in an Linux Intel
Xeon 2.10GHz server. Table 3 presents obtained results for the meteorological
datasets. For the porto series, Ludwig obtained the best predictive performance
with 9.56% NMAE, followed by Pmdarima (9.87 %) and FEDOT (10.29 %).
Regarding the lisbon series, Pmdarima achieved the best predictive performance,
while FEDOT was the second best AutoTS model, followed by Sktime. For
the madrid dataset, FEDOT tool achieved the best predictions, followed by
Sktime and then Pmdarima. On the other hand, Sktime obtained the worst
NMAE value for the porto series and AutoTS produced the worst predictions
for the lisbon and madrid data. Regarding the computational effort, Prophet
presents the fastest training process but also the slowest prediction times. As
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for Pmdarima, it corresponds to the fastest TSF model to perform predictions,
achieving the lowest inference times for the same datasets.

Table 3: Comparison results for the meteorological data (best values are in bold).

Time series
ML

NMAE (in %)
Train Prediction

Model Time (s) Time (ms)

porto

Pmdarima 9.87 87.74 0.47
Prophet 13.76 0.38 116.33
Ludwig ?9.56 5.84 88.74
DeepAR 10.66 118.13 7.66
TFT 11.98 291.59 4.74
FEDOT 10.29 150.80 1.81
AutoTS 11.34 9.79 7.87
Sktime 18.67 0.51 4.05

lisbon

Pmdarima †5.49 86.61 0.39
Prophet 7.99 0.22 115.95
Ludwig 9.04 5.37 74.96
DeepAR 8.55 118.44 7.65
TFT 5.94 291.89 4.75
FEDOT 5.68 209.46 1.72
AutoTS 14.76 10.54 9.85
Sktime 5.80 0.83 1.84

madrid

Pmdarima 7.26 90.88 0.37
Prophet 13.35 0.25 112.84
Ludwig 7.99 5.88 74.14
DeepAR 7.70 118.72 7.87
TFT 8.64 286.85 4.72
FEDOT �6.31 150.81 1.53
AutoTS 22.56 12.85 9.60
Sktime 6.96 0.49 1.85

? – Statistically significant under a paired comparison with Sktime.

† – Statistically significant under a paired comparison with Prophet and Sktime.

� – Statistically significant under a paired comparison with Prophet and AutoTS.

The energy consumption results are presented in Table 4. The DeepAR model
achieved the lowest NMAE values for AEP series and COMED while AutoTS se-
lected a TSF model that obtained the lowest NMAE for the PJME data (3.44%).
As for Sktime, it presented the worst predictive performances. Similarly to the
results obtained with the meteorological data, Prophet is the fastest model in
the training stage (less than 1 s), while Pmdarima is the fastest to perform
predictions (around 0.4 ms).
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Table 4: Comparison results for the energy data (best values in bold).

Time series
ML

NMAE (in %)
Train Prediction

Model Time (s) Time (ms)

AEP

Pmdarima 4.52 128.86 0.40
Prophet 3.93 0.47 113.86
Ludwig 3.75 5.55 77.42
DeepAR ?3.47 120.58 7.83
TFT 3.96 292.24 4.65
FEDOT 3.83 208.16 1.83
AutoTS 4.83 8.28 6.25
Sktime 5.30 3.05 3.52

COMED

Pmdarima 4.75 99.86 0.39
Prophet 4.36 0.39 115.82
Ludwig 3.75 6.28 78.23
DeepAR 2.45 119.80 7.74
TFT 3.96 292.24 4.72
FEDOT 3.77 150.86 1.47
AutoTS 4.40 9.41 8.08
Sktime 6.91 1.29 4.11

PJME

Pmdarima 3.75 97.65 0.40
Prophet 3.62 0.45 115.33
Ludwig 4.63 5.84 78.49
DeepAR 4.48 119.48 8.45
TFT 4.06 292.19 4.62
FEDOT 4.12 207.77 1.40
AutoTS ?3.44 8.19 6.64
Sktime 7.31 1.34 4.15

? – Statistically significant under a paired comparison with Sktime.

Table 5 shows the city traffic results. FEDOT obtained the best predictive
performance for two of the three series (junction1 and junction2), while DeepAR
achieved the lowest NMAE value for the junction3 data. Similarly to the previous
obtained results, the Sktime TSF model presented the highest prediction errors.
In terms of the computation effort, the previously detected behavior is repeated
(e.g., Prophet is the fastest training method).

The overall results are shown in Table 6 in terms of the tool NMAE median
and computational effort average results when considering all 9 time series. The
best median predictive performance is obtained by the FEDOT (4.58%), followed
by Prophet (5.31%) and DeepAR (5.91 %). The obtained results are consistent
with the study performed in [15], since in this work FEDOT also outperforms
the Prophet and AutoTS tools in terms of the obtained median NMAE value.
Moreover, FEDOT produces the lowest NMAE values for 3 out of 9 analyzed
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Table 5: Comparison results for the traffic data (best values in bold).

Time series
ML

NMAE (in %)
Train Prediction

Model Time (s) Time (ms)

junction1

Pmdarima 12.91 98.10 0.21
Prophet 5.52 0.39 34.13
Ludwig 8.17 8.35 28.28
DeepAR 6.26 286.20 8.86
TFT 6.29 711.38 2.25
FEDOT ?3.44 208.22 0.40
AutoTS 6.54 13.51 4.49
Sktime 14.36 1.28 2.59

junction2

Pmdarima 11.00 145.47 0.22
Prophet 7.13 0.36 32.87
Ludwig 11.34 6.21 28.30
DeepAR 10.29 286.90 8.13
TFT 10.70 708.42 2.17
FEDOT ?5.60 208.13 0.39
AutoTS 8.95 13.91 5.22
Sktime 17.19 1.33 3.99

junction3

Pmdarima 3.82 121.28 0.18
Prophet 2.56 0.63 39.20
Ludwig 2.99 6.98 27.67

DeepAR †1.82 279.04 7.65
TFT 2.58 703.93 2.17
FEDOT 2.46 208.38 0.43
AutoTS 2.15 13.70 5.66
Sktime 4.26 0.59 1.74

? – Statistically significant under a paired comparison with all other methods.

† – Statistically significant under a paired comparison with Pmdarima, Prophet, Lud-

wig, DeepAR, TFT, FEDOT and Sktime.

time series (madrid, junction1 and junction2). For demonstration purposes, some
examples of FEDOT forecasts are shown in Figure 2. While DeepAR also ob-
tains three best results (AEP, COMED and junction3), in terms of the median
NMAE, this AutoTSF method is ranked at third place. The other best forecast-
ing results were obtained by: Ludwig – porto series; Pmdarima – lisbon series;
and AutoTS – PJME series. On the other extreme, Sktime achieved the worst
predictive performances in 7 out of 9 time series. As for the computational cost,
Prophet is the lighter model in terms of training time, while Pmdarima pro-
duces TSF models that result in very fast inference times (around 0.34 ms). As
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for FEDOT, it requires a reasonable computational effort, around 3 minutes for
model selection and training with thousands of observations and around 1.22 ms
to generate a prediction, which is affordable for the analyzed hourly and daily
time scales.

Table 6: Overall comparison results (median NMAE values and average training
and prediction times; best values in bold).

ML
NMAE (in %)

Train Prediction
Model Time (s) Time (ms)

Pmdarima 6.54 106.27 0.34
Prophet 5.31 0.39 88.48
Ludwig 7.99 6.26 61.80
DeepAR 5.91 174.14 7.98
TFT 5.99 430.08 3.87
FEDOT 4.58 189.18 1.22
AutoTS 6.74 11.13 7.07
Sktime 8.99 1.19 3.09
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Fig. 2: Examples of multi-step ahead predictions using the FEDOT tool.

4 Conclusions

This paper compares eight recent AutoTSF tools (Pmdarima, Prophet, Ludwig,
DeepAR, TFT, FEDOT, AutoTs and Sktime) using nine freely available time
series that can be associated with smart city contexts. Using a realistic rolling
window scheme, the AutoTSF tools were compared in terms of their predictive
performances and computational effort (training and prediction times). Overall,
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the interesting results were obtained by the FEDOT AutoTSF tool. FEDOT
obtained a low average forecasting error (around 4.58%), while requiring a rea-
sonable computational effort, around 3 minutes to generate a new TSF model
and 1.22 ms to produce a single prediction. In terms of future work, we intend
to enlarge the comparison study by considering more time series (e.g., public car
parking occupation, water consumption levels per district). Furthermore, we also
plan to explore more AutoTSF Python modules (e.g., hcrystalball, pyaf).

Acknowledgments

This work has been supported by FCT - Fundação para a Ciência e Tecnologia
within the R&D Units Project Scope: UIDB/00319/2020 and the project “Inte-
grated and Innovative Solutions for the well-being of people in complex urban
centers” within the Project Scope NORTE-01-0145-FEDER-000086.

References

1. Alghamdi, T., Elgazzar, K., Bayoumi, M., Sharaf, T., Shah, S.: Fore-
casting traffic congestion using ARIMA modeling. In: 15th International
Wireless Communications & Mobile Computing Conference, IWCMC
2019, Tangier, Morocco, June 24-28, 2019. pp. 1227–1232. IEEE (2019).
https://doi.org/10.1109/IWCMC.2019.8766698

2. Box, G.E.: Gm jenkins time series analysis: Forecasting and control. San Francisco,
Holdan-Day (1970)

3. Camero, A., Toutouh, J., Stolfi, D.H., Alba, E.: Evolutionary deep learning for
car park occupancy prediction in smart cities. In: Battiti, R., Brunato, M., Kot-
sireas, I.S., Pardalos, P.M. (eds.) Learning and Intelligent Optimization - 12th
International Conference, LION 12, Kalamata, Greece, June 10-15, 2018, Revised
Selected Papers. Lecture Notes in Computer Science, vol. 11353, pp. 386–401.
Springer (2018). https://doi.org/10.1007/978-3-030-05348-2 32

4. Cortez, P., Matos, L.M., Pereira, P.J., Santos, N., Duque, D.: Forecasting store
foot traffic using facial recognition, time series and support vector machines. In:
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