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Abstract
Topological semimetals are a class of novel three-dimensional (3D) electronic phases
that feature topologically protected conical band-touchings at the Fermi level. These
band-touching points are monopoles of Berry curvature in momentum space and ef-
fectively realize (3+1)-dimensional Weyl fermions as emergent quasiparticles. Such
features are robust to perturbations but not completely insensitive to them. In this
thesis, we explore the yet fertile ground of disordered Weyl semimetals (WSMs),
most notably by analyzing the e�ects of on-site random fields, random smooth po-
tential regions, point-like scalar impurities, and lattice point-defects in their elec-
tronic structure and electrodynamic properties.
Our starting point is the study of a Weyl (or Dirac) semimetal in the presence of un-
correlated local random fields. At the mean-field level, we obtain an unconventional
disorder-induced critical point, which is characterized by a single-parameter scaling
theory for the mean density of states (DoS) near the node. Using diagrammatic
and field-theoretical formulations of the disordered single-electron problem, we re-
produce the known analytical results, and further confirm them by real-space lattice
simulations that improve over the accuracy of published work. Despite seemingly
confirmed by numerical evidence, the reality of this disorder-induced quantum criti-
cal point have been the subject of a long-standing debate in the literature. The con-
troversy lied on possible non-perturbative contributions arising from nodal bound
states that appear in statistically rare smooth regions of the disorder landscape,
leading to an avoided quantum criticality (AQC) scenario. To better investigate
this e�ect, we examine a tailor-made model of randomly placed spherical scatterers
(of random strength) that forces the existence of random smooth potential regions,
enhancing their e�ects in, and around, the nodal energy. Combining continuum
scattering theory with lattice simulations, we pinpoint a precise stability criterion
for the semi-metallic phase within this disorder model, and further propose a phys-
ical mechanism that explains why fine-tuned nodal bound states are endowed with
statistical significance for the nodal DoS. While these conclusions seem to be at odds
with the lack of evidence for AQC found in our unbiased simulations in truly disor-
dered WSM lattices, we are still able to reconcile them. The key point to understand
this discrepancy is to re-examine at the AQC phenomena from a mesoscopic point-
of-view, in which the nodal states can appear as bound states of a small number of
local potential fluctuations. From this analysis, we conclude that rare-event states
in a lattice that hosts a random Anderson potential, may arise by two main mecha-
nisms: (i) smooth regions of a few adjacent sites that trap nodal electrons, and (ii)
the hybridization of a large potential fluctuation with its disordered environment.
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Both are of these suppressed for the bounded on-site disorder distributions used in
our early numerics, which explains their absence in our results. Thereby, the phe-
nomenon of AQC is to be seen as a non-universal disorder e�ect, that is actually a
property of specific disorder models.
In the last part of this work, we present the first theoretical study of opto-electronics
and charge transport in WSMs with lattice vacancies; A common type of disorder
in real semimetal samples, but which have been so far overlooked in the literature.
Unlike what we have seen in the previous cases, this type of disorder is shown to
strongly enhance the DoS at the Weyl node, further endowing it with a comb of
quasi-localized resonances caused by inter-vacancy hybridization. These resonances
are shown to be insensitive to magnetic fields and, importantly, have a strongly
suppressed quantum di�usivity that leads to a previously unseen oscillatory depen-
dence of the bulk dc conductivity on the charge carrier density. Moreover, the optical
response of a slightly doped semimetal is also a�ected by vacancy-induced states,
giving rise to a plateau-shaped dissipative response, below the inter-band threshold,
which is proportional to the vacancy concentration. The predicted transport and
optical signatures provide realistic ways of experimentally assessing the existence
of the aforementioned vacancy-induced bound states at the nodes of real-life 3D
topological semimetals. All the original results presented in this thesis are currently
published in Refs. [1–3].
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Resumo
Os semimetais topológicos são uma nova classe de fases electrónicas tridimensionais
(3D), que se caracterizam pela existência de pontos cónicos de intersecção entre
bandas, topologicamente protegidos ao nível de Fermi. Esses pontos são monopó-
los da curvatura de Berry no espaço dos momento, em torno dos quais emergem
fermiões de Weyl a (3+1)-dimensões. Muitas características destes sistemas topoló-
gicos são robustas a perturbações, mas não completamente insensíveis a elas. Nesta
tese, exploramos o tópico fértil dos semimetais de Weyl (ou Dirac) desordenados,
analisando os efeitos de campos locais aleatórios, regiões de potencial suave (mas
aleatório), impurezas escalares pontuais e defeitos pontuais de rede na sua estrutura
electrónica e propriedades eletrodinâmicas.
O nosso ponto de partida é o estudo de um semi-metal de Weyl (ou Dirac) na pre-
sença de campos locais aleatórios não correlacionados no espaço. Em campo médio,
concluímos que esta desordem induz um ponto crítico não convencional, que é carac-
terizado por uma teoria crítica em que a densidade de estados média é o parâmetro
de ordem. Usando formulações diagramáticas e de teoria de campo para abordar o
problema de electrões desordenados, reproduzimos os resultados analíticos conheci-
dos sobre este ponto crítico e ainda os confirmamos através de simulações de rede, no
espaço real, que superam a precisão do trabalho anteriormente publicado. Apesar de
estar aparentemente confirmado por evidências numéricas, a existência deste ponto
crítico quântico tem sido objeto de um grande debate na literatura recente. A con-
trovérsia reside em possíveis contribuições não perturbativas decorrentes de estados
nodais ligados, que aparecem em regiões suaves (mas estatisticamente raras) da pai-
sagem de desordem, levando a um cenário de criticalidade quântica evitada (CQE).
Para melhor investigar este efeito, examinamos um modelo, feito à medida, de di-
fusores esféricos colocados aleatoriamente (e com intensidade aleatória) que modo a
forçar a existência de regiões de potencial suaves aleatórias e, assim, amplificar os
seus efeitos em torno da energia nodal. Combinando uma teoria quântica de espa-
lhamento com simulações de rede, identificamos um critério preciso de estabilidade
para a fase semi-metálica no contexto deste modelo de desordem, propondo ainda
um mecanismo físico que explica a significância estatística dos estados nodais liga-
dos para a densidade de estados no nodo. Embora estas conclusões pareçam estar
em desacordo com a falta de evidência de CQE nas nossas simulações em redes de
Weyl verdadeiramente desordenadas, somos ainda assim capazes de as reconciliar.
O ponto fulcral para entender esta discrepância é reexaminar o fenómeno de CQE, a
partir de um ponto de vista mesoscópico, no qual os estados nodais aparecem como
estados ligados de um pequeno número de flutuações no potencial local. A partir
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desta análise, concluímos que estados nodais devido a eventos raros num potencial
aleatório de Anderson, surgem por dois mecanismos diferentes: (i) regiões suaves de
potencial, compostas por alguns pontos adjacentes, que prendem electrões nodais e
(ii) a hibridização de uma grande flutuação de potencial com seu ambiente desorde-
nado. Ambos os efeitos são suprimidos para as distribuições limitadas da desordem
local que usamos nas nossas primeiras simulações, o que explica sua ausência nos
resultados. Deste modo, o fenómeno de CQE deve ser visto como um efeito de de-
sordem não universal que, na verdade, é uma propriedade de modelos específicos de
desordem.
Na última parte deste trabalho, apresentamos o primeiro estudo teórico de optoe-
letrónica e transporte de carga em semi-metais de Weyl com lacunas de rede. Este
é tipo comum de desordem em amostras semi-metálicas reais, mas que até agora
tem sido negligenciado na literatura. Ao contrário do que vimos nos casos anterio-
res, este tipo de desordem é capaz de aumentar fortemente a densidade de estados
no nodo de Weyl, para além de o dotar de um pente composto por ressonâncias
quase-localizadas, como consequência da hibridização entre lacunas. Essas ressonân-
cias são insensíveis a campos magnéticos e, mais importante, têm uma difusividade
quântica fortemente suprimida, o que leva a uma inédita dependência oscilatória da
condutividade estática na densidade de portadores de carga. Além disso, a resposta
óptica linear de um semi-metal levemente dopado é também afetada pelos estados
nodais induzidos por lacunas, dando origem a uma resposta dissipativa em forma
de patamar, abaixo do limiar de transições inter-banda, que é proporcional à con-
centração de defeitos. Tanto os efeitos de transporte, como as assinaturas ópticas
previstas aqui fornecem maneiras realistas de avaliar experimentalmente a existência
dos estados ligados induzidos por defeitos pontuais em semi-metais topológicos reais.
Todos os resultados originais apresentados nesta tese estão atualmente publicados
nas Refs. [1–3].
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Introduction
Topological semimetals are a class of novel three-dimensional (3D) electronic phases
that feature linear band-crossings at the Fermi level. An important type of topo-
logical semimetals are the 3D Weyl (Dirac) systems that have point-like Fermi sur-
faces around which they e�ectively realize exotic chiral (3+1)-dimensional Weyl
(Dirac) fermions [13] as low-energy quasiparticles. The band-crossing points, or
Weyl nodes, materialize monopoles (or anti-monopoles) of Berry curvature in mo-
mentum space [14] which are analogous to the “diabolical points” described by
Berry [15] in a generic two-level quantum system. Therefore, isolated Weyl nodes
are topologically-protected band degeneracies which show a great degree of robust-
ness to Hamiltonian deformations. The topological character of Weyl semimetals
yields some important physical consequences, ranging from the existence of surface
Fermi arcs [16–20] that connect Weyl nodes in the surface-projected first Brillouin
zone (fBz), to the negative longitudinal magnetoresistance [21, 22] which is driven
by a condensed matter realization of the celebrated chiral anomaly of QED [23,24].
Nonetheless, perhaps the most remarkable of all is their resilience to the e�ects
of unavoidable perturbations, such as disorder or crystal defects. While the nodal
points may endure disorder, that does not mean that all their physics is insensitive
to it. As a matter of fact, most recent theoretical research clearly indicates that
disordered topological semimetals are a fertile ground for novel physical phenomena
to emerge, not in spite of disorder, but rather because of it. In this thesis, we follow
on this path and explore the e�ects of di�erent types of disorder in the electronic
structure and electrodynamic properties of point-node semimetals, most notably by
focusing on scalar random potentials and lattice point defects.
Since the seminal work of Fradkin [25,26], three-dimensional gapless fermions have
been known to support unconventional critical points induced by random fields, but
which precede Anderson localization. We revisit this issue for dirty 3D Weyl/Dirac
semimetals (DWSMs), analyzing the e�ects of a random on-site potential in their
mean density of states (DoS). We start by reproducing the mean-field results which
predict a critical behavior of the DoS [27] that is characterized by a single-parameter
scaling theory [28] with universal exponents [29]. This result is further confirmed
by real-space simulations of a disordered tight-binding model that improve over the
accuracy achieved in previously published results [30, 31]. Physically, the afore-
mentioned critical point marks a disorder-induced phase transition from an incom-
pressible semi-metallic state, with a vanishing nodal DoS, to a conventional di�u-
sive metallic phase. Despite seemingly confirmed by both numerical and analyt-
ical means, the survival of this semimetal-to-metal transition was recently ques-
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tioned [32] by the inclusion of instantonic saddle-point solutions of the e�ective
Statistical Field Theory [33] for a dirty DWSM. Those solutions supposedly de-
scribe nodal bound states of smooth rare-regions in a disordered landscape, and
are predicted to yield a finite (albeit exponentially small) nodal DoS within the
semimetal phase. The claimed scenario of Avoided Quantum Criticality (AQC)
soon received numerical support [34] but remained a contested paradigm until very
recently [35–39].

To assess the rare-region-induced AQC in isolation, we investigate the nodal DoS of
a semimetal hosting randomly placed scalar spherical scatterers of random strength.
This tailor-made model forces random smooth regions to appear and naturally en-
hances their e�ect at the nodal energy. By combining an analytical scattering the-
ory with accurate lattice simulations, we establish a criterion for the nodal DoS
to be lifted in the presence of random regions [1]. These conclusions are comple-
mented by a physical mechanism that endows fine-tuned nodal bound states with
a statistical significance for mean nodal DoS (which partly resolves the dispute of
Refs. [37, 38]). Remarkably, while instantons are shown to contribute to the nodal
DoS of a DWSM, we find no trace of rare-region e�ects in our unbiased numerical
results for a disordered lattice. To reconcile these results, we set about describing
the AQC phenomenon in a disordered lattice from a mesoscopic point-of-view. We
employ a projected Green’s function (pGF) formalism to study the changes caused in
the DoS by a few atomic-sized impurities, including all coherent multiple-scattering
e�ects. While isolated impurities in the lattice do not create bound states, we
demonstrate that quantum coherent scattering inside fine-tuned configurations of
two (or more) impurities gives rise to nodal bound states (confirming earlier results
by Buchhold et al. [37]). From this characterization, we conclude that rare-event
states in a disordered lattice can arise from two di�erent mechanisms: (i) from
smooth regions of a few adjacent sites, and (ii) the hybridization of a large atypical
fluctuation of the potential with its (typical) disordered environment. Both mecha-
nisms are suppressed (or may even be absent) when the on-site potential is drawn
from a bounded distributions. This fact explains why no signs of AQC were found
in our numerical simulations, while Pixley et al. [34] were able to pinpoint them
using local gaussian distributions.

Disorder is ubiquitous in real samples but generally much more complex than a
random on-site potential. In Chapter 5, we finally turn our attention to the more
realistic case of vacancies, that is, resonant point defects that are created by the
removal of random lattice sites. Using both the pGF formalism and full spectrum
lattice simulations we demonstrate that isolated vacancies can easily trap Weyl
fermions around them into localized wavefunctions having r≠2 tails [2, 3]. Unlike
random potentials, lattice vacancies strongly enhance the mean DoS, leading to a
nodal peak that is broadened by coherent inter-vacancy scattering at finite defect
concentrations. In addition to the broadening, these interference e�ects also pro-
duce a comb of subsidiary resonances that are made of quasi-localized states. The
consequences of these vacancy-induced states are also explored. Namely, we show
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that the electrical conductivity displays an oscillatory behavior as a function of the
Fermi energy, which traces itself back to the comb of quasi-localized resonances that
emerges around the Weyl node. This behavior contrasts with the monotonic depen-
dence observed upon varying the electronic density of analogous 2D Dirac systems,
not easily replicated by non-resonant disorder [40–42]. An anomalous behavior is
also seen in the linear optical conductivity of a slightly doped semimetal, which now
features an emergent plateau-shaped real response below the inter-band threshold,
proportional to the vacancy concentration.

Brief Overview of the Thesis

To guide the reader, we hereby include a non-extensive overview of the main compo-
nents of this work. In short, the dissertation can be divided into two main parts: (i)
a context part provided in Chapters 1 and 2, and (ii) an original contribution that is
presented in Chapters 3 to 5. In Chapter 1, we take a bird’s eye view of the topologi-
cal properties of condensed matter systems, starting from general considerations, but
aiming at an overview of known properties and the most outstanding phenomenology
of clean three-dimensional topological semimetals. Once convinced of the intrinsic
interest of studying the physics of three-dimensional Dirac-Weyl semimetals, the
reader ought to take Chapter 2 as a state-of-the-art review that shifts the focus of
discussion towards the main issue to be addressed here: the e�ects of disorder in
Dirac and Weyl semimetals. Finally, the bulk of the thesis follows along Chapters 3
to 5, in which the main results from the authors’ original research are presented in
detail. Most (but not all) novel results presented here are published in Refs. [1–3].
Our presentation is summed up in Chapter 6, where the main conclusions are listed
and new interesting research paths are proposed to be built on top of this work.
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1. Overview of Topological Matter
This thesis studies e�ects of lattice disorder in three-dimensional topological semimet-
als, which can give rise to physical phenomena that strikingly contrast with what
would be expected in perfect crystalline samples. Despite enjoying considerable
theoretical and experimental interest in recent literature, this is still a niche theme
in physics which can be better appreciated upon a general contextualization. This
chapter is designed to provide the reader with such an overview of the phenomenol-
ogy and basic theoretical notions that underlie the physics of 3D topological semimet-
als. We start by introducing the concept of topological insulators and semimetals in
a pedagogical way that is deeply rooted on standard band theory of electrons and
its topological properties. As the chapter comes to its close, the presentation is nar-
rowed down a more specific discussion of the known and more interesting properties
of Dirac-Weyl semimetals, the class of solid-state systems that will be the subject of
all upcoming results and discussions. In addition to provide a common ground on
the main theme, some of the notions introduced in this chapter will also be useful
to explain some of the arguments presented in upcoming chapters.

1.1. Electrons in the Solid State: Basic Notions
A solid state system is composed of interacting atomic nuclei and electrons whose
collective dynamics is described by standard quantum mechanics. In spite of the
apparent simplicity of the problem, the sheer number of components in a macro-
scopic sample turns its exact microscopic description into a formidable task. A far
more advantageous strategy is to assume a top-down approach [43] that treats sim-
plified models which are striped down of all degrees of freedom not important for
the physical phenomenon to be described. Early in the history of modern physics,
Felix Bloch realized [44] that the essential electrodynamic properties of solids could
be understood from the study of a basic quantum mechanical problem: a gas of
independent spin-1/2 fermions moving across a potential landscape with the peri-
odicity of a Bravais lattice L. Most often 1, this problem amounts to solving the
non-relativistic single-particle Hamiltonian,

He =≠ ~
2

2me

Ò2
r + Vc(r), (1.1)

where me is the electron’s mass and ~ is Planck’s constant. Note that the underlying
static Bravais lattice 2 of atomic nuclei is collectively described as an overall periodic

1Here, we exclude the presence of external fields or any dynamics involving the electronic spin.
2Mathematically, one can think of a d-dimensional Bravais lattice as a discrete subgroup of the

full continuous translation group in d-dimensions.
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crystal-field potential Vc(r), where Vc(r+R)=Vc(r) for any lattice translation RœL.
This crystal-field is system-dependent and encapsulates all electrostatic forces caused
by the atomic nuclei (as well as inner electron shells) in the propagating electron, as
well as some e�ects of electron-electron repulsion at the mean-field level [45–47].
Notwithstanding, the single-electron states and energy levels are determined by
diagonalizing He and the ground-state of the many-electron system is then built
as a Slater determinant that fills the spectrum up to its Fermi level. Thereby,
the most fundamental problem of solid-state quantum electronics is to diagonalize
Eq. (1.1), something that would be a cumbersome task, were it not simplified by
exploiting the lattice-translation symmetry that system still has. This culminates
in the celebrated Bloch’s Theorem (BT) [44], which states that any eigenstate of
He takes the form

�sk(r)=Èr, s | �nkÍ= 1Ô
Nc

eik·r�sk(r), (1.2)

where Nc is the total number of unit cells 3, k is the crystal momentum defined
inside the first Brillouin zone (fBz) of L, s is a set of integers labelling the energy
levels for each k, and �nk(r) is a lattice periodic function that obeys �sk(r+R) =
�sk(r) for any RœL. There are two important consequences of BT; Firstly, it shows
that a free electron travels across the periodic potential, essentially, as a propagating
plane-wave with a spectrum that is composed of continuous energy-bands labeled
by integers. Secondly, it also shows that the eigenstates feature a phase-twisted
periodicity in the crystal’s unit cell, that is

�sk(r + R) = �sk(r)eik·R, (1.3)

where R stands for a lattice translation vector. The latter implies that one is
allowed to compactify the (infinite-space) problem, He�E(r) = E�E(r), into the
partial di�erential equation (PDE),

C

≠ ~
2

2me

Ò2
r + Vc(r)

D

�sk(r) = Es(k)�sk(r), (1.4)

which lives within the unit cell of L, complemented by twisted boundary conditions
that are fixed for each k œ fBz through Eq. (1.3). Alternatively, one may also use the
form of Eq. (1.2) to re-write the eigenvalue problem as a PDE for the lattice-periodic
function �nk(r), i.e.,

C

≠ ~
2

2me

Ò2
r + Vc(r)

D

�nk(r) = En(k)�nk(r) (1.5)

≈∆
C

≠ ~
2

2me

Ò2
r + ~

2 |k|2

2me

+ Vc(r)
D

�nk(r) = En(k)�nk(r),

3For book-keeping, we consider the lattice to be finite and supplemented by periodic boundary
conditions. The limit of infinite lattice can be easily taken whenever if becomes necessary.
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1.2 BAND TRUNCATION AND TIGHT-BINDING MODELS

which is again restricted to the unit cell of L, but now complemented by periodic
boundary conditions. Note that Eq. (1.5) defines a new k-dependent Hamiltonian

H(k)=≠ ~
2

2me

Ò2
r + ~

2 |k|2

2me

+ Vc(r), (1.6)

which is rightfully called the Bloch Hamiltonian.
Whether we reduce the full single-electron problem in a periodic potential to a
PDE in the unit cell with k-dependent twisted boundaries or a periodic cell with
a k-dependent Bloch Hamiltonian is a matter of choice, and does not change the
qualitative picture of the eigenstates provided by BT. In both cases, BT allows us to
break up the solution of the time-independent Schrödinger equation over all space
into a set of independent eigenvalue problems (one for each kœ fBz) confined to the
unit-cell of L. Hence, it can be generally argued that the spectrum must be discrete
for any k, which demonstrates why electrons form energy bands in a crystal.

1.2. Band Truncation and Tight-Binding Models
En
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Figure 1.1.: Electronic band structure of
an MoS2 monolayer, whose lattice and fBz
are shown on the right. The red curves
are low-energy bands from ab initio cal-
culations, while the blue correspond to an
e�ective five-orbital tight-binding model.
Figure adapted from Liu et al. [48].

The use of Bloch’s theorem allows us
to greatly reduce the complexity of
the eigenvalue problem for an electron
in a lattice. However, one still does
not escape the need to diagonalize an
infinite-dimensional matrix for each
k. Equivalently, a given crystal-field
potential Vc(r) will always generate
an infinite (albeit discrete) number
of energy bands. In turn, most elec-
tronic processes only involve transi-
tions between states in the vicinity of
the Fermi level (EF ), because higher-
energy bands require too much en-
ergy to be excited, while lower-energy
bands are made inert by Pauli’s ex-
clusion principle. Therefore, in most
theoretical studies, one works with ef-
fective models that truncate the space of bands to a minimal set of nb isolated bands
that are closest to the Fermi level. This truncated Hilbert space is then generated
by the Bloch states |�nkÍ with k œ fBz and s = 1, 2, · · · nb, which can be promptly
turned into a set orbitals in real-space via the unitary transformation,

|„–RÍ= 1Ô
Nc

ÿ

k

nbÿ

s=1
a–se

≠ik·R|�skÍ , (1.7)

which defines the so-called Wannier orbitals, |„–RÍ [49]. In Eq. (1.7), the complex
coe�cients a–n implement a general linear transformation in the truncated band-
space which is only constrained by q

s aú
–s

a—s = ”–—, so as to assure the new basis
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CHAPTER 1 OVERVIEW OF TOPOLOGICAL MATTER

remains orthonormal, i.e., È„–R | „—RÕÍ = ”–—”R,RÕ . In addition, the Wannier or-
bitals may also be written as a linear combination of the lattice-periodic functions
�nk(r) [defined in Eq. (1.2)] as follows:

„–R(r)= 1
Nc

ÿ

k
eik·(r≠R)

nbÿ

s=1
a–s�sk(r) ≈∆ (1.8)

„–R(R + r)= 1
Nc

ÿ

k
eik·r

nbÿ

s=1
a–s�sk(r).

Equation (1.8) is important because it states that the –th Wannier function will
always look the same when centered on any lattice position, which is reminiscent
of the localized atomic orbitals employed in the tight-binding approach to band-
structure calculations [50, 51]. However, there is nothing here that tells us „–R(r)
are actually localized wavefunctions in real-space. In many systems, it is possible
to construct Wannier orbitals that are exponentially localized [49] in real-space
(akin isolated atomic orbitals) but there are situations in which this is prevented by
topological properties of the isolated bands [52,53]. Further details on this process
lie outside the scope of this thesis and, from now on, we will assume that our starting
point is an e�ective real-space tight-binding model with nb orbitals per unit cell,
that correctly reproduces the electronic structure and dynamics of electrons close
to the Fermi surface. A concrete example of such an e�ective tight-binding model
is illustrated in Fig. 1.1 for the case of MoS2 monolayer, an important quasi-2D
transition-metal dichalcogenide.

1.2.1. Basics of Tight-Binding Models

Our upcoming theoretical analysis will often be based on e�ective tight-binding
model Hamiltonians that describe the dynamics of electrons hopping on a lattice.
The single-electron Hilbert space will then be generated by all the Wannier states of
the model and any physical quantity will be represented by an operator that acts on
this restricted space. This is the moment to provide the reader with some general
properties and tools that will help clarify the future handling of such quantum lattice
models.

We start with the general form of a periodic tight-binding Hamiltonian supported
on an underlying Bravais lattice L, i.e.,

Htb =
ÿ

RœL

ÿ

�R
�

†
R ·T�R ·�R+�R, (1.9)

where �
†
R =

Ë
c†

1R, c†
2R, · · · , c†

nbR
È

4 and T�R is the complex-valued nb ◊nb hopping
matrix. Since Htb is an hermitian operator, the hopping matrix is due to obey

4Note that we have switched to a second-quantization language, where c†
–R (c–R) is a fermionic

creation (annihilation) operator relative to the Wannier state |„–RÍ.
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1.2 BAND TRUNCATION AND TIGHT-BINDING MODELS

the condition T�R = T
†
≠�R. In addition, since T�R is only a function of position

di�erences in L, the Hamiltonian of Eq. (1.9) is still lattice-periodic and can be
reduced to a block-diagonal form in the fBz 5. This is done via the transformation,

�R = 1Ô
Nc

ÿ

k
eik·R

�k (1.10a)

�
†
R = 1Ô

Nc

ÿ

k
e≠ik·R

�
†
k, (1.10b)

which yields,

Htb =
ÿ

k
�

†
k ·H (k)·�k ≠æ H (k)=

ÿ

�R

1
T�Reik·�R

2
. (1.11)

Equation (1.11) defines a finite-dimensional Bloch Hamiltonian, H(k), which is anal-
ogous to the one defined in Eq. (1.6) for the continuum Schrödinger equation with
a periodic potential. Provided the tight-binding model only has short-ranged hop-
pings, the summation over �R has a small number of elements and can be often
done by hand. Thereby, the construction of a Bloch Hamiltonian from the periodic
real-space tight-binding model is a straightforward task and its diagonalization can
usually be done analytically for a generic k. From now on, we assume that the
eigenvalue problem,

nbÿ

—=1
H–—(k)„—

ks
= Ás

k„–

k,s
, (1.12)

can always be solved, defining Ás

k as the energy dispersion of band s, and the eigen-
states of Htb as being

|�s

kÍ=
ÿ

RœL

nbÿ

–=1
„–

ks
eik·R |„R,–Í . (1.13)

Note that the previous diagonalization procedure relies on the lattice translation
invariance of Htb that is built into Eq. (1.9). Real samples, even mono-crystalline
ones, always have this symmetry slightly broken by the presence of substitutional
impurities, vacant sites or other lattice defects. Such symmetry-breaking terms could
be included in the continuum single-electron Hamiltonian of Eq. (1.1), immediately
preventing the use of BT. A far more advantageous approach to study these e�ects
is to include them in the e�ective tight-binding Hamiltonian in which they take the
form of non-periodic real-space perturbations. In a generic case, this leads to the
disordered real-space Hamiltonian,

5In passing, it is worth commenting that usually the e�ective tight-binding model for a system is
constructed so as to respect all symmetries of the original system, i.e, it must have the same
underlying Bravais lattice and also the same point-symmetry group.
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Hd
tb =

ÿ

RœL

ÿ

RÕœL
�

†
RÕ ·TRÕR ·�R, (1.14)

which now features a hopping matrix that is no longer translation invariant. Clearly,
the eigenstates of Hd

tb will not take the form established by BT [Eq. (1.13)] but we
can still study it numerically by considering L to be a finite lattice. Assuming the
finite lattice has Nc unit cells, the Hamiltonian of Eq. (1.14) can be represented as
a sparse hermitian (nbNc ◊ nbNc)-dimensional matrix that can be diagonalized to
obtain the single-electron eigenstates or, more generally, be used to evaluate any
(observable) function of the disordered Hamiltonian. This will be one of the major
lines we will follow to tackle the properties of disordered topological semimetals.

Tight-Binding Observables: In Appendix A, it is shown that almost all observ-
ables related to static or transport properties of free-electrons can be written in
terms of the position operator, velocity operator, and the Hamiltonian itself. Since
they will be eventually useful, here we introduce the tight-binding expression for
both the position and velocity operators. The expression of the lattice position
operator depends on the precise boundary conditions imposed on the finite lattice.
Nevertheless, we can write it unambiguously for the infinite lattice as

R=
ÿ

RœL
�

†
R · (RInb◊nb

+�) ·�R, (1.15)

where In◊n is the n◊n identity matrix, and � = diag(”1, · · · , ”nb
) is a diagonal

matrix containing the relative positions of the di�erent Wannier orbitals within the
unit cell. As for the velocity operator, one can define it from the commutator of the
Hamiltonian with the position operator. That leads to

V = 1
i~

[R, H] = 1
i~

nbÿ

–,—,“=1

ÿ

RœL

ÿ

RÕœL

ÿ

LœL
(L + ”–) T —,“

RÕR
Ë
c†

–Lc–L, c†
—RÕc“R

È
, (1.16)

such that one can employ the identity,
Ë
c†

–Lc–L , c†
—RÕc“R

È
= ”–—”LRÕc†

–Lc“R ≠ ”–“”LRc†
—RÕc–L, (1.17)

to arrive at

V = 1
i~

nbÿ

–,—=1

ÿ

RœL

ÿ

RÕœL
c†

–RÕ [RÕ≠ R+”–≠”—] T –—

RÕRc—R. (1.18)

In fact, Eq. (1.18) defines an operator that is very similar to the tight-binding Hamil-
tonian. The only change is that the hopping matrix gets multiplied by the hopping
displacement vector times 1/i~. The construction of lattice observables as well as
calculation methods will be left for later discussion.
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1.3 GENERIC SYMMETRIES OF BLOCH HAMILTONIANS

1.3. Generic Symmetries of Bloch Hamiltonians

Until now, the only symmetry we have explored was the lattice translation symme-
try that any ideal crystal has. However, typical solid-state systems have additional
symmetries that can yield further important physical consequences. Some of those
form what is called the crystalline point-symmetry group, which may include opera-
tions such as discrete rotations, planar-reflections and space-inversion 6. In addition
to spatial symmetries one may also have non-spacial ones, such as time-reversal
symmetry, sublattice symmetries (related to exchange of orbitals within a unit cell)
and also spectral symmetries, such as particle-hole. We will see that some these
symmetries are essential for the realization of stable gapless electronic phases in
three-dimensions. Furthermore, it is known that some e�ects of disorder can be as-
sessed quite generally by looking at the presence (or absence) of certain non-spacial
symmetries, leading to the Altland-Zirnbauer scheme of classifying random Hamil-
tonians [54–57]. This section is devoted to a characterization of four important and
common types of symmetry — spacial inversion, time-reversal, particle-hole and
chiral symmetry — which will be shown to translate into very recognizable features
of the tight-binding Bloch Hamiltonian and its band-structure.

1.3.1. Inversion Symmetry

Spacial inversion (or parity) is a very common symmetry of real crystals and refers
to an invariance of the lattice Hamiltonian upon the reversal of all spacial directions.
Such a system is called centrosymmetric because there is a point in space relative
to which the operation, P : r æ ≠r, leaves the system invariant. Such an operation
can be implemented in the Hilbert space by means of an unitary operator Ui, such
that

UiHtbU≠1
i

=Htb ∆ UiH (k) U≠1
i

=UiH (≠k) U≠1
i

=H (k) , (1.19)

where Ui is a unitary matrix in the space of Wannier orbitals within a unit cell 7.
Since a unitary transformation that commutes with the Hamiltonian does not change
its spectrum, Eq. (1.19) leads to the conclusion that there will always be two bands,
s and sÕ, such that Ás

k = Ás
Õ

≠k. In other words, the existence of an inversion center
in the system guarantees that for each k, there is a Bloch eigenstate of the same
energy at ≠k that may, or may not, belong to the same energy band.

1.3.2. Time-Reversal Symmetry

Time-reversal symmetry (TRS), sometimes called reciprocity, is also a quite general
property of quantum and classical systems alike. Typically, its breaking is related to

6In some cases, the system may have additional spacial symmetries (called non-symmorphic) that
are combinations of point-group operations and non-primitive space translations.

7This transformation depends on the atomic basis of the lattice model. For example, in monolayer
graphene inversion symmetry exchanges sublattices, i.e., Ui =‡x.
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the presence of magnetism of some kind (or external magnetic fields) in the system.
In quantum mechanics, this symmetry cannot be implemented as a unitary operator,
but rather must be an anti-unitary [58] that is written as T = UtC, where Ut is an
unitary operator and C is the complex-conjugation. Unlike inversion symmetry,
time-reversal leaves r unchanged and acts trivially in the space of in-cell orbitals.
The same is not true in regard to the spin-1/2 of the electron, which gets rotated by a
‡y Pauli operator. Therefore, if we explicitly consider each eigenstate |�s

kÍ as being
a two-component spinor, acting with the time-reversal operator yields the following
transformation on the Bloch state:

T
---�s

k
f

= ‡y C
---�s

k
f

= ‡y

---�s

≠k
f

, (1.20)

where we have used the fact that the conjugation operation, C, reverses the k vector.
Note that Eq. (1.20) implies that T 2 = ≠1, which would not be possible if T were
a unitary operator and, in this case, it is a direct consequence of the spinful nature
of electrons 8. In addition, it is also easily seen that Ás

k =Ás

≠k, which shows that the
implication of TRS in the band structure is similar to what is produced by parity,
but now one is guaranteed to stay in the same band.

Kramer’s Degeneracy: Time-reversal and inversion symmetry may be deceitfully
similar symmetry operations but can have dramatically di�erent consequences. The
most remarkable di�erence is perhaps Kramer’s theorem [59,60]. In a general point
of the fBz, the condition Ás

k = Ás

≠k only guarantees an equality between energies of
orthogonal states at di�erent momenta. However, there are special k-points which
are equivalent (by a dual lattice translation) to ≠k, such that TRS guarantees
|�s

kÍ and |�s

kÍ = T |�s

kÍ are states with the exactly same energy. Therefore, we
may find one of two situations: (i) |�s

kÍ and |�s

kÍ are actually the same (TRS
invariant) quantum state, or (ii) |�s

kÍ and |�s

kÍ are orthogonal and degenerate states.
If T 2 = 1 both situations can happen and the two states may only di�er by a global
phase factor, i.e., |�s

kÍ = ei◊ |�s

kÍ. In contrast, if T 2 = ≠1 the state |�s

kÍ must be
orthogonal to |�s

kÍ or otherwise,

T 2 |�s

kÍ = e≠i◊T |�s

kÍ = e≠i◊ |�s

kÍ = |�s

kÍ , (1.21)

which implies T 2 = 1 and contradicts the original statement. Therefore, if the
system is time-reversal symmetric and T 2 = ≠1, then the band-structure must be
degenerate at any time-reversal invariant momentum (TRIM). In this context, |�s

kÍ
and |�s

kÍ are usually called a Kramer’s Pair.

PT – Symmetry: At this point, it is interesting to explore the case in which both
TRS and parity are present in the system (then called PT -symmetric). In that
situation, one can use both symmetries to conclude that the electronic band struc-
ture must obey Ás

k = Ás
Õ

k . Once again, this condition may be a trivial statement if
8While this is certainly the case, the property of T 2 = ≠1 is not exclusive to systems with spin-1/2

degrees of freedom.
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PT |�s

kÍ is the same quantum state as |�s

kÍ. However, like T one may also have
(PT )2 = ≠1 which guarantees, by Kramer’s theorem, that |�s

kÍ is a degenerate
eigenstate for any k œ fBz. Finally, since any single-electron system always features
a spin-1/2 degree of freedom, the presence of PT -symmetry guarantees that every
band is two-fold degenerate, even when accounting for spin-orbit coupling. In case
there is spin-rotation symmetry, this two-fold degeneracy is interpreted as being
due to two independent spin-sectors within each band, such that spin will enter as
a simple degeneracy factor in all calculations.

1.3.3. Generalized Spectral Symmetries

Besides the standard symmetries presented before, there are also two others that
are of great importance in condensed matter physics [57]. These are not quantum-
mechanical symmetries of the single-particle problem, in the strict sense, as they
are not represented by operators that commute with the corresponding Hamilto-
nian. However, they are commonly found in solid-state systems and have important
implications on the general form of the single-particle spectrum.

Particle-Hole Symmetry: One such symmetry is particle-hole symmetry (PHS),
which can be defined as an operation that converts creation into annihilation oper-
ators of opposite momentum, i.e.,

c†
–k æA c†

–kA≠1 =U–—

ph c—≠k (1.22)

c–k æA c–kA≠1 =
1
U–—

ph

2ú
c†

—≠k. (1.23)

For this symmetry operation to be well-defined, the anti-commutation relations
between fermionic operators must be preserved, which means that

A
Ó
c–k, c†

—kÕ

Ô
A≠1 =

Ë
Uph · U

†
ph

È
—–

= ”–—”kkÕ , (1.24)

thus imposing Uph to be a unitary matrix. While preserving the fermionic statistics
of single-particle excitations, the PHS must also leave the full Hamiltonian invariant,
which boils down to the following condition on the Bloch Hamiltonian:

Htb =A HtbA≠1 =
ÿ

k
U–“

ph c“≠k [H(k)]–—
1
U—”

ph

2ú
c†

”≠k

=
ÿ

k
U–“

ph [H(k)]–—
1
U—“

ph

2ú
≠

ÿ

k
U–“

ph c†
”≠k [H(k)]–—

1
U—”

ph

2ú
c“≠k

=
ÿ

k
Tr [H(k)] ≠

ÿ

k
U–“

ph c†
“k [H(≠k)]–—

1
U—”

ph

2ú
c”k

=
ÿ

k
Tr [H(k)] ≠

ÿ

k
c†

“k
1
U—”

ph

2ú 1
[H(≠k)]—–

2ú
U–“

ph c”k

=
ÿ

k
Tr [H(k)] ≠

ÿ

k
�

†
k · U

†
ph · Hú(≠k) · Uph · �k. (1.25)
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Equation (1.25) can be verified if the Bloch Hamiltonian is constrained to transform
as H(k) = ≠U

†
ph · Hú (≠k) · Uph, which trivially guarantees that Tr [H (k)] = 0

because H(k) = [H (k)]†. Hence, when acting in space of bands at a given k, the
particle-hole operation is anti-unitary, A = UphC, and has the following action:

AH(k)A≠1 = UphCH (k) C≠1U≠1
ph = U

†
ph ·Hú (k)·Uph = ≠H (≠k) . (1.26)

Therefore, this anti-unitary operation is not a proper quantum-mechanical symmetry
of the Bloch Hamiltonian, but still it characterizes its spectrum: given an eigenstate
|�skÍ of H(k) with energy Ás

k, then |�skÍ = A |�skÍ is also an eigenstate that has
crystal momentum ≠k and energy ≠Ás

k. If the state’s energy is non-zero, then Ás

k, ”=
≠Ás

≠k and PHS guarantees that every positive energy eigenstate has a corresponding
partner at a symmetric energy and with symmetric momentum; eigenstates come in
particle-hole pairs. In contrast, zero-energy states are special in systems with PHS;
If one appears at a generic point k in the fBz, then there will be another placed
at ≠k. The notable exception happens when k is a TRIM for which a doublet of
eigenstates is only guaranteed provided A2 = ≠1.

Chiral Symmetry: PHS is a generalized symmetry that is implemented as an anti-
unitary operator, while TRS is a proper symmetry that is also anti-unitary. By
combining these two operations, one builds a generalized symmetry that appears as
an unitary operator that anti-commutes with the single-particle Hamiltonian: the
chiral symmetry (CS). This is implemented by the operator S = T A which, when
applied to the Bloch Hamiltonian, yields

SH(k)S≠1 = T AH(k)A≠1T ≠1 = T UphHú(k)U≠1
ph T ≠1 (1.27)

= Ut
1
UphHú(≠k)U †

ph

2ú
U †

t .

The system is said to have chiral symmetry if SH(k)S≠1 = ≠H (k) and a major
consequence is that, given a Bloch eigenstate |�s

kÍ, then |�s

kÍ = S |�s

kÍ is also an
eigenstate of the tight-binding Hamiltonian with energy ≠Ás

k. Note that, unlike
what happened in PHS, here there are no zero-energy Kramer pairs, because the
CS is unitary and always squares to the identity. A second important by-product of
CS on a generic Bloch Hamiltonian is that it can always be (unitarily) transformed
into the o�-diagonal form,

H(k) =
C

0 h(k)
h

†(k) 0

D

, (1.28)

where h(k) is a k-dependent n ◊ m matrix. In order to see how this relation
comes about, one can start by verifying that the o�-diagonal Bloch Hamiltonian
of Eq. (1.28) is chiral symmetric, with the following unitary operator carrying out
the transformation:

S æ
C

In◊n 0
0 ≠Im◊m

D

=∆ S ·S = I(n+m)◊(n+m) and S ·H(k) · S = ≠H(k). (1.29)
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The reciprocal implication can be obtain by assuming that S takes the block-
diagonal form of Eq. (1.29), but now the Bloch Hamiltonian reads

H(k) =
C

f(k) g(k)
g

†(k) w(k)

D

, (1.30)

with f(k) and w(k) being n◊n and m◊m hermitian blocks, and g(k) a k-dependent
n◊m matrix. In this case, we impose CS in the system through the condition

S·H(k)·S = ≠H(k) =∆
C

f(k) ≠g(k)
≠g

†(k) w(k)

D

=
C

≠f(k) ≠g(k)
≠g

†(k) ≠w(k)

D

, (1.31)

which can only happen if f(k) = w(k) = 0. Note that, while Eq. (1.31) proves that a
chiral symmetric H(k) must be o�-diagonal in case S takes the block-diagonal form
of Eq. (1.29), the result is completely general. Since S is a k-independent unitary
matrix, it can be brought into a diagonal form upon a unitary transformation 9 and,
needing to obey S† · S =1, it must always have the form,

S =U † ·
C

In◊n 0
0 ≠Im◊m

D

· U, (1.32)

with a unitary matrix U . The above proof can then be applied to the transformed
Bloch Hamiltonian, H̃(k)=U †H(k)U , without any adaptation.
Chiral symmetry is ubiquitous in Hamiltonians from a wide variety of contexts.
However, for our purposes, we are only interested on its realization in single-electron
tight-binding problems, for which an o�-diagonal form of the Bloch Hamiltonian in-
dicates there is a choice of the local orbital basis that evidences a sublattice symme-
try [61,62]. Perhaps the simplest example of that is the celebrated one-dimensional
Su-Schrie�er-Heeger model [63], even though many others of higher dimensionality
are also known (e.g., 2D graphene and 3D Dirac semimetals).

1.3.4. Classification based on Altland-Zirnbauer Symmetries

The last three aforementioned Altland-Zirnbauer symmetries [54] — time-reversal,
particle-hole and chiral — are of particular importance because they are quite generic
in condensed matter Hamiltonians. In particular, a tenfold classification of such
Hamiltonians can be made based on the presence or absence of these symmetries, to-
gether with the fact that an anti-unitary representation of TRS and PHS can square
to ±1. This symmetry-based classification can be used to obtain very general in-
formation from the Hamiltonian, most notably to classify all possible d-dimensional
bulk topological gapped phases [64, 65] which, in turn, can also be used to infer
the existence of gapless modes bound to boundaries or around topological defects
of any dimension [66, 67]. Without going into much detail, at a given dimension

9In this context, such is interpreted as a unitary transformation in the space of orbitals within a
unit-cell.
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Symmetries

TRS PHS CS

A ABS ABS ABS

AIII ABS ABS PRE

AI 1 ABS ABS

BDI 1 1 PRE

D ABS 1 ABS

DIII -1 1 PRE

AII -1 ABS ABS

CII -1 -1 PRE

C ABS -1 ABS

CI 1 -1 PRE

1D 2D 3D
ℤ0 0

ℤ 0
0 0

ℤ 0 0
ℤ 0

0
2ℤ 0

2ℤ0 0
0 0

ℤ
0

ℤ2
ℤ2 ℤ2 ℤ

ℤ2 ℤ2
ℤ2

2ℤ

Symmetries

TRS PHS CS

A ABS ABS ABS

AIII ABS ABS PRE

AI 1 ABS ABS

BDI 1 1 PRE

D ABS 1 ABS

DIII -1 1 PRE

AII -1 ABS ABS

CII -1 -1 PRE

C ABS -1 ABS

CI 1 -1 PRE

ℤ0
0 ℤ 0

0
ℤ 0

0

ℤ

0
2ℤ 0

2ℤ00
0 0

ℤ

0

ℤ2
ℤ2 ℤ2

ℤ2

ℤ2
ℤ2

2ℤ

δ=0 δ=1 δ=2

(a)

(b)

ℤ

0

0

Table 1.1.: (a) Classification of all bulk gapped phases from topological in-
dices. [Notation: ABS = ”absent”, PRE = ”present”, ±1 = ”Present + Squares to
±1”] (b) Altland-Zirnbauer classification of real-space topological defects of low
co-dimension.

d, a gapped topological phase can be either impossible (0) or else be labeled by a
Z-, 2Z- or Z2-topological index (this classification is shown in Table 1.1 a for one-,
two- and three-dimensional systems). These topological indices can be thought as a
classification of all topologically distinct ground states that a fermionic Hamiltonian
with those symmetries can have. Transitions between distinct ground-states can be
made to happen by deforming the Hamiltonian without changing its symmetry class,
but they must always proceed by closing the spectral gap. In addition, the topolog-
ical indices also indicate the number of protected gapless modes that appear at the
boundary between di�erent bulk topological insulating phases. This bulk-boundary
correspondence may actually be extended to the analysis of modes appearing around
any topological defect characterized by a co-dimension ” 10 (see Table 1.1 b). This
gives rise to a series of so-called Index Theorems that constrain the number of such
gapless states and may even protect them against scattering e�ects [66,67,69–73].

1.4. Topological Properties of Bloch Hamiltonians

Topology has been a cornerstone of quantum solid-state matter since the early work
of Thouless et al. [74] and Haldane [75] on the theory of the integer quantized
Hall e�ect [76]. Then, it was recognized that mathematical properties of the whole
Brillouin zone in a 2D electron system can guarantee a precise quantization of trans-
verse currents as integer multiples of e2/~, for a wide range of deformations of the
system’s Hamiltonian. Soon, building on the ideas of Berry [15], those properties
10The co-dimension of a defect is defined as ” = d≠dd, where d is the bulk dimension and dd is

the defect’s dimension. For example, a line defect in three-dimensions has ” =2, while a planar
boundary has ” = 1. For a comprehensive review on the general theory of lattice defects see
Mermin’s review [68].
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were connected to the fundamental geometry of the band-structure and the quan-
tized Hall conductivity was associated to topological invariants that can only change
via a new kind of quantum phase transition: a topological phase transition. In this
section, we give a brief overview on the topological properties of general quantum
mechanics, highlighting their consequences to the physics of independent electrons
in a crystal. This discussion will allow us to naturally introduce the central concepts
of a topological insulator and semimetal.

1.4.1. Geometric Phases in Quantum Mechanics

The importance of topology in quantum mechanics arises whenever a quantum sys-
tem is described by a continuous set of parameters, ⁄ = (⁄1, · · · ⁄d), that determine
its Hamiltonian, H(⁄). For each ⁄, the Hamiltonian has a set of eigenstates |Ân

⁄Í,
labelled by an index n which encapsulates a complete set of good quantum numbers.
For now, we will consider that H(⁄) is finite-dimensional and all eigenstates,

H(⁄) |Ân

⁄Í = En

⁄ |Ân

⁄Í , (1.33)

are non-degenerate (n then specifies the energy). Even though we are keeping the
discussion general, it is important to note that a Bloch Hamiltonian, H(k), falls in
this scheme perfectly, where k œ fBz plays the role of ⁄ and the eigenstates are
the periodic parts of the Bloch wavefunctions, |‰s

kÍ, which are labelled by a discrete
band index s.

The topology of H(⁄) comes from the properties of its spectrum as it gets deformed
within its parameter space (⁄-space). In order to see this, we assume that ⁄ æ ⁄(·)
acquires a time-dependence that moves it around a curve C in ⁄-space. If the system
starts at the eigenstate

---Âm

⁄(0)

f
then a su�ciently slow variation of ⁄ will not lead

to a mixing with other eigenstates 11 and therefore,
---Âm

⁄(·)

f
= Am (·)

---Âm

⁄(0)

f
, (1.34)

where Am (·) is a time-dependent complex phase. The general expression of this
phase factor can be obtained from the Schrödinger equation,

i~
d

d·

---Âm

⁄(·)

f
= H (⁄(·))

---Âm

⁄(·)

f
∆ Am (·) = ei“m(·) exp

C
1
i~

ˆ
·

0
du Em

⁄(u)

D

, (1.35)

where the second term is conventionally known as the dynamical phase-factor and
the first is called the geometrical phase-factor. The function “m (·) is not entirely
arbitrary and must obey the following ordinary di�erential equation (ODE):

d

d·
“m (·) = i

e
Âm

⁄(·) | ˆ· Âm

⁄(·)

f
. (1.36)

11Which is guaranteed by the Adiabatic Theorem [77].
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In a sense, Eq. (1.36) already justifies the geometrical nature of “m, as it abstractly
measures how much the eigenstate

---Âm

⁄(·)

f
misaligns as it gets transported along C

without changing its eigenvalue index. This is the quantum-mechanical notion of
parallel transport along the manifold of parameters that determines the Hamilto-
nian. Most often, quantum-mechanical properties are insensitive to global phase-
factors and indeed in this case, we can see that a di�erent gauge choice for the basis
|Ân

⁄Í, namely

|Ân

⁄Í æ ei‰
n(⁄) |Ân

⁄Í (1.37)

leads to di�erent geometric phases for the same curve in parameter space, i.e.,

“m (·) æ “̃m (·) = “m (·) + ‰m (⁄(0)) ≠ ‰m (⁄(·)) . (1.38)

This means that one can usually eliminate all exp(i“m(·)) factors simply by a global
gauge transformation. However, there is a caveat to this statement in case ⁄(0) =
⁄(·). Then, we cannot choose ‰m (⁄(0)) ≠ ‰m (⁄(·)) to take on any value, because
the same gauge must be used for both

---Ân

⁄(0)

f
and

---Ân

⁄(·)

f
=

---Ân

⁄(0)

f
. Hence, as first

observed by Berry [15], the geometrical phase factor of Eq. (1.35) can yield physical
e�ects if it is found to be nonzero on a closed curve in ⁄-space.
Having demonstrated that “m(·) is gauge-independent for closed curves, we now
show that it may be written as closed contour integral in ⁄-space. For that, we
pick-up its integral definition,

“m(·)= i

ˆ
·

0
du

e
Âm

⁄(u) | ˆuÂm

⁄(u)

f
= i

ˆ
·

0
du

Ëe
Âm

⁄(u) | Ò⁄Âm

⁄

fÈ
ˆu⁄(u), (1.39)

and upon defining the Berry Connection as Am

⁄ = i ÈÂm

⁄ | Ò⁄Âm

⁄ Í, we can write

“C
m

=
‰
C

Am

⁄ · d⁄ (1.40)

which identifies the geometric phase as a contour integral of the Berry connection
along a closed curve in ⁄-space. Note that we could drop the dependence on · , as
the quantity only depends on the curve itself, not on its precise parametrization.

1.4.2. Berry Curvatures and Invariants in the Brillouin Zone

Bearing in mind the definition of a Berry Connection, and Eq. (1.40), this is the
point where we will specialize the discussion to systems of Bloch electrons. For
that, we replace ⁄ æ k and H(⁄) æ H(k) and restrict the discussion to two- or
three-dimensional k-spaces. Then, we define the Berry connection for a band s as

As(k)= i È›s

k | Òk›s

kÍ , (1.41)
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which is a vector field in k-space with the same dimensionality. Therefore, by con-
sidering our parameter space as two-dimensional (three-dimensional) we can use
Green’s Theorem (Stokes’ Theorem) to re-write Eq. (1.40) as a surface integral that
defines a new gauge-invariant scalar (vector) field, the Berry Curvature. Respec-
tively, we have

“C
s

=
¨

int(C)
d(2)

k �sk with �sk =ˆkxAs

y
(k) ≠ ˆkyAs

x
(k) (1.42)

for a two-dimensional system, and

“C
s

=
¨

SC

�sk · dS with �sk =Òk ◊ As(k) (1.43)

in the three-dimensional case, where SC is any surface with a boundary supported in
C. In both cases, once the Berry curvature field is defined in the entirety of the fBz,
we can compute the Berry phase over any closed curve in k-space just by evaluating
the flux of curvature through its inside. In the remainder of this section, we will
restrict the discussion to the two-dimensional case, leaving the other as the basis for
the next section.
Now that we have defined the Berry curvature as a scalar field in a 2D Brillouin zone,
we set out to prove that its integral over the entire fBz is a topological invariant.
For that, we begin by remarking that a Bloch state [Eq. (1.2)] can be written as,

|Âs

kÍ=
ÿ

RœL
eik·R |›s

kÍ ¢ |RÍ , (1.44)

where L is the real-space lattice and k œ fBz. Since the full tight-binding Hamilto-
nian is invariant under lattice translations, one requires that

---Âs

k
f

and
---Âs

k+K
f

are
the same quantum state, for any vector K of the dual lattice Lú. As usual, this
equivalence must be seen as modulo a global phase-factor and, in particular, we can
write that

---Âs

k+K
f

= eiËs(k)
---Âs

k
f

…
---›s

k+K
f

= eiËs(k)
---›s

k
f

. (1.45)

At first sight, it may seem that the phase-factor can always be “gauged-away” upon
a suitable choice of global phases for each |›kÍ. However, this is not always feasible
by a gauge transformation that is regular across the entire fBz 12. So, bearing this
in mind, we can imagine that, instead of integrating �s(k) over the fBz, we use the
fact that¨

fBz
d(2)

k �sk =
‰

X
As(k) · dk (1.46)

and integrate the Berry connection around the path X which follows the border of
the fBz in a clockwise sense. The fBz of a 2D Bravais lattice is always a polyhedron
12This is what one refers to as being a topological obstruction.
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such that for each side there is an opposite side whose ks are obtained from the first
by a dual lattice translation. Hence, we can write the integral in Eq. (1.46) as a sum
over all non-equivalent sides of the fBz, i.e.,

‰
X

As(k) · dl =
ˆ 1

0
As(xb1) dx +

ˆ 1

0
As(b1 + xb2) dx (1.47)

≠
ˆ 1

0
As(xb1 + b2) dx ≠

ˆ 1

0
As(xb2) dx,

where we have already included the sense of motion in the signs of the integrals.
Now, we can use the definition of the Berry connection to relate the two terms,
namely

As(k + Kside) = i
e
›s

k+Kside
| Òk›s

k+Kside

f
= As(k) ≠ ÒkËs(k)

which yields,¨
fBz

d(2)
k �sk =

‰
X

As(k) · dl =
‰

X
[ÒkËs(k)] · dl (1.48)

or, in direct terms, the integral of the Berry curvature in a 2D fBz is equivalent
to the contour integral of a gradient field around its border [52]. This has sticking
implications because, if Ës(k) were an arbitrary single-valued function defined in X ,
the integral of Eq. (1.48) would have to be zero. However, since Ës(k) is actually a
phase-angle 13, as one goes around the closed loop there is a possibility of returning
to same state but with a dephasing of 2fins, where ns œZ. Therefore, we conclude
that ¨

fBz
d(2)

k �sk = 2fins, (1.49)

meaning that the integral of the Berry curvature is a quantized number for each
band. This number cannot change its value upon deformations of the Bloch Hamil-
tonian unless our adiabatic theory breaks down, namely, if two bands cross at some
point of the fBz (i.e., a “diabolical point” [15]) entailing a topological phase transi-
tion. Otherwise, the integer ns in Eq. (1.49) defines a topological invariant called the
(first) Chern Number. Before proceeding further, we remark two important prop-
erties of the Berry curvature which can guarantee the topological triviality in the
presence of certain symmetries. First of all, it can be easily shown that if PT is a
symmetry of the Hamiltonian, we have

�sk = ≠�sk (in 2D) or �sk = ≠�sk (in 3D), (1.50)

which immediately renders the Berry curvature, and the Chern number of any band,
identically zero. This hints that solid-state systems with non-trivial topology will
13At this point, we recap our earlier comment regarding the possibility of gauging-away the k-

dependent phase factor.
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generally require to have a broken time-reversal symmetry or be noncentrosymmet-
ric. Secondly, it is also important to state that the Berry curvature scalar 14 may be
written in terms of the eigenstates of the Bloch Hamiltonian, thus taking the form

�sk = i
ÿ

sÕ ”=s

e
›s

k

---ˆkxH(k)
---›sÕ

k

fe
›sÕ

k

---ˆkyH(k)
---›s

k

f
≠

e
›s

k

---ˆkyH(k)
---›sÕ

k

fe
›sÕ

k

---ˆkxH(k)
---›s

k

f

(Ásk ≠ ÁsÕk)2 . (1.51)

As pointed out by Thouless et al. [74], the fBz-integral of Eq. (1.51) is proportional
to the Kubo formula [78] for the antisymmetric (Hall) component of the conductivity
tensor in a clean 2D crystal,

‡H = e2

4fih

¨
fBz

d(2)
k

ÿ

s

�sk = e2

4fi~

ÿ

s

ns (1.52)

Thus, a nonzero Chern number is what guarantees the existence of a quantized Hall
e�ect. In the theory of the integer Quantum Hall E�ect with external magnetic
fields, this topological integer is historically called the TKNN Invariant [74] (the
Chern number associated to magnetic Bloch bands).

1.4.3. Dynamics of Bloch Electrons in 3D Topological Bands

The existence of Berry curvature in a two-dimensional band structure can lead to
quantized topological invariants that find their most important consequences in the
quantized Hall conductivity of 2D electron gases and the existence of robust chiral
edge states. In 3D, one can perform analogous reasonings which historically took us
far onto the physics of 3D topological insulators (TIs), both in their classification by
Z2 topological invariants [79–84], as well as in generalizing the bulk-boundary corre-
spondence to these three-dimensions [85]. Likewise, even in gapless 3D systems one
can define a topological invariant (dubbed topological charge) which is related to the
flux of the Berry curvature field across a closed surface in the fBz. Excellent reviews
on the subject are available from Hasan and Kane [86], and Qi and Zhang [87], but
the content lies mostly outside the scope of this work. However, long before the
advent of topological insulators, it was known that the existence of a non-zero Berry
curvature field in three-dimensions 15 would have observable consequences on the
semiclassical dynamics of Bloch states under external electromagnetic fields. Even
though the so-called anomalous velocity e�ects in the dynamics of solid-state elec-
trons were known before long (e.g., see Refs. [88–90]), the modern interpretation
in terms of Berry curvature of the band structure was only described in a sequence
of papers from the early 1990’s until the early 2000’s [91–97]. Since this theory is
pivotal to understand the outstanding transport phenomenology present in topo-
logical semimetals, we will present here a brief overview of these concepts. For a
comprehensive review, we refer the reader to Xiao et al. [98].
14An analogous expression exists for the vector case.
15Which generically happens whenever PT -symmetry is absent.
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For external electromagnetic fields (E(r, t) and B(r, t)) that vary slowly compared to
all microscopic space and time scales, the evolution of wide wave-packets of Bloch
states in a given band can be studied via the equations of motion for its central
momentum, k(t), and position, r(t). This yields a semi-classical description of the
quantum dynamics of a wave-packet in a six-dimensional phase-space (k, r) whose
Hamilton’s equations read, 16

ṙs = 1
~

ÒkÁsk ≠ 1
~

(B ·Òk) msk + �sk◊k̇s (1.53a)

k̇s = ≠ e

~
E + e

~
B ◊ ṙs, (1.53b)

where ˙ stands for a time-derivative, Ásk (�sk) is the dispersion relation (Berry
curvature) of the band s, and msk is the intrinsic magnetic moment of a Bloch
state in the band s. It is usual to define the group velocity of such a wave-packet as

vsk = 1
~

ÒkÁsk ≠ 1
~

(B · Òk) msk, (1.54)

which includes a magnetic correction to the band-structure dispersion. Rather than
taking Eqs. (1.53a)-(1.53b) in their present form, it is useful to cast them in the
alternative form 17,

ṙs = 1
�sk

5
vsk ≠ e

~
E ◊ �sk + e

~
(�sk · vsk) B

6
(1.55a)

k̇s = 1
�sk

C

≠ e

~
E + e

~
B ◊vsk + e2

~2 (E · B) �sk

D

, (1.55b)

where �sk = 1 + e

~
(�sk · B). Note that in Eqs. (1.55a)-(1.55b) there are several

terms which would vanish for topologically trivial bands. Namely, the E · B and
E ◊ � terms, as well as the magnetic contribution to the velocity [Eq. (1.54)] would
all be absent without Berry curvature. In addition, non-trivial band topology also
leads to the denominators �sk, in the semiclassical equations. As was shown by
Xiao et al. [96], these represent a change in the semi-classical phase-space invariant
measure which also implies a breakdown of Liouville’s Theorem [96, 99, 100]. In
particular, this means that for a phase-space density f s

r,k(t) that evolves according
to a Boltzmann Equation, the charge carrier and current densities are calculated as,

fl(r, t)=≠e

ˆ
d(3)

k

8fi3

ÿ

s

rs�skf s

r,k(t) (1.56a)

J(r, t)=≠e

ˆ
d(3)

k

8fi3

ÿ

s

ṙs�skf s

r,k(t), (1.56b)

16For shortness, we will suppress the time- and space-dependence of the electromagnetic field in
our equations.

17This form can be derived straightforwardly by iterating Eqs. (1.53a)-(1.53b) and using the triple-
product identity, (a◊b)◊c = (a·c)b ≠ (b·c)a.
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which identifies ps(r, k, t) = �skf s

r,k(t)/8fi3 as the proper probability density in k-
space. Equations (1.53a)-(1.56b) form the foundation of the semi-classical transport
theory that will be used to derive some of the most relevant phenomenology associ-
ated to topological semimetals in Sec. 1.7. At the moment, we suspend this discus-
sion and switch gears to discuss the more pressing subject of topological phases of
matter.

1.4.4. Two-Dimensional Topological Phases

The simplest single-electron model having a non-trivial topology is the so-called
Haldane model [75], which intrinsically breaks time-reversal symmetry. This is a
two-band tight-binding model in the honeycomb lattice that has nearest-neighbor
(NN) hoppings of strength t > 0, and a purely imaginary next-nearest-neighbor
(NNN) hopping of the form ±itÕ 18. This lattice model is depicted in Fig. 1.2 a,
together with the unit cell and the primitive vectors of the triangular Bravais lattice,

a1 =a

A
3
2x +

Ô
3

2 y

B

and a2 =a

A
3
2x ≠

Ô
3

2 y

B

, (1.57)

with a being the NN distance. The corresponding Bloch Hamiltonian can be written
directly as

HH(k) = t

A
trfk ≠gk
≠gú

k ≠trfk

B

, (1.58)

where tr = tÕ/t and the functions fk and gk are defined as

gk =i
1
1 + e≠ik·a2 + e≠ik·a1

2
(1.59a)

fk = sin (k · a1)≠sin (k · a2)≠sin (k · (a1 ≠ a2)) . (1.59b)

The Hamiltonian of Eq. (1.58) yields the dispersion relation, Á±k= ±t
Ò

t2
r
f 2

k + |gk|2
which correspond to the following Bloch eigenstates,

---‰±
k

f
= 1

Ú
2t2

r
f 2

k + 2 |gk|2 ± 2trfk
Ò

t2
r
f 2

k + |gk|2

C
trfk ±

Ò
t2
r
f 2

k + |gk|2
≠gú

k

D

. (1.60)

The band structure of the model is represented in Fig. 1.2 b, along a path in k-
space that goes through all the high-symmetry points of the fBz. From the Bloch
eigenstates, we can compute the Berry curvature which is shown in Fig. 1.2 c across
the entire fBz. These results demonstrate two important points: (i) both bands
are topologically non-trivial with a Chern number n±= ±sign tr, and (ii) for small
enough tr, most of the curvature is concentrated around the K and K Õ points, where
the spectral gap is the narrowest. In fact, if we derived a low-energy continuum
theory for this system (by expanding around the point K or K Õ), the result would
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Figure 1.2.: (a) Haldane model in the real-space honeycomb lattice. (b) Band
structure of the model, represented along the path indicated as an inset. The
di�erent curves correspond to di�erent values of tr = tÕ/t. (c) Contour-plots of
the Berry curvature scalar for the valence band (left panels) and conduction band
(right panels), in the first Brillouin zone for two values of tr.

be a 2D Dirac Hamiltonian with mass-terms that have opposite signs in each valley
[101]. The two bands are then said to be inverted in the Haldane model.

This model is important because it exemplifies the simplest non-trivial topologi-
cal insulating phase — a 2D Quantum Hall Insulator (QHI) [102] — which was
first realized experimentally by Chang et al. in (Bi, Sb)2Te3 thin-films doped with
chromium [103] or vanadium [104]. If one assumes the model has the lower (up-
per) band occupied (empty) then this nontrivial topology gives rise to an anomalous
quantized Hall conductivity,

‡H = e2

h
n≠, (1.61)

which appears without an applied magnetic field 19. Associated to this bulk transport
property is the fact that any exposed surface in this system will support localized
in-gap edge states that propagate in a well-defined direction along that edge. Even
though we do not intend a further pursuit of this discussion, it is worth mentioning
that these edge-modes are a paradigmatic example of a bulk-edge correspondence,
which is a characteristic feature of topological systems that is also present in 3D
topological insulators and semimetals.
18Note that the original Haldane model, the NNN hopping is of the form tÕe±iÏ. For the sake of

simplicity, we consider only the case in which Ï=fi/2.
19The topological interpretation of the normal QHE is very similar to this, but the band structure

may be considered as generated by magnetic lattice translations.
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Figure 1.3.: (a) Haldane model with broken inversion symmetry. (b) Chern num-
ber of the valence band as a function of tr for mr = 0.4. Three topologically
distinct phases can be observed. (c) Band structure of the model, represented
along the path indicated as an inset. The di�erent curves correspond to di�erent
values of tr = tÕ/t, for mr = 0.4. (d) Contour-plots of the Berry curvature scalar in
the first Brillouin zone for the valence band, before and after the transition from
the trivial insulating phase to the QHI with negative Chern number.

Topological Phase Transitions: The Haldane model of Eq. (1.58) already features
a topological phase transition; When tr changes sign the spectral gap is closed so
that the two bands are allowed to exchange their Chern numbers. In fact, with
minor changes to the model, it is possible to obtain a richer phase-diagram that
includes both trivial and non-trivial topological phases. Looking at HH(k), it is
obvious that the Hamiltonian is akin to that of graphene but including a ‡z-mass
term that depends on k. Because it changes sign when k æ ≠k, this mass is not
a trivial mass and, therefore, we are free to include a further normal Dirac mass,
m‡z, turning the Bloch Hamiltonian into

HH2(k) = t

A
trfk + mr ≠gk

≠gú
k ≠trfk ≠ mr

B

, (1.62)

where mr = m/t. In the lattice model, this change can be realized by adding
symmetric on-site energies (±m) to each sublattice, as shown in Fig. 1.3 a, which
immediately breaks the system’s inversion center. In Fig. 1.3 b, we show the lower
band’s Chern number calculated, for mr = 0.4, as a function of the relative hopping
tr. From there, we see that the model can now realize three distinct insulating
phases: a trivial insulator for tr close to 0, flanked by two QHI phases of opposite
Chern numbers. By looking at the band structure [Fig. 1.3 c], one realizes that each
transition is accompanied by a gap closing at either K or K Õ, thus allowing the
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Chern number in each band to jump by ±1. In contrast, the presence of inversion
symmetry, requires both gaps to close simultaneously and, therefore, only variations
of ±2 in the Chern number are allowed. The changes in the Berry curvature field are
also shown in Fig. 1.3 d, before and after a transition point, confirming the previous
interpretation.
Quantum Spin Hall Insulating Phases: Interestingly, note that there are no topo-
logical phases of the Haldane model if tr = 0. This is surprising, as we have previ-
ously stated that a non-zero Berry curvature can arise when either time-reversal or
inversion symmetry are absent. It turns out that solely breaking inversion symme-
try in the model of Eq. (1.62) is not enough to do this. The dilemma was finally
solved by introducing another class of 2D topological systems, the Quantum Spin
Hall Insulator (QSHI), first predicted by Kane and Mele [82, 105–107] and which
only admit a two-fold Z2≠classification (odd or even parity). Note that, unlike the
Haldane models, these time-reversal invariant 2D topological phases require one to
devise a four-band minimal model that can be seen as two time-reversed copies of
the Haldane model (with spin-1/2) which are coupled by a NN spin-orbit term.

1.5. Topological Insulators and Semimetals

In Sect. 1.4, we have reviewed the nontrivial topology that can emerge in the band
structure of Bloch electrons provided PT -symmetry is not present. For simplicity,
we limited the discussion to 2D systems where we found two classes of topologically
non-trivial phases: the QHI, which admits a Z-fold classification, and the QSHI,
with a Z2-classification. Every time there is a transition between these topological
phases, a gap must be closed somewhere in the band structure, thus giving rise
to a gapless electronic phase 20. In this section, we move on our discussion to the
subject of Three-Dimensional Topological Insulators (TIs), a di�erent class of gapped
topological phases that can be realized in (even PT -symmetric) 3D systems and
are characterized by a set of 4 Z2 topological indices only changeable by closing
spectral gaps. The bulk of this thesis will be concerned with the physics of these
transitional 3D gapless phases, so that a full and comprehensive discussion on TIs
left to one of many excellent published reviews, e.g., Hasan and Kane [86], Hasan
and Moore [108], Qi and Zhang [109] and Ando [110]. Instead, here we will provide
some context through a paradigmatic example — the Fu-Kane-Mele model [80] —
which realizes four di�erent time-reversal invariant 3D topological gapped phases.
A slight deformation of this model [111, 112] will serve as the cornerstone for our
discussion of topological semimetals.

1.5.1. The Fu-Kane-Mele Model and 3D Topological Phases

The Fu-Kane-Mele model is a PT -symmetric tight-binding model of independent
spinful electrons in a 3D diamond lattice. The structure is represented in Fig. 1.4,
20Graphene can be seen as the transitional state between the di�erent QHI phases of the cen-

trosymmetric Haldane model.
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Figure 1.4.: Structure of the Fu-Kane-Mele tight-binding model. On the right, we
depict the structure of NN and NNN hoppings.

which consists of two interpenetrating face-centered cubic (fcc) lattices (A and B)
that have a relative displacement by the vector ”1, defined in Eq. (1.64a). The
primitive vectors that generate underlying Bravais lattice are

a1 =
3

a

2 ,
a

2 , 0
4

, a2 =
3

0,
a

2 ,
a

2

4
and a3 =

3
a

2 , 0,
a

2

4
(1.63)

with the hopping vectors to (from) each site in sublattice A (B) reading,

”1 =
3

≠a

4 , ≠a

4 , ≠a

4

4
, (1.64a)

”2 = ”1 + a1 =
3

a

4 ,
a

4 , ≠a

4

4
, (1.64b)

”3 = ”1 + a2 =
3

≠a

4 ,
a

4 ,
a

4

4
, (1.64c)

”4 = ”1 + a3 =
3

a

4 , ≠a

4 ,
a

4

4
. (1.64d)

The Hamiltonian of this model, HFKM, is a four-band model with spin-degenerate
bands, which has two parts:

1. A deformed NN hopping part, which reads

H1
FKM

= t
ÿ

R

A 4ÿ

i=1
�

†
R+”i

·�R + ”t

t
�

†
R+”1

·�R

B

, (1.65)

where R is summed over the A sublattice positions, t, ”t œ R are hopping pa-
rameters, and �

†
R =

1
c†

øR, c†
¿R

2
is a two-component fermion creation operator

(that accounts for electron spin).
2. A complex spin-orbit NNN hopping part, whose Hamiltonian is written as

H2
FKM

= ia2⁄SO

ÿ

R

6ÿ

i=1
gj

i

1
�

†
R+�i

· ‡j ·�R≠�
†
R≠”1+�i

· ‡j ·�R≠”1

2
(1.66)

where ⁄SO is the scale associated to the spin-orbit coupling energy, ‡ =
(‡x, ‡y, ‡z) is a vector of Pauli matrices acting on the spin components, and
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Figure 1.5.: (a) Band Structure of the Fu-Kane-Mele tight-binding model at the

transition point (”t=0). (b) Path in the fBz in which the bands are represented.
(c) Close-up of the X point, where the gap-closing occurs.

the coe�cients gi = (gx

i
, gy

i
, gz

i
) 21 will be defined later. For now, it important

to refer that �i are the NNN hopping vectors 22 defined as

�1 = a1 = ”2 ≠ ”1 , �4 = a2 ≠ a1 = ”3 ≠ ”2,

�2 = a2 = ”3 ≠ ”1 , �5 = a3 ≠ a2 = ”4 ≠ ”3, (1.67)
�3 = a3 = ”4 ≠ ”1 , �6 = a1 ≠ a3 = ”2 ≠ ”4,

which only connect points of the same sublattice. Finally, by using the
more convenient double-index notation, �i æ �kl = ”k ≠”l, the strength
of each NNN hopping can be analytically calculated through gj

i
æ gj

kl
=

8/a
2 (”l ◊ ”k)

j
, which yields

gj

1 =(≠1, 1, 0) , gj

4 =(≠1, 0, ≠1)
gj

2 =(0, ≠1, 1) , gj

5 =(≠1, ≠1, 0) (1.68)
gj

3 =(1, 0, ≠1) , gj

6 =(0, ≠1, ≠1) .

In Fig. (1.5), we show the band structure of the Fu-Kane-Mele Model along the
indicated path in the fBz, for ⁄SOC = t and di�erent values of the deformation
parameter ”t. First of all, we observe with no surprise that the FKM model has
spin-degenerate bands, which is a consequence of PT -symmetry [as discussed in
Sect. 1.3]. Interestingly, we also observe that there is a gap-closing transition when
”t changes sign which, according to the topological classification of Fu et al. [80],
corresponds to a phase transition from a weak TI phase (”t>0) to a strong TI phase
21Summation over j = x, y, z is also implicit in Eq. (1.66).
22We are only considering 6 of them, as the rest are obtained by inversion.
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(”t<0). Precisely at ”t=0, the system features three isotropic linear band-crossings
at the high-symmetry points X of the fBz. Like the transition points found in
the 2D Haldane model, these band-crossings at the Fermi level realize a fine-tuned
gapless electronic phase with Dirac points that, unlike the 2D case, involve doubly-
degenerate bands. Strictly speaking, the Fu-Kane-Mele model with ”t=0 realizes a
Three-dimensional Dirac Semimetal (DSM) with three inequivalent valleys, around
which, the low-energy quasiparticles behave as ultra-relativistic Dirac fermions in
(3+1)—dimensions. In the following analysis, we shall see that such a 3D DSM is
not a topologically protected phase (unlike the gapped phases of the same model)
but are stabilized by point-group symmetries, as shown in Refs. [113–116].

1.5.2. The Murakami-Kuga Model for a 3D Weyl Semimetal

The Fu-Kane-Mele model is only able to generate fine-tuned gapless phases, because
it is PT -symmetric. Inspired by our earlier study of the Haldane model, we now
present a slightly modified system where the center of symmetry is broken by a
staggered potential that has values ±m in each sublattice of the diamond struc-
ture 23. This tight-binding model, first proposed by Murakami and Kuga [112], was
based upon earlier ideas by Murakami [111] and provided the first example of a
topologically stable gapless phases in a three-dimensional lattice model. The full
Hamiltonian of this system reads,

HMK= t
ÿ

R

A 4ÿ

i=1
�

†
R+”i

·�R + ”t

t
�

†
R+”1

·�R + m

t
�

†
R · ‡z ·�R

B

+ (1.69)

+ i⁄SO

ÿ

R

6ÿ

i=1
gj

i

1
�

†
R+�i

· ‡j ·�R≠�
†
R≠”1+�i

· ‡j ·�R≠”1

2
,

which simply introduces one further control parameter with respect to the original
Fu-Kane-Mele model, that is the inversion-breaking m. In Fig. 1.6, we show the
band structure obtained for the Murakami-Kuga model, upon the deformation of
a strong Fu-Kane-Mele TI phase by ever stronger values of m. From the plots,
two things are clear: (i) the valence and conduction bands are no longer two-fold
degenerate, and (ii) the topological gap gets displaced away from the the X points
in the fBz. In spite of this more complex band-structure, the Murakami-Kuga term
does not seem to change any qualitative feature of the model, i.e., one still has a
robust TI phase in this case.
Having analyzed the model deep in a TI phase, we now set out to analyze the
e�ects of the staggered potential close to a transition point between di�erent gapped
phases. Just like in the Fu-Kane-Mele model, we find that a gap-closing transition
also occurs in this system but the gaps now close at six points of the fBz that
are located slightly o�set from the X points. However, unlike the centrossymetric
23In truth, now the lattice structure became zincblende.
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Figure 1.6.: (a) Band structure of the Murakami-Kuga model in the strong TI
phase, i.e ”t = 0.2t, as a function of the inversion symmetry breaking parameter
m. The path in the fBz is the same represented in Fig. 1.5 b. (b) Close-up of
the topological gap, which seems to be displaced along the kz-direction with an
increasing m.

Fu-Kane-Mele model, the spectral gap can be shown to remain closed for a sizable
range of parameters ”t [112]. As ”t is increased, the topological phase transition
in this model then proceeds through the following steps: (i) all o�set gaps are
closed forming a set of six four-fold degenerate Dirac points; (ii) each Dirac point is
then broken into two non-degenerate Weyl points that move away from each other,
encircling the corresponding X point 24; (iii) two Weyl points of opposite chirality
(originated from di�erent gap closing points) meet and mutually annihilate in order
to re-open the spectral gap. This intermediate stage of wandering Weyl nodes,
schematically shown in Fig. 1.7 c, places the system in a stable gapless electronic
phase which features 12 Weyl nodes in the band structure. Contrary to the four-fold
band-crossings of the Fu-Kane-Mele model, next we will see that these simple band-
crossings are protected by a topological charge and are an example of a (topological)
Weyl semimetal. Finally, we remark that the band structure presented in Figs. 1.7 a
and b confirm the wandering Weyl nodes’ scenario for this transitional phase.

1.6. The Theory Three-Dimensional Band Crossings

The transitional gapless state of the Murakami-Kuga model provided us with a
concrete example of a three-dimensional Weyl semimetal (WSM). Even though this
may seem like a very exotic situation, it has been known from the early days of
solid-state physics that electronic band structures often cross in crystals [117] and,
provided the Fermi level can be tuned to such a point, this opens up the possibility
of realizing gapless semi-metallic phases. In 3D crystals, these band-crossings may
24According to Ref. [112] the trajectory traces an almost perfect circle within the fBz’s side, around

the X point.
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Figure 1.7.: (a) Band structure of the Murakami-Kuga model in the transition
stage between a strong and a weak TI phase, for m = 0.3 as a function of the
parameter ”t. The path in the fBz is the same represented in Fig. 1.5 b. (b) Close-
up of the gap-closing points. (c) Scheme of the two pairs of Weyl nodes wandering
around a high-symmetry X point.

happen at isolated points, lines or surfaces in the fBz (see Lv et al. [118] for a com-
prehensive review). Here, we will only be concerned with systems having point-like
band-crossings, that we shall refer to as three-dimensional topological semimetals.
Even this restricted class of band-crossings can host a wide variety of qualitatively
di�erent emergent quasiparticles. However, one must be aware that not all band
crossing are realizable in practice. From general quantum mechanics, we know that
level crossings are usually avoided by strong hybridization, if there are no selection
rules preventing it. In crystals, a prime source of hybridization arises from spin-orbit
coupling (SOC) which is, strictly speaking, always present for moving electrons. A
prime example is 2D graphene, which has two Dirac cones that are known to be
gapped by SOC while having a very tiny induced spectral gap (≥ 1µeV) [119,120].
One of the most outstanding properties of three-dimensional topological semimet-
als is that they can actually be robust to SOC even in the absence of any spa-
tial symmetry. Two-fold degenerate linear band-crossings can be robust (and quite
generic) in the fBz of a system that has a broken time-reversal or inversion symme-
try. The transitional phase of the Murakami-Kuga model [112] and transition-metal
monoarsenides [121] are two examples of Weyl semimetals in this class. The physi-
cal properties of these systems are mostly determined by their low-energy emergent
quasiparticles which are Nv uncoupled flavors of independent fermions that obey a
general Hamiltonian of the form

H(q) = ~f0 (q) + ~
ÿ

i=x,y,z

‡ifi (q) (1.70)

where q is the momentum-space shift from the point where band-crossing is located.
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The coe�cients f0xyz are real-valued functions of q with the dimensions of an inverse-
time. As usual, we are only interested in the limit |q|¥0 which, assuming that the
band-crossing point is placed at zero energy, we can express generically as

H(q) ¥ ~q · Òf0 (q)|q=0 +~
ÿ

i=x,y,z

‡iq · Òfi (q)|q=0 . (1.71)

For future convenience, we shall call vi = Òfi (q)|q=0 the generalized velocities and
c = Òf0 (q)|q=0 the tilt vector of the node. The justification for these names will
shortly become evident, but for now, it is important to observe that this notation
turns the linear band-crossing Hamiltonian into the simplified form,

H(q) ¥ ~c·q +~
ÿ

i=x,y,z

‡ivi · q. (1.72)

If c = 0, Equation (1.72) describes emergent Weyl fermions that are entirely anal-
ogous to their namesake high-energy counterparts. In order to see this, we must
perform an invertible linear transformation, T, such that

T·vi = ±vF xi æ T ·

S

WU
ˆxfx ˆyfx ˆzfx

ˆxfy ˆyfy ˆzfy

ˆxfz ˆyfz ˆzfz

T

XV = ±

S

WU
vF 0 0
0 vF 0
0 0 vF

T

XV , (1.73)

where xi are the cartesian unit vectors, and vF is a positive constant. Note that
Eq. (1.73) defines T as the inverse Jacobian matrix (J ) of [fx (q) , fy (q) , fz (q)], up
to a factor of ±vF. The sign must be chosen in order to maintain orientation of the
basis upon transformation, i.e.,

T = vF sign (det [J ]) J ≠1 (1.74)

and therefore, we get to the transformed Hamiltonian,

H(q) ¥ ~vF sign (det [J ])
ÿ

i=x,y,z

‡iq · J ≠1
¸ ˚˙ ˝
(kx,ky ,kz)

· xi © ‰~vF‡ · k, (1.75)

where the chirality of the Weyl fermions (‰) is defined as sign (det [J ]) . It is impor-
tant to emphasize that the chirality is an intrinsic property of the original Hamil-
tonian [Eq. (1.72)], which can also be determined from the generalized velocities as
follows:

det [J ] =

-------

v1
x

v2
x

v3
x

v1
y

v2
y

v3
y

v1
z

v2
z

v3
z

-------
= vx · (vy ◊ vz) . (1.76)

Up until this point, we have disregarded the c·q term in the low-energy Hamiltonian.
Without this term, the low energy dispersion relation gives rise to a distorted Weyl
cone where each band has a monotonic dispersion along all q directions. In other
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Figure 1.8.: Depiction of the low-energy dispersion relation of a tilted Weyl point
in the plane kx ≠ kz. From left to right, we present the non tilted case (t = 0),
two tilted type-I Weyl points (t = 0.5z and 0.95z), and a type-II Weyl point
(t = 1.3z).

words, if EF =0, the Fermi surface is composed of a single point at q =0 (for each
valley). As first pointed out by Soluyanov et al. [122], when there a finite tilt vector
is present, |c| > 0, the Hamiltonian may not be mappable to a simple isotropic
Weyl cone, in which case it leads to a new kind of (Lorentz-invariance breaking)
quasiparticles. In order to see this, we reconsider the Hamiltonian of Eq. (1.72)
including the tilt term,

H(k) = ‰~vF

C
kz + t·k kx ≠ iky

kx + iky ≠kz + t·k

D

, (1.77)

where t = c/vF is the tilt-vector written in the transformed coordinates. The disper-
sion relation of this Hamiltonian can be obtained simply as Á±k = ~vF (t·k ± |k|) .
As shown in Fig. 1.8, the existence of a non-zero t has the e�ect of “tilting the Weyl
cone in energy” along the direction defined by the latter in k-space. To see what
is the e�ect of this tilt on the emergent Weyl fermions, it is useful to calculate the
corresponding band-velocity,

vsk = 1
~

ÒkÁnk = vF

A

t + s
k

|k|

B

, (1.78)

where s = ±1 labels the band. For an non tilted cone, the velocities might be
anisotropic in k-space, but will always have the symmetry vsk = ≠vs≠k. In the
presence of a tilt, this is no longer true and, in particular, states that are along
the axis defined by t will have a greater velocity for k · t > 0. If |t| < 1, the sign
of the corresponding velocities is still preserved within each band s and the model
is equivalent to Eq. (1.75). However, if |t| exceeds unity the situation gets hugely
modified with s = +1 (s = ≠1) having only right (left) moving Bloch states along
the t-axis. The later situation defines a type-II Weyl point 25, as opposed to the
hitherto discussed type-I, which happens for |t|<1. Both cases are shown in Fig. 1.8.
25Note that we do not use the term semimetal here. This is because, unlike in the case of a type-I

Weyl point, in this case the density of states is not zero at the Weyl point. Hence, it is not
strictly a semi-metallic phase.
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Holes

Electrons

Soft X-Ray ARPES

Figure 1.9.: Observation of the
Fermi surface associated to a
pair of type-II Weyl points
in LaAlGe. Pictures adapted
from Xu et al. [123].

The transitional case, where t is a unit vector,
was dubbed a type-III Weyl point [124].
Finally, it is also enlightening to look at these
two situations in terms of their Fermi surfaces at
low doping. Around a type-I Weyl point, if the
Fermi level lies slightly above (below) the band-
crossing a spherical Fermi surface of electron-
like (hole-like) quasiparticles will appear around
it. The e�ect of a small tilt or Fermi-velocity
anisotropy will be to o�-center and deform this
sphere. In stark contrast, even if a type-II Weyl
point lies at the Fermi level, the Fermi surface
is not point-like but instead consists of two ad-
jacent lobes made up of electron- and hole-like

excitations. The Fermi-surface of LaAlGe, an experimentally realized type-II Weyl
material, is shown in Fig. 1.9 as measured by Xu et al. [123] using soft X-ray ARPES.

1.6.1. Topology of Weyl Points

We have referred that two-fold degenerate band-crossings, or Weyl points, can be
present in the band-structure of a solid-state system even without being protected
by a space-group symmetry. This is due to the remarkable fact that these points
act as monopoles of the Berry curvature in k-space, to which a topological charge
can be associated, thus making them removable only through a mutual annihilation
process 26. For completeness, we will characterize the topology of a Weyl node by
calculating its Berry curvature field and intrinsic orbital magnetic moment. Without
loss of generality, we consider an isotropic Weyl point with a tilt-vector t = tz, whose
2◊2 Bloch Hamiltonian reads,

H(k) = ‰~vF

C
(t + 1) kz kx ≠ iky

kx + iky (t ≠ 1) kz

D

, (1.79)

‰ = ±1 being the chirality, and whose eigenstates, |›‰skÍ, can be written as 27

|›++kÍ = |›≠≠kÍ =
Ë

cos ◊k
2 , eiÏk sin ◊k

2

ÈT
(1.80a)

|›+≠kÍ = |›≠+kÍ =
Ë

≠ sin ◊k
2 , eiÏk cos ◊k

2

ÈT
, (1.80b)

with the spherical angles ◊k and Ïk defined as

◊k =arccos
S

U kzÒ
k2

x
+ k2

y
+ k2

z

T

V and tan Ïk = ky

kx

. (1.81)

26One such example is provided by the phase-transition of the Murakami-Kuga model observed in
Fig. 1.7.

27Note that the eigenstates do not depend in the Weyl cone’s tilt, at all.
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Using these exact Bloch states, we can easily obtain the 3D Berry connection and
curvature fields, as well as the intrinsic orbital magnetic moment near such a band-
crossing point. More precisely, we have

A‰sk = (ky, ≠kx, 0)
2 |k| (|k| + ‰skz) (1.82a)

�‰sk = Òk◊A‰sk = ‰s

2 |k|3
k (1.82b)

which clearly shows that the Weyl node is a monopole of the field �‰s(k) with
a topological charge ‰÷ 28. At the same time, since Weyl systems are never PT -
symmetric, we can also calculate the intrinsic magnetic moment associated to the
emergent Weyl fermions [94, 95]. This quantity is evaluated from the |›‰skÍ states
as well, through the following formula,

M‰s(k) = ≠‰ e ~ vF ⁄ [ÈÒk›‰sk| ◊ ([‡ ·k ≠ ‰s |k| I2◊2] |Òk›‰skÍ)] , (1.83)

which ends up yielding a very simple result,

M‰s(k) = ‰
evFk

|k|2
. (1.84)

Equation (1.84) indicates that a wave-packet built from Weyl quasiparticles is self-
rotating and, thus features an intrinsic magnetic moment (other than the electronic
spin!) which is locked to its crystal momentum. Its direction may be along or oppo-
site to the propagation direction, depending if the chirality of the node is positive or
negative, respectively. In the end, the results of Eqs. (1.82b) and (1.84) allow us to
conclude that Weyl points in the band-structure of a crystal are topologically pro-
tected, as one can think of them as being a sources (or sinks) of the Berry curvature
field or, equivalently, as hedgehog defects in the fBz. In addition, we can also write
down the semiclassical equations that govern the dynamics of a wave-packet built
from a superposition of emergent lattice Weyl fermions:

ṙ‰s = 1
�sk

C

vFs
k
|k| ≠ vF‰e (B · Òk) k

|k|2
≠ e‰s

~ |k|3
E◊ k + e‰s

~ |k|3
(k · vsk) B

D

(1.85a)

k̇‰s = 1
�sk

C

≠ e

~
E + s

vFe

|k| ~B ◊k + ‰se2

|k|3 ~2
(E · B) k + 2vF‰e

(B ◊ k) (B · k)
|k|4

D

, (1.85b)

where E (B) is the applied electric (magnetic) field, and �‰sk =1+~≠1|k|≠3e‰s (k · B)
is the topological correction to the phase-space volume 29. The e�ect of interaction
28To be precise, usually one speaks about the topological charge by looking at the conduction

band, i.e., ÷ = +1, thus defining the positive chirality as a positive charge.
29To simplify the Lorentz-term in Eq. (1.85b), we have used the fact that

(B · Òk) k
|k|2

= B/ |k|4 ≠ 2k (k · B) / |k|4 .
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between the magnetic field and the intrinsic magnetic moment of the Bloch wave-
packet is already included (e.g., see Knoll et al. [125]). Equations (1.85a) and (1.85b)
will be crucial to derive some important transport e�ects that arise from these
topological features of a single Weyl node. This discussion will be undertaken in
Sect. 1.7.

1.6.2. Alternative Stable Band-Crossings

Up to this point, our discussion have focused on point-like band crossings that: (i)
are linear and (ii) only involve only non-degenerate bands. These restrictions clearly
do not cover all possibilities so we leave here some further comments on alternative
cases of band-crossing points. First of all, even if only non-degenerate bands are
involved, one may ask why are linear band-crossings particularly important. The
reason is because they are generic, in the sense that any higher-order contact points
will require at least one of the first derivatives of the f -functions in Eq. (1.70) to be
exactly zero. This a fine-tuned situation that will not, in general, be independent
of microscopic details. However, as shown by Fang et al. [126], there are systems in
which higher-order band-crossing points (dubbed multi-Weyl points) are enforced by
the existence of discrete rotation axis as point-group symmetries; more precisely, a
four-fold (six-fold) rotation axis can stabilize a double-Weyl (triple-Weyl) point that
features a quadratic (cubic) dispersion in the plane perpendicular to that axis, whilst
maintaining a linear dispersion along it. In that case, the most general (untilted)
low-energy Hamiltonian reads [118]

HN(k) = ‰ ~

C
vÎkz v‹ (kx ≠ iky)N

v‹ (kx + iky)N ≠vÎkz

D

, (1.86)

where N = 1, 2, 3 labels the order of the Weyl point, ‰ = ±1 is the chirality, v‹/vÎ
are positive constants, and the rotation axis is assumed to lie along kz. For N =2, 3,
this Hamiltonian can be shown to yield a monopole of the Berry curvature field with
a topological charge 2‰ or 3‰, respectively.
Besides the existence of higher order band-touchings, one must also allow for the
possibility of degenerate bands that touch somewhere in the fBz. To the untrained
eye, this situation may seem even more unlikely than the aforementioned multi-
Weyl points but it can actually be quite generic. As shown in Sect. 1.3, the mere
presence of both time-reversal and inversion symmetries is enough to impose an
exact two-fold degeneracy on spin-1/2 electronic bands over the entire fBz. This
implies that a PT -symmetric band-touching point always amounts to a four-fold
degeneracy that realizes massless Dirac fermions, as opposed to Weyl fermions as
emergent quasiparticles. In this case, the Hamiltonian at low energies is the 4◊4
matrix,

HD(k) = ~vF

C
‡ · k O2◊2
O2◊2 ≠‡ · k

D

. (1.87)
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Equation (1.87) defines a band-crossing that may be seen as two superimposed and
uncoupled Weyl points of opposite chirality. Therefore, a Dirac point carries no
topological charge and is amenable to gap-opening homogeneous perturbations. Un-
like the single Weyl point, this is a chiral symmetric Hamiltonian that can be put
into an o�-diagonal form upon the unitary transformation to the so-called Dirac
representation of the –-matrices (see Appendix C for further details). Despite not
enjoying the same topological protection as isolated Weyl points, Dirac points can
be symmetry-enforced in systems that have nonsymmorphic space groups. More
precisely, one must ensure that the symmetry group (doubled by electron spin)
has a four-dimensional irreducible representation, such that a stable Dirac point
happens at high-symmetry points of the fBz. This scenario was first proposed by
Young et al. [114] and, since then, several stable Dirac semimetal phases have been
confirmed in materials such as Na3Bi [127,128], Cd3As2 [129–131], and black phos-
phorous [132] (multi-layered phospherene).
Here, we will focus solely on the physics of type-I Weyl semimetals (WSMs) and
Dirac semimetals (DSMs). These systems provide condensed matter realizations of
massless Weyl and Dirac fermions which are known to be possible in the current
framework of relativistic Quantum Field Theory. Nevertheless, as solid-state is
not bound to be symmetric with respect to the Poincaré group, there are many
alternative possibilities which have been classified by Bradlyn et al. [133]. For
example, stable three-fold, four-fold, six-fold and eight-fold degenerate band-crossing
points can be stabilized by axial point-group symmetries of the crystal. When these
happen close to the Fermi level, they lead to unconventional emergent massless
quasiparticles that behave as either spin-1/2, spin-1 or spin-3/2 fermions 30. As a
matter of fact, it was recently shown by Lv et al. [135], that these di�erent flavors
of quasiparticles can even be found within the band structure of the same material:
PdBiSe.

1.7. Observable Signatures of Topological Semimetals

We have shown that 3D Weyl semimetals are gapless phases that have a non-trivial
band topology which is made up of Berry curvature monopoles. In this section, we
will show that these topological properties actually lead to remarkable measurable
signatures that greatly enhance the experimental interest on these systems. First
of all, the nonzero Berry curvature interplays nontrivially with any external electro-
magnetic fields, which materializes into (i) an unexpected Landau spectrum caused
by strong uniform magnetic fields [136] and (ii) a set of unconventional magneto-
transport e�ects such as the Chiral Magnetic E�ect [136], a Negative Longitudinal
Magnetoresistance [21,22], and the Planar Hall E�ect. Most of these e�ects can be
30Interestingly, the latter (known as massless Rarita-Schwinger fermions) are related to a very

profound result on relativistic Quantum Field Theory: if there are massless Rarita-Schwinger
fermions, then that particle must be a gravitino [134]. Of course, in our context, Poincaré
group symmetry is absent altogether and, the result does not apply.
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traced back to the fact that WSMs e�ectively realize the celebrated chiral anomaly
of QED [23, 24]. Besides bulk e�ects, the topology of Weyl nodes is likewise re-
sponsible by boundary e�ects, which amount to the existence of surface Fermi arc
states [16–20] that connect pairs of Weyl points through the surface-projected fBz.
The rest of this chapter will be devoted to providing the reader with a helpful
overview of this important phenomenology.

1.7.1. Landau Quantization and the Chiral Anomaly

The nontrivial topology of the Fermi surface in a WSM finds its first characteristic
signature in the structure of energy levels that is generated by imposing a strong
uniform magnetic field B. In the presence of a perpendicular magnetic field, a 2D
quantum gas of charged particles has its continuous spectrum collapsed into a dis-
crete set of macroscopically degenerate Landau levels. Landau quantization in 3D
is slightly di�erent because the momentum parallel to B remains a good quantum
number (for any gauge choice), which generates an infinite set of macroscopically
degenerate Landau bands that disperse along that axis. Following Nielsen and Ni-
nomiya [136], we derive here the Landau bands of a single Weyl node of chirality ‰,
which is described by the minimally-coupled Hamiltonian,

HÕ
W

=≠i‰~vF‡ ·
3

Òr + i
e

~
A(r)

4
, (1.88)

where e is the elementary charge, c is the speed of light, and A(r) is a vector
potential such that Ò ◊ A = B. For concreteness, we assume that B = Bz is
oriented along the z direction 31 and express the vector potential in the Landau
gauge, A(x, y) = ≠Byx. This choice preserves the full translation invariance along
x and z, maintaining kx and kz as good quantum numbers of the problem. With
this in mind, we express an arbitrary eigenwavefunction of energy E as

�E,kx,kz(r) =
A

f1(y)
f2(y)

B

eikxx+ikzz, (1.89)

where f1(y)/f2(y) are undetermined functions of y, which are required to obey the
ODE

≠i‰~vF

5
i‡x

3
kx ≠ eB

~c
y

4
+ ‡yˆy + i‡zkz

6 A
f1(y)
f2(y)

B

= E

A
f1(y)
f2(y)

B

. (1.90)

This equation may be written in dimensionless form by measuring all distances in
units of the magnetic length, lm =

Ò
~/eB and energies in units of ~vF/lm. This

yields the dimensionless system
A

qz ≠ˆu + (qx ≠ u)
ˆu + (qx ≠ u) ≠qz

B

·
A

f1(u)
f2(u)

B

= ‰Á

A
f1(u)
f2(u)

B

, (1.91)

31This implies no loss of generality, as the free Weyl Hamiltonian is spherically symmetric.
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where Á=Elm/~vF, qx = lmkx, qz = lmkz and u=y/lm. At this point, it is important
to remark that

O†/O=± 1Ô
2

ˆu + 1Ô
2

(qx ≠ u) (1.92)

are creation/annihilation operators for the eigenstates of a one-dimensional quantum
harmonic oscillator (1DQHO) centered in u=qx. More precisely, by considering the
orthonormal set of wavefunctions (as functions of u œ R),

„qx
n

(u) = fi≠ 1

4

Ô
2nn!

Hn (u ≠ qx) exp
C

≠(u ≠ qx)2

2

D

, (1.93)

where Hn(x) is the nth Hermite polynomial, we can prove that

O†„qx
n

(u) =
Ô

n + 1„qx
n+1(u) (1.94a)

O „qx
n

(u) =
Ô

n„qx
n≠1(u) (1.94b)

and also that
Ë
O†, O

È
= O†O ≠ OO† = [ˆu, (qx ≠ u)] = 1. Using this definition, we

can re-write the eigenvalue problem of Eq. (1.91) as
A

qz

Ô
2OÔ

2O† ≠qz

B

·
A

f1(u)
f2(u)

B

= ‰Á

A
f1(u)
f2(u)

B

. (1.95)

Finally, because the system has particle-hole symmetry, one might as well study the
eigenstates of HÕ2

W
instead. Any eigenstate of HÕ2

W
is also an eigenstate of HÕ

W
, but

the eigenvalue problem [Eq. (1.95)] is recast as a simpler one:
A

q2
z

+ 2OO† 0
0 q2

z
+ 2O†O

B

·
A

f1(u)
f2(u)

B

= Á2
A

f1(u)
f2(u)

B

. (1.96)

Since O†O is a number operator and OO† = 1 + O†O, we conclude that

Á=±
Ò

2n1 + q2
z

æ f1(u) = „qx
n1

(u) (1.97a)

Á=±
Ò

2n2 + 2 + q2
z

æ f2(u) = „qx
n2

(u), (1.97b)

which requires that n = n2 = n1 + 1 > 0, for the sake of consistency. For each value
of n=1, 2, · · · , we have

f1(u) = An„qx
n≠1(u) and f2(u) = Bn„qx

n
(u) for Á > 0 (1.98a)

f1(u) = A≠n„qx
n≠1(u) and f2(u) = B≠n„qx

n
(u) for Á < 0 (1.98b)

where the coe�cients An/Bn are required to verify the following relation

Bn

An

= sign(n)
Q

a‰

Û

1+
3

qz

2n

42
≠ qz

2n

R

b © �qz
n

, (1.99)
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Figure 1.10.: (a) Dispersion of the lowest Landau bands for a single Weyl node of
positive (left) and negative (right) chirality. (b) Representation of the normalized
density of states in the presence of a magnetic field.

in order to guarantee that (f1(u), f2(u))T is a solution of Eq. (1.95). In conclusion,
the eigenvalues of the Weyl node in the presence of a magnetic field B = Bz are

En(kz) = sign(n)vF

Ò
2 ~ e B n+ ~2k2

z
, with n = · · · , ≠2, ≠1, 1, 2, · · · , (1.100)

with the corresponding eigenstates

�n,kx,kz(x, y, z) = N
Q

a „lmkx
n≠1

1
y

lm

2

�lmkz
n

„lmkx
n

1
y

lm

2

R

b eikxx+ikzz, (1.101)

where N is an irrelevant normalization constant. The spectrum of Eq. (1.100) does
not depend on chirality at all, meaning that WSMs containing two opposite chiral-
ity nodes will simply double the degeneracy of these dispersing Landau levels. In
addition, we see that the dispersion along kz is Dirac-like, with a field-dependent
mass-gap that is given by 2vF

Ô
2e~Bn.

Chiral Zero-Energy Landau Modes: As first shown by Nielsen and Ninomiya
[136], the previous procedure fails to capture some eigenstates of the problem which
depend on chirality. These states are 3D analogues to the well-known nodal Landau
levels of graphene [137–139]. More precisely, we can return back to Eq. (1.95), and
cast it into the form

Y
]

[

Ô
2Of2(u) ≠ (qz ≠ ‰Á) f1(u) = 0Ô
2O†f1(u) ≠ (qz + ‰Á) f2(u) = 0

. (1.102)

For a generic Á, this is a coupled system that must be solved as before, i.e., by
squaring it and then use the algebraic solution of the 1DQHO. However, there is a
special case in which Á = ±qz, for which the equations may decouple. In fact, if we
assume a positive chirality (‰ = +1) for the Weyl node, we can have Á = qz which
yields
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Of2(u) = 0 æ f2(u) = „qx
0 (u), with f1(u) = 0, (1.103)

which is a square normalizable solution. Instead, if Á = ≠qz is chosen, this yields
O†f1(u) = 0, (1.104)

which has no physically acceptable solution. Clearly, the situation would appear
reversed for ‰ = ≠1 and thus, we conclude that inside the mass-gap of normal
dispersing Landau bands, there is additional (n=0) magnetic state whose dispersion
with kz depends explicitly on the topological charge of the Weyl node, i.e.,

E0 (kz) = ‰~vFkz. (1.105)

Note that this state is very special for it has a definite handedness! More clearly, if
‰ = 1 (‰ = ≠1) all positive energy states move in the positive (negative) direction
of kz. The sense of propagation along the z direction is then determined by the
topological charge of the Weyl node. In addition, if one looks at the wavefunctions,
it becomes clear that all states in this Landau band are polarized, with only one of
the spinor components being non-zero.
Picking up on all previous results, we conclude that a Weyl node of chirality ‰, in
the presence of an uniform magnetic field B, acquires a spectrum with an infinite
number of Landau bands that disperse along the field axis as follows,

En(k) =

Y
]

[
sign(n)vF

Ò
2 ~ e B |n|+ ~2

B2 (B · k)2 n ”= 0
‰~vF

B
(B · k) n = 0

. (1.106)

These bands are represented in Fig. 1.10 a. The density of states (DoS) associated
to these Landau bands can also be calculated and is obviously E æ ≠E symmetric.
Therefore, we may focus solely on the positive energy branch, which can be obtained
as follows

flLL(E > 0) =
ˆ

dk

2fi
”(E≠‰~vFk) +

Œÿ

n=1

ˆ
dk

2fi
”

Q

aE≠~vF

Û
2 e B n

~ c
+k2

R

b ,

(1.107)
where the integral is over the momentum parallel to the magnetic field. These
integrals can be done analytically, yielding

flLL (E) = 1
hvF

Q

a1 +
Œÿ

n=1

�
1
Á ≠

Ô
2n

2
+ �

1
Á +

Ô
2n

2

Ò
1 ≠ 2n

Á2

R

b , (1.108)

where Á = lmE/~vF and �(x) is the Heaviside function. The DoS of Eq. (1.108) is
represented in Fig. 1.10 b, where we see two distinctive features that are characteris-
tic of a WSM (or a DSM) in the regime of well-defined Landau levels: (i) There is a
symmetric plateau in the DoS that arises from the chiral n = 0 Landau level, and (ii)
there is a set of sharp peaks placed at energies E = ±vF

Ò
2 ~ e B n

c
, with n = 1, 2, · · · ,

that are one-dimensional van Hove singularities at edges of the non-chiral Landau
bands. These results will be useful to contextualize some results in Chapter 5.

49



CHAPTER 1 OVERVIEW OF TOPOLOGICAL MATTER

Chiral Transport and the Lowest Landau Levels: A second topological conse-
quence of the presence of a Weyl point near the Fermi energy is the Chiral Anomaly.
This e�ect is well-known in high-energy theory and corresponds to a spontaneously
broken chiral symmetry in Quantum Electrodynamics (QED) [23, 24]. In practice,
what this anomaly does in a condensed matter context is to allow a pumping of
emergent Weyl fermions from one Weyl node to a partner of opposite chirality, by
the action of collinear magnetic and electric fields. Depending on whether the two
fields are parallel or anti-parallel, the pumping of charge carrier can be done in one
or the opposite direction. To be more precise, we can assign a charge density fli to
each (slightly doped) Weyl node, which can be positive or negative depending on
weather the node is dominated by electron or hole excitations. Then, in the presence
of simultaneous electric and magnetic fields, one finds that,

dfli

dt
= ‰i

e2

4fi2~2 E · B, (1.109)

where ‰i defines the topological charge of the ith Weyl node in momentum space,
while E/B are external electric/magnetic fields. The global charge, q

i fli(t), is obvi-
ously conserved because the topological charges are precisely compensated (q

i ‰i =
0) in any lattice realization of a Weyl semimetal.

1.7.2. Transport Signatures of Weyl Physics

The peculiar Landau quantization that happens near a Weyl node in the presence
of external magnetic field e�ectively realizes the celebrated chiral anomaly found in
quantum electrodynamics by Adler [23], Bell and Jackiw [24]. In principle, the pe-
culiar magnetic quantized spectrum of a WSM will yield experimental consequences,
even though these may only become evident at very extreme conditions. As usual,
temperature must be very low so that the system has a sharp Fermi surface. In
addition to this, the number of occupied (unoccupied) Landau bands above (below)
the nodal energy must also be kept small, which guarantees that the spacing be-
tween the last occupied and first unoccupied Landau bands ”EB obeys ”EB ? |EF |.
Since the n ”= 0 Landau bands of an isolated Weyl node have the dispersion relation

En(k, B) = sign(n) vF

Û

2 ~ e B |n|+ ~2

B2 (B · k)2, (1.110)

we conclude that ”EB ¥vF
Ò
~ e B/2 |n| if n ∫ 1, which implies an external magnetic,

B ?
~

2e |n|

3
EF

~vF

42
(1.111)

in order for Landau quantization to be relevant. The Fermi velocity of known Dirac-
Weyl semimetals is of the order 105≠6m/s [140], while EF can realistically be placed
within the 10meV range (e.g., NbAs has a Fermi level placed 25meV below the
band-touching points [141]). This leads to a rough estimate of
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B & ~

2e

3
EF

~vF

42
¥30T. (1.112)

Therefore, one can assume that most magnetic response experiments are done in
the semiclassical regime, in which Landau quantization is irrelevant by definition.
In this regime, magneto-transport can be studied by linear-response theory of the
Bloch electrons a�ected by applied electric and magnetic fields, through the formal-
ism introduced in Sect. 1.4.3. From the works of Stephanov and Yin [142], Kim
et al. [143, 144], Son and Yamamoto [145], and Son and Spivak [21], it has been
established that signatures of the chiral anomaly will remain in the bulk magneto-
transport 32 independently of a precise Landau quantization. In fact, these chiral
anomaly e�ects can be seen from semiclassical transport calculations based on the
Boltzmann Equation (BE) with dynamics that properly include all Berry curvature
e�ects. In order to see how this comes about, we start from the semiclassical dynam-
ics equations [Eqs. (1.55a) and (1.55b)] in the presence of external electromagnetic
fields and a Berry curvature field:

ṙs = 1
�sk

5
vsk≠ e

~
E◊ �sk ≠ e

~
(�sk · vsk) B

6
(1.113a)

k̇s = 1
�sk

C

≠ e

~
E + e

~
B ◊vsk + e2

~2 (E · B) �sk

D

, (1.113b)

where s = ±1 labels the band, vsk is the wave-packet velocity (including the orbital
magnetic moment contribution), and �sk =1 + e

~
(�sk · B) is the invariant measure

of phase-space. Even though E and B are generic time- and position-dependent
fields, for shortness, we suppress this dependence in all upcoming equations. At
the same time, the mean density of particles in phase-space is given as nskr(t) =
�skfskr(t)/8fi3, in terms of the invariant measure and the probability density in
phase-space fskr(t). Following Stephanov and Yin [142], we can easily show that

Òr · (�skrṙs) = ≠ e

~
ˆtB · �sk (1.114a)

Òk ·
1
�skk̇s

2
= e2

~2 (E · B) (Òk · �sk) , (1.114b)

and, consequently,

ˆt�sk + Òr · (�skrṙs) + Òk ·
1
�skk̇s

2
= e2

~2 (E · B) (Òk · �sk) . (1.115)

32It is worth pointing out that quantum anomalies realized in Weyl semimetals yield a rich array of
consequences in other cross-transport e�ects, in the presence of simultaneous magnetic fields,
thermal gradients [146–148] and/or elastic strain [149–152], as well as in the linear optical
response [153–155]. For conciseness, we will not discuss those e�ects in this work.
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Equation (1.115) may be easily adapted to describe the dynamics of the mean density
of particles in phase-space through the replacement, �sk æ �skfskr (t). This way,
we arrive at

ˆt (�skfskr(t)) +Òr ·(�skrṙsfskr(t)) + Òk ·
1
�skk̇sfskr(t)

2
= (1.116)

f÷kr(t)
Ë
ˆt�sk + Òr · (�skrṙs) + Òk ·

1
�skk̇s

2È
+

�skr
Ë
ˆtfskr(t) + ṙs · Òrfskr(t) + k̇s · Òkfskr(t)

È

In the absence of scattering, the second term in Eq. (1.116) is the usual BE (in the
absence of collision integrals) which yields zero and, hence,

ˆtnskr(t) + Òr · (ṙsnskr(t)) + Òk ·
1
k̇snskr(t)

2
= (1.117)

e2

8fi3~2 (E · B) (Òk · �sk) fskr(t).

For this results, we have already used that Òk ·�sk =2fi‰s”(3) (k) for a single Weyl
node. At last, we can integrate Eq. (1.117) in k and sum over the bands, which leads
to

ˆtfl (r, t)+Òr ·J (r, t)=≠ e3

8fi3~2 (E · B)
ˆ

d(3)
k

ÿ

s

(Òk ·�ks) fskr(t). (1.118)

Usually, even in topological insulators, Òk · �sk = 0 and therefore the total charge
would be locally conserved. However, we have already seen that Weyl nodes work
as monopoles of the Berry curvature field in k-space. This means that Òk · �sk =
≠2fi‰s”(3)(k) and, consequently,

ˆtfl (r, t) + Òr · J (r, t) = ‰e3

4fi2~2 (E · B) [f+0r (t) ≠ f≠0r (t)] . (1.119)

This result is equivalent to the following modified continuity equation for the electric
charge around the Weyl node:

ˆtfl(r, t) + Òr · J(r, t) = EF

|EF |
‰e3

4fi2~2 (E · B) , (1.120)

where EF is the chemical potential. Unsurprisingly, the total charge for excitations
around an isolated Weyl node is not a conserved quantity if E · B ”= 0 since the
continuity equation features an anomalous source-term. In the following, we will
make use Eqs. 1.117-1.120 to derive the existence of a chiral magnetic e�ect (CME),
a negative longitudinal magnetoresistance (NLMR), and a planar quantum Hall e�ect
(PQHE) in Weyl systems.

Chiral Magnetic E�ect: The most outstanding e�ect of the chiral anomaly in
transport is, perhaps, the chiral magnetic e�ect (CME). As first shown by Vilenkin
[156], the chiral anomaly of QED allows Weyl fermions to have a dissipassionless

52



1.7 OBSERVABLE SIGNATURES OF TOPOLOGICAL SEMIMETALS

flow and without any driving electric field. More precisely, this current is driven by
a magnetic field B and takes the form,

JCME=≠ e2

4fi2~2 ‰EF B, (1.121)

where ‰ = ±1 is the chirality of the Weyl fermions, and EF the Fermi energy
measured with respect to the Weyl node. In a lattice WSM, there will always be
more than one Weyl node and, provided inter-node scattering is negligible, the total
CME current is simply,

JCME=≠ e2

4fi2~2

Nvÿ

i=1
‰iµiB, (1.122)

which sums up to zero, if µi = EF for all Weyl nodes. This implied the absence
of a CME in any equilibrium situation with a common chemical potential on all
Weyl nodes. Thereby, the inevitable presence of inter-node scattering would seem to
render this e�ect unobservable in any real system, as chiral unbalances would quickly
relax to equilibrium. Notwithstanding, there are two ways to go around this issue:
(i) to create a temporary non-equilibrium state by optical excitation in the THz-
range [155], controlled non-local transport in multi-terminal nano-devices [157],
or non-linear transport e�ects [158, 159], or (ii) to use the chiral anomaly itself
as “charge carrier pump” between nodes of opposite chirality [21, 136, 160]. As
we will see shortly, the latter leads to a negative correction on the steady-state
magnetoresistance, in the presence of a longitudinal magnetic field.
For completeness, we present here a semiclassical derivation of the CME, where we
closely follow the treatment of Stephanov and Yin [142], that employs the same BE
formalism used to obtain the charge continuity equation [Eq. (1.120)] including the
anomalous E · B source term. For this purpose, it is enough to use Eq. (1.55b) to
explicitly write the electrical current density (per unit volume),

J(r, t)=≠ e

8fi3

ˆ
d(3)

k
ÿ

s

�skṙsfsk,r(t) = ≠ e

8fi3

ˆ
d(3)

k
ÿ

s

vskfsk,r(t) (1.123)

+ e2

8fi3~
E◊
ˆ

d(3)
k

ÿ

s

�ksfsk,r(t) + e2

8fi3~

Cˆ
d(3)

k
ÿ

s

(�ks ·vsk) fsk,r(t)
D

B.

If all fields are homogeneous and the single-Weyl node is isotropic, with chirality ‰,
and is in equilibrium with a chemical potential µ, then

fk,r(t) © fFD(~vF |k|≠µ) = [1 + exp ([~vF |k|≠µ] /kBT )]≠1 (1.124)

which automatically renders the first two integrals in Eq. (1.123) zero by k æ ≠k

anti-symmetry. In contrast, the last integral is symmetric with �ks = ≠1/2‰sk/k3

and vsk = svFk/k + O(B) 33. Therefore, we arrive at
33Here, we are ignoring the (linear in B) contribution to the velocity due to the intrinsic orbital

angular momentum of the self-rotating Bloch wave-packets.
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Jeq =≠‰
e2

4fi2~2

Cˆ Œ

0
dx fFD(x≠µ)

D

B ¥ ≠‰
e2

4fi2~2 µB

¸ ˚˙ ˝
JCME

+ O [kBT ] (1.125)

where we have used that s2 =1. This result describes a steady-state dissipationless
current (J · E=0) that appears along the applied magnetic field.

Anomalous Magneto-Transport E�ects: Emergent fermions in WSMs can def-
initely drift along an applied magnetic field but, in practice, this can only hap-
pen in non-equilibrium situations with unbalanced chiralities. Such cases are often
short-lived transients which only allow a true CME to be observed at very short
time-scales. However, we have also referred that the chiral anomaly (caused by non-
orthogonal E and B fields) may be used to “pump” charge density between di�erent
Weyl nodes, which e�ectively leads to a dynamically-induced chiral unbalance that
activates the CME. In any real system, this pumping process is compensated by
inter-node scattering that attempts to restore equilibrium, thus allowing for a dy-
namical steady-state to be established. This is the physical mechanism behind the
two most well-known transport e�ects expected to arise due to the chiral anomaly
in Weyl semimetals: the negative longitudinal magnetoresistance (NLMR) and the
planar Hall e�ect (PHE).
Here, we will give a straightforward derivation [136] of the aforementioned e�ects
using a simple version of the semiclassical transport formalism introduced in the
beginning of this section [Eq. (1.120)]. Despite its simplicity, this derivation is able
to yield qualitatively correct results, as confirmed by the more rigorous derivations
presented, at di�erent levels of approximation 34, in the works of Son and and Ya-
mamoto [145], Son and Spivak [21], Spivak and Andreev [161], Aji [162], Kim et
al. [144], Burkov [163–165], and Nandy et al. [166], among others. For simplicity,
we assume the system to have a single pair of compensated bulk Weyl nodes, which
are connected by inter-node scattering processes which are treated within the relax-
ation time approximation (·) 35. The electronic system is then characterized by two
time-dependent charge densities, fl+(t) and fl≠(t), which are associated to chiralities
‰ = ±1 and, which we assume homogeneous in space. Both charge densities evolve
according to 36

d

dt
fl±(t) = ± e3

4fi2~2 (E · B) ≠ 1
·

(fl±(t) ≠ 1/2fleq) , (1.126)

where the second term accounts for inter-node scattering that interconverts chiral-
ities, and fleq is the global equilibrium density which features a common chemical
34Using semiclassical as well as full quantum transport calculations based on the Kubo formula.
35We assume that the intra-node scattering time is much shorter and, therefore, each node is in

an instantaneous equilibrium state with its own chemical potential.
36There is a small subtlety here. The term µ/ |µ| disappeared for two reasons: i) If µ > 0 then it

is simply +1 and ii) if µ < 0 it is ≠1 but the quasiparticles emerging around each node must
be seen as holes, instead of electrons.
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potential (µ) in both valleys. In a steady-state, the chiral anomalous source-term
precisely balances the scattering term, and the pair of coupled equations has the
non-trivial and chiral-asymmetric solution,

fl0
± = fleq

2

A

1 ± ·e3

2fi2~2fleq
(E · B)

B

. (1.127)

More conveniently, we can follow Fukushima et al. [167, 168] and define a chiral
charge density,

fl = fl0
+ ≠ fl0

≠ = ·e3

2fi2~2 (E · B) , (1.128)

which naturally gives rise to a non-zero chiral chemical potential, µ = µ+≠µ≠, which
measures the chemical potential di�erence between the two Weyl nodes. Following
the derivation of Fukushima et al. [167,168], this chiral chemical potential is related
to the chiral charge density as,

fl = ≠ eµ2µ

3fi2~3v3
F

S

U1 +
A

µ

µ

B2
T

V , (1.129)

in the limit of zero temperature (see also Ref. [168]). For weak applied fields but
significant natural doping (µ π µ), one can approximate µ ¥ ≠3fi2fl~3v3

F/eµ2, which
yields the following CME current:

JCME= ≠ e2

h2 µ B = 3e~v3
F

16fi2µ2 fl B = ÎµB (E · B) , (1.130)

where Îµ = 3·e4v3
F/ (32fi4

~µ2) is a parameter inversely proportional to the squared
chemical potential. Note that Eq. (1.130) yields a linear response equation in E,
which defining a bulk dc-conductivity conductivity tensor of the following form 37:

J ¥ �‡BE ∆ �‡B = Îµ

A
B2

x
BxBy

BxBy B2
y

B

. (1.131)

Obviously, ‡B does not describe the whole conductivity of the system as it com-
pletely neglects intra-valley processes. The latter give rise to a usual isotropic Drude
conductivity, ‡0, which we assume additive to the previous e�ect. Hence the total
linear dc-conductivity tensor, in the presence of a magnetic field B takes the form,

‡B =‡0 + �‡B =
A

‡0 + ÎµB2
x

ÎµBxBy

ÎµBxBy ‡0 + ÎµB2
y

B

. (1.132)

Equation (1.132) already describes two crossed e�ects that arise from the simulta-
neous application of electric and magnetic fields to a Weyl system. If B Î E, the
37With no loss of generality, we take E and B to lie in the plane x ≠ y.
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anomalous conductivity tensor is diagonal and isotropic, with the chiral anomaly-
driven particle pumping between di�erent nodes leading to a positive correction to
the magneto-conductivity that goes as B2. This is not the expected behavior for ordi-
nary 3D non-magnetic metals, in which a magnetic field generally leads to a positive
correction to the longitudinal resistance [e.g., see Sondheimer and Wilson [169] or
chapter 5 of Abrikosov’s book [170]]. Instead, if the electric and magnetic fields
have an angle “ between them, the positive magneto-conductivity is reduced by a
factor of cos2 “ and a new o�-diagonal contribution appears, which is proportional
to B2 sin 2“. This is the so-called planar Hall e�ect (PHE) [165,166] which (despite
its name) is not a true Hall e�ect, as it does not entail an antissymetric component
of the conductivity tensor. Rather, it describes an anisotropic magneto-resistance
e�ect which is driven by an imperfect (non-collinear) chiral anomaly e�ect. For
completeness, it is relevant to re-write the conductivity tensor of Eq. (1.132) as a
resistivity tensor, which reads,

fl(B, “) = fl‹

C
1 0
0 1

D

≠
1
flÎ≠fl‹

2 C
cos2 “ 2 sin 2“

2 sin 2“ cos2 “

D

, (1.133)

with fl‹ (flÎ) being the longitudinal resistivity for B ‹ E (B Î E). Note that
Eq. (1.133) is the usual way [118] of presenting the e�ect of NLMR and PHE in
experimental studies of transport in Weyl semimetals.
The presence of a negative magneto-resistance was initially thought of as an unam-
biguous experimental sign of emergent Weyl physics in a three-dimensional crystal.
However, this statement was soon questioned by more detailed studies, mainly due
to two main reasons. Firstly, it was quickly recognized that extrinsic e�ects (jet-
ting current e�ects [171]) can lead to “false positives” in the measurement of the
magneto-resistivity [157,172], which can appear to be positive even in normal met-
als. Secondly, a more detailed account of the semiclassical magnetic dynamics of
Bloch states unveiled a complex interplay between (i) the intrinsic magnetic mo-
ment of the Bloch states and the external magnetic field [125], and (ii) of intra- and
inter-node scattering processes [173]. In some circumstances, both e�ects are able
to turn ‡B negative even with a chiral anomaly in the system. It is worth remarking
that similar problems are known to plague the assessment of Weyl physics through
the PHE, as well.
In spite of its somewhat ambiguous theoretical foundation, a NLMR has been exper-
imentally observed in di�erent Weyl and Dirac semimetals, including TaAs [174],
NbAs, NbP [175], Cd3As2 [176], Na3Bi [177,178], Gd Pt Bi [178,179], ZrTe5 [160],
at a gap-closing phase transition in the 3D topological insulator, Bi1≠xSbx [143,180].
Even though not as well studied as the NLMR e�ect, the recent observation of a (pos-
sibly) chiral-anomaly-driven PHE was also reported in Weyl semimetals [181–183].

1.7.3. Fermi-Arc States: Dirac Strings in k– Space

The topological nature of a gapped electronic phase is best demonstrated at an
exposed boundary, where in-gap surface-localized states [184] (or edge-states [185]
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in two-dimensions) can propagate in a very robust way [86]. Even though these
states are confined to the surface, their existence depends crucially on the topological
properties of the bulk, which are characterized by robust and precisely quantized
invariants. This bulk-to-boundary correspondence of topological insulators is, in fact,
a more general result that translates into gapless topological phases (such as Weyl
semimetals) as well. In these systems, the surface states became known as Fermi
Arcs [16,18,19,186–189] and are analogous to the celebrated Dirac strings [190,191],
an inevitable consequence of modifying Maxwell’s equations to allow the existence
of magnetic monopoles.
Instead of moving right into general statements, we begin by analyzing the appear-
ance of surface states in the specific model of a simple cubic Weyl semimetal that
features only two Weyl points separated along the kz-axis. Thereby, our starting
point will be the Bloch Hamiltonian [192],

Hm(k)= t (2 ≠ cos kx ≠ cos ky ≠ cos kz) ‡z + t sin kx‡x + t sin ky‡y, (1.134)

which has zero-energy Weyl points located at k
ú = (0, 0, ±fi/2). In order to analyze

the states at a sharp boundary, we reconsider this model in a lattice that is semi-
infinite in the positive x-direction, whilst retaining full translation invariance in
both y- and z- directions (see Fig. 1.11a). The Hamiltonian can then be written as

HÕ
m

(ky, kz)=
Œÿ

x=0
�

†
x,kykz

·
1
fky‡y +gkykz‡z

2
· �x,kykz (1.135)

≠ t

2

Œÿ

x=0
�

†
x+1,kykz

· (‡z ≠i‡x) · �x,kykz

≠ t

2

Œÿ

x=0
�

†
x,kykz

· (‡z +i‡x) · �x+1,kykz ,

in a mixed k- and real-space representation, with fky = t sin ky, gkykz = t (2≠cos ky

≠cos kz), and �
†
x,kykz

=
Ë
a†

xkykz
, b†

xkykz

È
being a two-orbital fermionic creation opera-

tor. For point q=(ky, kz) in the surface first Brillouin zone (s-fBz), the Hamiltonian
of Eq. (1.135) e�ectively describes a semi-infinite 1D tight-binding model with two
bands and open boundary conditions at x = 0. Since we are looking for localized
eigenstates at the boundary, we solve the eigenvalue problem,

HÕ
m

(q)
---�E

q
f

= E
---�E

q
f

, (1.136)

E being the energy in units of t, through the ansatz,
---�E

q
f

=
Œÿ

x=0
�0e

≠Ÿx |q, xÍ , (1.137)

where �0 =
Ë
Âa

0 , Âb

0

È
T

is a complex bispinorial amplitude, and Ÿ is an inverse local-
ization length. With this ansatz, Eq. (1.136) breaks down into two coupled linear
equations,
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Figure 1.11.: (a) Cartoon representing a Fermi Arc state in propagating in the
exposed surface of a WSM slab. (b) Surface fBz of the semi-infinite WSM model
with a single boundary. The surface-projected Fermi sea is shown for three Fermi
energies, together with the points where Fermi arc surface states exists. (c) Pro-
jected Fermi sea for a thick WSM slab, having two uncoupled boundaries.

Y
]

[

Ë
fky‡y +gkykz‡z ≠ t

2 (‡z +i‡x) e≠Ÿ

È
·�0 = E �0 for x=0Ë

fky‡y +gkykz‡z ≠ t

2 (‡z ≠i‡x) eŸ ≠ t

2 (‡z +i‡x) e≠Ÿ

È
·�0 = E �0 for x>0

,

(1.138)

which, together, imply that

(‡z ≠i‡x) · �0 = 0 æ �0 =
A

Â0
≠iÂ0

B

, (1.139)

where Â0 is a complex number. Thereby, we can recast the first Eq. (1.138) simply
as

5
fky‡y +gkykz‡z ≠ t

2 (‡z +i‡x) e≠Ÿ

6
·

A
1

≠i

B

= E

A
1

≠i

B

, (1.140)

which boils down to two simple expressions:

ky(E)=arcsin (≠E) and Ÿ(E, kz)=ln
C

1
2 ≠ cos ky ≠ cos kz

D

. (1.141)

The first condition in Eq. (1.141) indicates that the surface state’s energy uniquely
determines the value of ky

38 in the s-fBz. Nevertheless, for a given ky to support
38This condition also tells us that Fermi arc states have a well-defined sense of propagation at the

surface, because the sign of ky is entirely determined by its energy.
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a localized surface state, the inverse length-scale Ÿ must also be finite and positive.
From Eq. (1.141), we see this happens if cos ky + cos kz > 2, which restricts the
surface-localized Fermi arcs to have,

kz œ
Ë
≠ arcsin

1
1≠

Ô
1≠E2

2
, arcsin

1
1≠

Ô
1≠E2

2È
, (1.142)

which defines a finite straight line segment in the s-fBz 39. In Fig. 1.11b, we represent
the line of Fermi arc states within the s-fBz of model, at three di�erent energies,
together with the projected bulk Fermi surface. Even though this k-space geometry
is specific to this toy-model, there are some features which are actually universal,
namely: (i) they form finite open curves that connect regions of the projected bulk
Fermi surface around Weyl nodes of opposite chirality, and (ii) they attach to the
bulk Fermi surface in a tangent direction [19].
In the previous calculation, we have determined the surface states assuming that
the bulk WSM exists for x>0. If we had chosen otherwise (i.e., a semi-infinite bulk
for x<0), we would have obtained the following conditions:

ky(E)=arcsin (E) and kz œ
Ë
≠ arcsin

1
1≠

Ô
1≠E2

2
, arcsin

1
1≠

Ô
1≠E2

2È
. (1.143)

These conditions are similar to the ones obtained in Eq. (1.142), but with an impor-
tant di�erence: ky(E) æ ≠ky(E). In a finite slab geometry 40, this di�erence is a
crucial result for it guarantees that the projected Fermi surface is actually closed,
as shown in Fig. 1.11c. The Fermi arc states (localized in both boundaries) then
serve to fill the void in between the two Fermi surface components which are other-
wise disjoint in the bulk fBz. In the semi-metallic limit (EF =0) the volume of the
surface-projected Fermi sea shrinks to a straight line that connects the projections
of the Weyl nodes.
The analysis of the model in Eq. (1.134) clearly unveilled that localized states ap-
pear in exposed surfaces of a WSM, connecting disjoint parts of the bulk’s Fermi
surface. Akin to the surface/edge states of topological gapped phases, we now show
that these surface Fermi arcs are caused by the nontrivial topology of the band-
structure and, thereby, must appear in generic WSMs of di�erent geometry and
with a larger number of nodes. Following Wan et al. [16], we look at the cartoon
shown in Fig. 1.12a, where a three-dimensional fBz is shown to host a pair of Weyl
points with opposite chirality. Within this generic fBz, one can consider a smooth
curve “s =(0, ky(s), kz(s)), parametrized by s=[≠fi, fi], which is the base of a cylin-
drical surface, S, along the kx-axis (shown in magenta). Since the fBz has periodic
boundaries, S is actually an embedded 2-torus which e�ectively defines the fBz zone
of a two-dimensional gapped system 41. From this analogy, we see that the Fermi
arc states in the ky ≠ kz plane can be seen as topological edge states of this e�ective
39Note that Eq. (1.142) also guarantees there are no surface states in this model, for energies

E > 1.
40Assuming the width is su�ciently large to ignore inter-surface coupling.
41Provided the surface does not intersects any Weyl point.
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Figure 1.12.: (a) Scheme of a three-dimensional fBz containing two Weyl nodes
of opposite chirality. In magenta, an embedded two-dimensional fBz (i.e., a 2-
torus) is represented which encloses a single Weyl node. (b) Edge band-structure
associated to the projection of the gapped bands of S into the curve “s. Since
the Chern number of the two bands in S are ±1, the bulk-edge correspondence
implies the existence of an edge state which crosses the gap.

2D system which, therefore, are subordinated to a non-trivial topology (nonzero
Chern number) of the band-structure restricted to S. This 2D Chern number of the
valence band is simply the flux of Berry curvature piercing S, i.e.,

nS =
¨

S
�≠k ·dS =

˚
intS

d(3)
kÒk◊�≠k, (1.144)

where Stokes’ theorem was employed. Since the Berry curvature field is divergence-
less everywhere, except at Weyl points, we are faced with two distinct situations:
(i) if none or both Weyl points lie inside S, then nS =0 and the 2D band-structure
is trivial, or (ii) if a Weyl point of chirality ‰ is inside S then nS = ‰ and the 2D
band-structure describes a QHI. In the latter case, an exposed edge perpendicular
to the x-axis will support a localized state for any energy inside the 2D spectral
gap. In other words, as represented in Fig. 1.12b, there will be a value of s [or,
equivalently, a point (0, ky(s), kz(s))] for which a surface state exists at any energy
E inside the 2D gap. By considering any surface containing just one of the Weyl
points, one reconstructs the whole Fermi arc in s-fBz.
The existence of Fermi arc states manifests the non-trivial topology of a Weyl
semimetal, being the consequence of a bulk-boundary correspondence that is ana-
logue to the one found in topological gapped phases. The number and precise shape
of these arcs in the s-fBz is not a universal feature, but the fact they connect dis-
joint chiral components of the bulk Fermi surface, merging with them tangentially
are believed to be general for any WSM. In contrast, the precise shape of the arcs is
known to be determined by details of the boundary condition imposed at the bound-
ary surface [188, 193] (see Hashimoto [20] for a classification of all open boundary
conditions) and can even be changed upon the application of in-plane external mag-
netic fields [194]. This caveat is particularly important in the semi-metallic limit
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where, unlike what happened in Fig. 1.11c, the Fermi surface associated to the sur-
face states may retain a finite area. In that case, the WSM’s boundary will retain
a metallic character, with a finite surface density of charge carriers in spite of the
semi-metallic bulk. From the start, these Fermi arc states were predicted to yield
unmistakable signatures in the form of Friedel oscillations of surface local density of
states due to surface defects [17,195].

Figure 1.13.: Observation of
Fermi arcs in the surface of a
TaAs sample, using ARPES.
This picture was adapted from
Lv et al. [196].

With the experimental realization of WSM
phases in crystalline samples, came along a great
interest in studying Fermi arc states both from
the theoretical and experimental side. Theoret-
ically, there have been plenty of recent work
[197–200] mostly with the aim of assessing the
robustness of these topological states to the pres-
ence of disorder. Unlike what happens with
the surface states of three-dimensional TIs, the
Fermi arc states seem to be much more sensitive
to disorder and are believed to quickly dissolve
into the bulk as the disorder strength gets in-
creased (e.g., see Slager et al. [198] or Wilson et
al. [199]). On the experimental side, the Fermi
arc states have been originally detected by Xu
et al. [128] using surface ARPES measurements
in Na3Bi, a crystalline Dirac semimetal. Since
then, similar observations in di�erent systems
have been reported within the works of Lv et
al. [196], Xu et al. [201], Deng et al. [202], Wu et al. [203], Zheng et al. [204],
Sakhya et al. [205], and many others (see Fig. (1.13)).
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2. Mean-Field Quantum Criticality in
Disordered Semimetals

From the concepts introduced in Chap. 1 [Sect. 1.6], it becomes clear that three-
dimensional (3D) electronic systems that feature linear band-crossings near the
Fermi level are very robust to additional perturbations which may be included in
the Bloch Hamiltonian. Such is guaranteed by topological properties of the bulk
bands (for WSMs) or by crystal symmetries (in stable DSMs). In either case, this
stability is derived with respect to uniform (or smooth) perturbations that some-
how preserve lattice translation symmetry. This is not a realistic scenario in real
systems, where electrons are subject to non-uniform (or random) perturbations that
can be caused by imperfect stoichiometry, structural lattice defects or the activation
of phonon modes at finite temperatures. All these mechanisms e�ective break the
translation-invariance of the crystal and serve as disorder sources with the potential
of qualitatively altering the way electrons propagate through the lattice. Analyzing
some of these changes is the main theme of this thesis, and the issue we turn to now.
In this chapter, we formally introduce the essential models, basic results and central
concepts which will be employed to obtain and interpret the original results of this
thesis, which we present in Chaps. 3-5. Furthermore, we also re-derive some known
mean-field results concerning the e�ects of random on-site disorder in the density
of states (DoS) of a Weyl (or Dirac) semimetal with uncoupled nodes 1. At this
level of approximation, we demonstrate that these systems host an unconventional
disorder-induced critical point, which precedes Anderson localization, and separates
a semi-metallic phase (with a vanishing nodal DoS) from a di�usive metal phase
(with a finite nodal DoS). These results are presented in a three-fold way: First,
we give an heuristic scaling argument which hints that the semimetal phase must
remain stable in the weak disorder limit. Second, we showcase a mean-field theory
that determines the disorder-averaged DoS in the presence of a white-noise potential,
clearly showing its anticipated critical behavior at a finite disorder strength. This
mean-field treatment is presented in a diagrammatic (Self-Consistent Born Approx-
imation), as well as in a statistical field-theory language, and their results are used
to build a critical scaling theory for this phase transition. Finally, we present some
numerical results for the mean DoS of a WSM lattice model hosting scalar Anderson

1Here, we assume that large-�k scattering processes are suppressed and the spinor structure of
the disorder will not couple the two Weyl sectors of a DSM node. Under these assumptions,
we will collectively call our systems Dirac-Weyl semimetals (DWSMs) and the number of Weyl
cones (Nv) will simply act as a degeneracy factor in all physical observable.
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CHAPTER 2 MEAN-FIELD CRITICALITY

disorder which show, to numerical accuracy, that a Semimetal-to-Metal Transition
(SMT) indeed exists in this system. The three complementary points-of-view agree
among themselves.

2.1. Continuum Model of 3D Weyl Electrons

Provided one is interested in physical phenomena that involves only Fermi level
excitations, it is enough to consider the continuum approximation for the single-
electron Hamiltonian. For a 3D single-node Weyl semimetal, that Hamiltonian
reads

H0
c
=≠i‰~vF

ˆ
dr�†

ar
1
‡ab ·Òr

2
�br, (2.1)

where ~ is Planck’s constant, ‰ is the chirality, vF is the Fermi velocity, ‡ is a vector
of Pauli matrices and �†

r =
Ë
c†

1r, c†
2r

È
is a two-component fermionic creation operator.

Since Eq. (2.1) describes a translation-invariant system, we can obtain the energy
eigenstates through BT, by transforming the fermionic operators to k-space,

�†
ar =

ˆ
dkÔ
8fi3

eik·r�†
ak (2.2a)

�ar =
ˆ

dkÔ
8fi3

e≠ik·r�ak (2.2b)

which yields

H0
c
=‰~vF

ˆ
dk�†

ak
1
‡ab ·k

2
�bk. (2.3)

Equation (2.3) defines a 2◊2 Bloch Hamiltonian, Hc(k)=‰~vF‡·k, which describes a
gapless two-band model with a single Weyl node located in k=0. The properties of
independent particles described by H0

c
are all contained in its single-particle Green’s

function (SPGF) which we can write explicitly as,

Gab(E; k, q)=Èk, a|
Ë
E≠H0

c

È≠1
|q, bÍ=” (q≠k) Ẽ”ab ≠ ‰~vF‡ab ·k

Ẽ2 ≠ ~2v2
F |k|2

, (2.4)

where Ẽ =E ± i0+ is a complex energy parameter whose imaginary part depends on
whether the SPGF is retarded or advanced. Simply put, the quantity Gab(E; k, q) is
the time-domain Fourier transform of the transition probability amplitude between
states |q, bÍ and |k, aÍ. Unsurprisingly, it is also diagonal in k which reflects the
momentum conservation law imposed by the translation symmetry 2. Importantly,
it is possible to extract two physical observables of great interest from Eq. (2.4):
(i) the DoS of a clean Weyl semimetal, and (ii) the real-space propagator. While
the former describes the spectral structure of the system’s eigenstates, the latter
completely characterizes the way a single electron (of a given energy) propagates
across the system. Both these quantities will be important for our future discussions.

2Here-forth, we suppress the q argument in the k-space SPGF of any translation invariant model.
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2.1 CONTINUUM MODEL OF 3D WEYL ELECTRONS

Clean Density of States: The DoS is defined as the number of eigenstates per
unit energy and unit volume. It can be easily related to the imaginary part of the
(traced) SPGF, i.e.,

fl0(E)=≠ 1
fiV

⁄
Cˆ

dk (Gr
11(E; k) + Gr

22(E; k))
D

= 1
8fi3

ˆ
dk ”(E≠Hc(k)), (2.5)

where V is the volume of the whole system. In our case, the integral of Eq. (2.5)
can be calculated analytically as,

fl0(E > 0) = 1
8fi3

ˆ
dk ”(E≠~vF |k|) = E2

2fi2~3v3
F

= fl0(≠E), (2.6)

where we used the knowledge that the exact energy levels of Hc(k) are Á±(k) =
±~vF |k|, for both chiralities. Note also that we made use of the particle-hole
symmetry in the system, which requires that fl0(E) = fl0(≠E). Meanwhile, the
generalization of the previous result for Nv uncoupled Weyl nodes is also trivial:

fl0(E) = NvE2

2fi2~3v3
F

. (2.7)

The important fact to highlight from Eq. (2.7) is the fact that the DoS vanishes
quadratically as E æ 0. This defines the system as a semimetal and the exponent
with which the DoS vanishes at the nodal energy (E = 0) is characteristic of the
space dimensionality.

Real-Space Propagator: Another important quantity which we can derive from
the (retarded) SPGF is the single-particle propagator (SPP) in real-space, defined
as follows:

G0r
ab

(E; �r)=È�r, a|
Ë
E≠H0

c

È≠1
|0, bÍ= 1

8fi3

ˆ
dk Gr

ab
(E; k)eik·�r. (2.8)

This quantity describes the probability amplitude for an isolated particle of en-
ergy E to propagate through a displacement �r in real-space. Since the system
is translation-invariant, the SPP is a function of di�erences in position only. Fur-
thermore, from the expression of Eq. (2.8), we can see that G0r

ab
(E; �r) has a simple

mathematical structure,

G0r
ab

(E; �r)=
3

”ab + ‰
i

Ÿ
‡ab ·Ò�r

4
J1(E; �r), (2.9)

which is completely determined by the single (spherically symmetric) k-space inte-
gral,

J1(E; �r)= Ÿ

8~vFfi3

ˆ
dk

eik·�r

Ÿ2 ≠ |k|2
= Ÿ

2~vFfi2�r

ˆ Œ

0
dk

k sin (k �r)
Ÿ2≠k2 , (2.10)

where Ÿ=E/~vF is the natural (inverse) length scale of this continuum model. Note
that the last integral in Eq. (2.10) is well-defined for �r>0 [37] and yields simply,
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J1(E; �r>0)=≠ ŸeiŸ�r

4fi~vF�r
. (2.11)

Thereby, the full SPP at a finite distance, �r, simply reads,

G0r
ab

(E; �r) =
A

”ab + ‰i

Ÿ�r
‡ab ·�r

ˆ

ˆ�r

B

J1(E; �r) (2.12)

= eiŸ�r

4fi~vF�r

C

≠”ab

E

~vF
+ ‰i‡ab ·�r

A
~vF ≠ iE�r

~vF�r2

BD

.

The clear SPP of Eq. (2.12) has some basic (but generic) features which are worth
mentioning, most notably in regard to its asymptotic behavior for �r æ 0, +Œ.
For any finite energy, E ”= 0, G0r

ab
(E; �r) decays asymptotically as 1/�r, indicating

that, over time, a finite-energy Weyl electron will propagate as an outgoing free
spherical wave. In contrast, if E = 0 the SPP decays as 1/�r2 which will prove
essential for our discussion of vacancies in Chap. 5. For now, we look at the on-site
SPP, G0r

ab
(E; 0), which we clearly see is ill-defined in this model. To be concrete,

G0r
ab

(E; 0) = ”ab

Ÿ

2~vFfi2

ˆ Œ

0
dk

k2

Ÿ2≠k2 , (2.13)

is a UV-divergent quantity. This divergence is automatically regularized in any
lattice realization of Weyl electrons, where a natural limitation on single-particle
wavelength provided by the border of the fBz. Nevertheless, since we will be working
within the continuum model we artificially regularize Eq. (2.13) in the hope that
physical results may be independent of the regularization scheme. In practice, the
most direct way to do this is by introducing a hard cut-o� for large momenta, �,
such that

ˆ Œ

0
dk

k2

Ÿ2≠k2 æ
ˆ �

0
dk

k2

Ÿ2≠k2 = Ÿ

2 log
C

Ÿ + �
Ÿ ≠ �

D

≠ � (2.14)

already gives a finite expression. However, we shall also adopt an alternative “smooth
cut-o�” regularization scheme (based on Buchhold et al. [37]) that consists of mod-
ulating the integrand by a Lorentzian envelope,
ˆ Œ

0
dk

k2

(Ÿ + i0+)2≠k2
æ
ˆ Œ

0
dk

k2

(Ÿ + i0+)2≠k2

A
M2

M2 + k2

B

= ≠ ifiM2

2Ÿ + 2iM
, (2.15)

controlled by a large inverse length scale M . Within this last scheme, the on-site
SPP takes on the following expression

G0r
ab

(E; 0, M) = ≠ ”ab

4fi~vF
(~vFM + iE) M2E

E2 + ~2v2
FM2 , (2.16)
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which can be separated into complex parts,

Ÿ
Ë
G0r

ab
(E; 0, M)

È
= ≠ ”abŸM

4fi~2v2
F

1
1 + Ÿ2/M2 ¥ ≠”abE M

4fi~3v3
F

+ O [1] (2.17a)

⁄
Ë
G0r

ab
(E; 0, M)

È
= ”abE2

4fi~3v3
F

1
1 + Ÿ2/M2 ¥ ≠ ”abE2

4fi~3v3
F

+O
5

Ÿ

M

62
(2.17b)

evidencing that, while the real part diverges linearly with M , the imaginary part
remains finite as M æ Œ. This must be the case, since the trace of Eq. (2.17b)
corresponds to the ≠1/fi times the clean DoS we have calculated previously.

2.2. The Weakly Disordered Weyl Node

The translation-invariance of the continuum model in Eq. (2.1) allowed us to com-
pletely describe the behavior of non-interacting emergent Weyl fermions. However,
real materials always host disorder sources and, therefore, have an imperfect crys-
talline symmetry that amounts to non-homogenous (often random) perturbations to
the Hamiltonian of Eq. (2.1). On general grounds, if the disorder is strong enough,
all single-particle eigenstates will become exponentially localized [206,207], and the
system turns into a so-called Anderson Insulator. However, for 3D systems, the
onset of Anderson localization across the entire spectrum only happens for a very
strong disorder, which means that any weak disorder perturbation will only cause
two major e�ects: (i) generate finite scattering times for the propagating electrons,
and (ii) cause deformations in the global density of states (well represented by an
ensemble-average).
Within this weak disorder regime, we focus on describing the changes caused in DoS
by a random perturbation to the continuum Hamiltonian of a single Weyl node. To
be precise, we will consider a simple disordered, containing an uncorrelated Anderson
scalar potential, which reads as,

H=H0
c
+Vd = ~vF

ˆ
dk�†

ak
1
‡ab ·k

2
�bk+

ˆ
dr�†

arV (r)�ar, (2.18)

where the repeated indices are summed, and V (r) is a random scalar field in the con-
tinuum. This random field is assumed to have a gaussian-like statistics characterized
by

V (r)=0 and V (r1)V (r2) = W 2f

A
|r2≠r1|

›

B

, (2.19)

where · · · stands for an ensemble-average over disorder realizations, f(0) = 1 and
f(x) ≠æ

xæŒ
exp(≠x). In this model, › is the spacial correlation length of the field

values and W provides a suitable measure of its local strength.
By definition, if W = 0 the system is not disordered and has a vanishing DoS in
the node. Therefore, the most natural procedure to deal with the presence of the
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random field in Eq. (2.18) is to consider the e�ects of Vd in perturbation theory
(using W as a small parameter). However, before doing that, we will give a simple
heuristic (but instructive) argument, due to Nandkishore et al. [32], in favor of a
stable Weyl semimetal phase in the weak disorder limit; Consider a propagating
Weyl electron of energy E, whose de Broglie wavelength is simply,

⁄E = 2fi

|k| = hvF

|E| . (2.20)

Then, the e�ect of V (r) on this state can be roughly estimated using the statistical
variance of its values over a three-dimensional box of volume ⁄3

E
, i.e.,

W 2
e� (E)=

S

U 1
⁄3

E

ˆ
⁄

3

E

dr V (r)
T

V
2

≠
S

U 1
⁄3

E

ˆ
⁄

3

E

dr V (r)
T

V
2

, (2.21)

This quantity measures the e�ective strength of the coarse-grained random field
which is seen from the perspective of a propagating Weyl electron at that energy.
Naturally, as E æ0 the corresponding wavelengths becomes larger and larger, up to
the point when ⁄3

E
contains several correlation volumes, ›3. In that case, the central

limit theorem can be applied to compute We�, yielding

We� (E)≥

ı̂ıııÙ

S

U 1
⁄3

E

ˆ
⁄

3

E

dr V (r)
T

V
2

≠æ
Central Limit

Theorem

W

A
›

⁄E

B 3

2

≥ W |E|
3

2 ›
3

2

h
3

2 v
3

2

F

. (2.22)

To quantify how important the random field in H really is, the e�ective strength
must be compared to the kinetic energy-scale, |E|. The relative strength of the two
terms in Eq. (2.18) is simply

We� (E)
|E| ≥ W |E|

1

2 ›
3

2

h
3

2 v
3

2

F

≠æ
Eæ0

0. (2.23)

This heuristic comparison of scales hints that the e�ects of disorder will likely be
minor as one gets closer to a Weyl (or Dirac) node. In other words, the disor-
dered Weyl node “cleans-up” in the vicinity of the nodal energy and, therefore, the
semi-metallic character of uncoupled Weyl nodes is expected to be robust to weak
disorder.

2.2.1. Disorder-Averaging Diagramatics

The previous argument is physically sensible but still heuristic in nature. Now,
we aim at a more quantitative description of weak disorder e�ects by employ-
ing a standard perturbation theory in the disorder strength, W . We begin by
considering G0(E) =

Ë
Ẽ≠H0

c

È≠1
as the being unperturbed SPGF operator, while

G(E) =
Ë
Ẽ≠H0

c
≠Vd

È≠1
is the perturbed one. Moreover, we also write the random

potential term in k-space,
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Vd =
ˆ

dr �†
arV (r)�ar =

ˆ
dkdq �†

akVk≠q�aq with Vp =
ˆ

dr

8fi3 V (r)eip·r, (2.24)

which will shortly prove to be a convenient transformation. At this point, it is clear
that the e�ect of Vd on the plane-wave states is to scatter between di�erent k, with
a transferred momentum determined by the amplitude of the Fourier transform of
V (r). Besides the sample-specific form of the random potential in k-space, it will
be also important to characterize its ensemble statistics. More precisely, assuming
the gaussian-like statistics of Eq. (2.19), we can calculate the pairwise contractions
of Vp,

VpVq =
ˆ

dr

8fi3

ˆ
dr

Õ

8fi3 V (r)V (rÕ)eip·reiq·rÕ = W 2
ˆ

dl

8fi3 f

A
|l|
›

B

ei(p≠q)·l/2◊
ˆ

dR

8fi3 ei(p+q)·R = W 2” (p+q)
ˆ

dl

8fi3 f

A
|l|
›

B

eip·l

(2.25)

which mean that only VpV≠p = V 2
p ”= 0. In addition, if we consider the white-noise

limit for the random potential, V (r1)V (r2) = W 2”(r2 ≠r1), then Eq. (2.25) reduces
to

V 2
p = W 2

ˆ
dl

8fi3 ”(l)eip·l = W 2, (2.26)

whereas for a general two-point correlator, we would have

V 2
p = W 2

2fi2 |p|

ˆ Œ

0
dl lf

A
l

›

B

sin (|p| l) = W 2›2

2fi2 |p|

ˆ Œ

0
dx xf (x) sin (› |p| x) , (2.27)

that depends only on the magnitude of the transferred momentum, |p|. Nevertheless,
even in this general case, by taking the limit |p| π ›≠1, this expression reduces to

V 2
p ¥ W 2›3

2fi2

ˆ Œ

0
dx x2f (x) = CW 2›3, (2.28)

where C is a constant. Note that Eq. (2.28) essentially recovers the result for an
uncorrelated disorder [Eq. (2.26)], albeit with a slightly altered disorder strength.
In all upcoming calculations, we shall assume that the statistics of the disordered
potential is determined by the contraction rule,

VpVq = ” (p+q) CW 2›3, (2.29)

such that all multiple-point correlators will either be zero (for an odd number of
V s) or Wick combinations of two-point correlators. Using this simplified gaus-
sian disorder model, we can build a standard perturbation expansion [208] for the
ensemble-averaged SPGF. In terms of Feynman diagrams, this is written as follows:
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k = k +

V 2
k1≠k

k k1 k + (2.30)

V 2
k1≠k V 2

k≠k1

k k1 k2 k1 k +

V 2
k≠k

V 2
k3≠k1

k k1 k2 k3 k +

V 2
k1≠k V 2

k1≠k

k k1 k k1 k + · · · ,

.
In these diagrams, the directed lines represent single-electron propagators (SPP),
with the bare case being shown as a thin line and the disorder-averaged one as a thick
line. The dashed lines are impurity insertions that turn into e�ective interaction
lines upon averaging. As usual, the perturbative series in Eq. (2.30) can be suitably
reorganized by defining the disorder-induced self-energy as,

�E,k
=

V 2
k1≠k

k1 +

V 2
k1≠k V 2

k≠k1

k1 k2 k1 +

V 2
k≠k

V 2
k3≠k1

k1 k2 k3 + · · · (2.31)

which is related to the averaged propagator by the following equation

G(E) = G0(E) + G0(E)�EG(E) =
Ë
Ẽ ≠ H0 ≠ �E

È≠1
. (2.32)

Since both H0 and �E are translation-invariant operators, they are always diagonal
in k-space and, therefore,

G(E; k) = 1
Ẽ ≠ H(k) ≠ �E,k

. (2.33)

represents the disorder-averaged single-particle Green’s function in k-space. This is
the disorder-dressed SPGF [Eq. (2.4)], which we conclude that is completely deter-
mined by knowing the disorder self-energy as a function of (E, k) 3. In fact, the dis-
order self-energy encapsulates all information about the single-particle excitations

3It is important to remark that the averaged propagator does not contain all information about
the disordered system. In fact, transport properties and localization phenomena require the
averaging of products of propagators which are statistically correlated. These so-called vertex
corrections are now important for analyzing the behavior of the density of states and will
therefore be ignored.
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2.2 THE WEAKLY DISORDERED WEYL NODE

of the disordered system, including changes in the spectrum and the broadening
of the clean energy levels due to the finite life-time of plane-wave states moving
through the disordered landscape. If one develops the perturbative expansion for
the self-energy itself, the result is just Eq. (2.31). However, if we are a bit more
sophisticated, we can realize that among these diagrams there are all the terms in
which the bare propagators of Eq. (2.31) are decorated by an arbitrary number of
self-energy insertions placed in series. In simpler words, we can just take the original
series and replace,

k æ �E,k
k k + �E,k �E,k

k k k + �E,k �E,k �E,k
k k k k +...

(2.34)

without changing the result. This is exactly the same as replacing all internal bare
propagators by disorder-averaged ones, which gives rise to the following version of
the perturbative series for the disorder self-energy:

�E,k =
V 2

k1≠k
k1 +

V 2
k1≠k V 2

k≠k1

k1 k2 k1 +

V 2
k≠k

V 2
k3≠k1

k1 k2 k3 +...
. (2.35)

.

Formally, Eq. (2.35) defines the disorder self-energy as a Self-Consistent Functional
of the disorder-averaged propagator in k-space. The lowest-order contribution to this
series is the so-called Self-Consistent Born Approximation (SCBA), which takes the
following diagrammatic form:

�E,k =
V 2

k1≠k
k1

. (2.36)

or, equivalently,

�E,k =
ˆ

dq
V 2

q≠k
Ẽ ≠ ‰~vF‡ · q ≠ �E,q

. (2.37)

Notice that, in spite of being diagrammatic, the validity SCBA is not limited to
a perturbative regime in which the disorder strength is a very small parameter.
In principle, by solving Eq. 2.37 self-consistently, the solution will e�ectively take
into account the re-summation of an infinite sub-series of diagrams and, as will be
shown in Sect. 2.4, it is equivalent to taking a mean-field approach to the disordered
problem.
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2.2.2. The Self-Consistent Born Approximation

In order to obtain an approximate expression for the disorder-averaged SPGF, the
self-consistent expression for the disorder self-energy [Eq. (2.37)] may be solved iter-
atively. For our purposes, we focus on studying the disorder-averaged DoS around
the Weyl node, which is intimately related to the imaginary part of the disorder-
averaged SPGF. For this calculation, we will assume the limit of Eq. (2.28) for the
disordered potential (which implies a k-independent self-energy) and, since the self-
energy is a generic 2 ◊ 2 matrix, the SCBA equation for the (retarded) self-energy
takes the explicit form,

C
�11

E
�12

E

�21
E

�22
E

D

=CW 2›3̂ dq

C
Ẽ≠‰~vFqz ≠�11

E
≠‰~vFqx ≠ i‰~vFqy ≠ �12

E

≠‰~vFqx + i‰~vFqy ≠ �21
E

Ẽ+‰~vFqz ≠ �22
E

D≠1

,

(2.38)

in which the matrix inversion can be performed analytically. Before doing that, we
make the ansatz that the retarded self-energy is proportional to the identity matrix
— �ab

E
= �E”ab — and, therefore,

�E = CW 2›3

8fi3

ˆ
dq

E ≠�E

(E ≠�E)2≠~2v2
F |q|2

(2.39)

which reduces to the much simpler equation,

�E = CW 2›3

2fi~2v2
F

(E ≠�E)
ˆ Œ

0
dq

q2

(E ≠�E)2 /~2v2
F≠q2

. (2.40)

Note that the integral in Eq. (2.40) is UV-problematic, similarly to the on-site SPP
of the clean Weyl model [Eq. (2.13)]. Therefore, we can fix this divergence by using
the same smooth cut-o� technique, which yields

�E = CW 2›3M

2~2v2
F

(E ≠�E)
i (E ≠�E) /M~vF ≠ 1 , (2.41)

and that can be put into the dimensionless form,

Î‘ =gW

‘ ≠Î‘

i (‘ ≠Î‘) ≠ 1 , (2.42)

by defining ‘=E/M~vF, Î‘ =�E/M~vF, and a dimensionless coupling parameter,

gW = CW 2›3M

2~2v2
F

, (2.43)

that is an e�ective disorder strength parameter. Equation (2.42) can be solved ana-
lytically

Î‘ = 1
2

3
‘ + i (1≠gW ) ±

Ò
‘2+2i(1+gW )‘≠(1≠gW )2

4
, (2.44)
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Figure 2.1.: Behavior of the Mean Density of States within the Self-Consistent
Born Approximation. (a) Plots of the DoS as a function of energy for di�erent
values of the dimensionless parameter gW , below and above the critical value
(gW =1.0) for the SMMT. (b) Representation of the DoS for positive energies in
a log≠log scale. A clear a change is visible from a quadratic DoS near the nodal
energy to a critical energy behavior, fl(E) Ã

Ô
E.

which are generically two energy-dependent complex solutions. As long as we deal
with retarded propagators or self-energies, the proper choice of solution must guar-
antee its imaginary part to be positive, which yields

Î‘ = 1
2

3
‘ + i (1≠gW ) ≠ Sign(‘)

Ò
‘2+2i(1+gW )‘≠(1≠gW )2

4
. (2.45)

The (retarded) solutions of the SCBA 4 could be represented as function of the
dimensionless parameter, gW , or energy. However, our interest is not on the self-
energy itself, but rather on the mean DoS in the presence of disorder. Therefore, we
take Eq. (2.45) and build the disorder-averaged (retarded) SPGF, i.e.,

G(E; k) = 1
~vF

C
M (‘ ≠ Î‘) ”ab ≠ ‰‡ab ·k

M2 (‘ ≠ Î‘)2 ≠ |k|2

D

(2.46)

and, with it, we can obtain the mean DoS as follows

fl(Á) = M

4fi4~vF

ˆ
dq⁄

C
‘ ≠ Î‘

M2 (‘ ≠ Î‘)2 ≠ |q|2

D

(2.47)

= M2

2fi2~vF

C
(‘ ≠ Î Õ

‘
)2 + Î ÕÕ

‘
(1 + Î ÕÕ

‘
)

(‘ ≠ Î Õ
‘
)2 + (1 ≠ Î ÕÕ

‘
)2

D

4As discussed with Jed Pixley during the public presentation of this thesis, by choosing only
the retarded solutions of the SCBA equations one is e�ectively breaking a retarded-advanced
symmetry of the system’s Green’s functions which is a typical step of of any mean-field theory
calculation.
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Figure 2.2.: Critical Behavior of the nodal DoS within the Self-Consistent Born
Approximation. (a) Dependence of the mean DoS, fl(Á) as a function of the
dimensionless coupling gW for values of energy approving the Weyl node. The
mean nodal DoS has a critical behavior at gW = gc = 1.0 above which it starts
growing linearly with gW . (b) As the critical value for the SMMT is approached
from below, the energy at which there is a transition between the clean Weyl
DoS behavior (fl(Á) ¥ Á2 ) and the critical behavior, fl(Á) Ã

Ô
Á approaches zero

linearly as well.

where Î‘ = Î Õ
‘
+ iÎ ÕÕ

‘
. Note that the integral over k was also regularized with a smooth

cut-o�. In Fig. 2.1, we show the mean DoS calculated from the SCBA, as a function
of energy, for di�erent values of the dimensionless coupling. All energy (length)
scales were also made dimensionless by using M~vF (1/M) as a natural energy
(length) unit.

2.2.3. SCBA: Criticality in the Mean Density of States

The results of Eqs. (2.45) and (2.47), depicted in Fig. 2.1, unveil a rather interesting
feature of 3D semimetals in the presence of disorder, which was first discovered by
Fradkin [25, 26] in the 1980’s; There is an unconventional disorder-induced critical
point that precedes Anderson localization in these systems. The plots of Fig. 2.2
sum up the essential features of this phase transition: (i) below the critical point
(gW =1) the DoS gets progressively deformed around the Weyl node as the disorder
strength is increased, and (ii) above the critical point the mean nodal DoS, fl(Á=0),
acquires a finite value (the system becomes a di�usive metal).
The DoS deformation that precedes the unconventional transition can be observed
in Fig. 2.2b and amounts to a strong renormalization of the quadratic curvature for
‘¥0, that is accompanied by an emergent

Ô
‘ - dependence after some finite energy

scale, ‘0. As gW æ1≠, the curvature of the DoS around the node steadily increases
and the transitional energy scale steadily decreases, i.e., ‘0 æ0 . Prior to gW =1, the
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2.3 CRITICAL THEORY OF THE SEMIMETAL-TO-METAL TRANSITION

system remains a semimetal with fl(Á=0)=0, thus confirming the validity of our ear-
lier heuristic argument regarding its robustness to weak disorder. Notwithstanding,
when gW =1 (defining the critical value, gc), the mean DoS becomes a non-analytic
function of energy at the nodal energy and, from this point on, the system starts hav-
ing fl(Á=0)>0 and becomes a “conventional” di�usive metal. This is clearly shown
in Fig. 2.2a. As a matter of fact, the mean DoS at the nodal energy can be seen as
a proper order parameter which describes a disorder-induced continuous quantum
phase-transition that precedes the more common Anderson Metal-to-Insulator Tran-
sition (MIT ) [209]. Before proceeding, it is important to highlight that a critical
behavior seen in the mean DoS is in stark contrast to what happens in a MIT. It
is widely known that the mean DoS is insensitive to the localization of eigenstates
and, therefore, does not show a critical behavior at an MIT. The latter can only be
observed in the probability distribution of local quantities [210–213] (such as the
local DoS or the conductivity) or, alternatively, is signaled by the geometric average
of the DoS (the typical density of states [30, 214]) that e�ectively serves a proper
order parameter [215].

2.3. Critical Theory of the Semimetal-to-Metal
Transition

The mean DoS shows a critical behavior at the Semimetal-to-Metal transition that
falls within the usual scaling formalism of continuous phase transitions. Here, we
follow Kobayashi et al. [28] and derive a scaling theory that describes the universal
features of this critical point. To accomplish this, we start by identifying the relevant
scales and couplings. The coupling parameter which controls the distance to the
critical point is undoubtedly gW , whose critical value is gc =1. As shown in Fig. 2.2b,
the DoS continues to be quadratically vanishing for gW < gc, but a di�erent square-
root behavior, fl(E) Ã |E|1/2, emerges away from the nodal energy. The change of
the DoS from a E2 to a E1/2 function defines a disorder-induced energy scale, E0,
that decreases as gW æ gc. This energy scale can be trivially transformed into an
e�ective “correlation length”, › = ~vF/E0, that diverges as gW ægc from below. At
the same time, the value of fl(0) serves as a continuous order parameter that is finite
only for gW > gc.
Assuming that › is the only relevant length scale (single-parameter scaling hypoth-
esis), and gW the only relevant coupling for this phase transition, we can build up
a critical theory for the mean DoS on dimensional grounds alone. For a start, the
(dimensionless) mean number of states up to an energy E can be written as,

NE =V ›≠3f
3

E

E0

4
(2.48)

which is a function of the volume V , the dimensionless energy E/E0, and the corre-
lation length ›. If we assume that this transition is described by a single-parameter
scaling imposes that
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E0 =›≠z, (2.49)

which defines the dynamical critical exponent, z. Moreover, we also know that ›
diverges as a power-law when approaching the transition point from bellow. This
allows us to define

› Ã”≠‹ , (2.50)

where ” = |(g0≠gc) /gc|. Putting all this together, we have E0 Ã ”≠z‹ and also

NE ÃV ”3‹g(E”≠z‹), (2.51)

which, in turn, implies the following scaling law for the mean DoS:

fl(E, ”) = 1
V

d

dE
NE Ã ”(3≠z)‹gÕ(E”≠z‹). (2.52)

Finally, the arbitrariness in the function g can be removed from the knowledge of
the precise critical behavior of the DoS obtained in Subsect. 2.2.2. Since the mean
DoS is still quadratically vanishing for |E| π E0 ≥ ”z‹„ we have

fl(E, ” <0) ≥ ”3(1≠z)‹E2 (2.53)

to leading order in E/E0. However, this expression is only valid if E0 is finite, that
is for gW < gc. Within the di�usive metal phase, one has a finite fl(E =0) instead,
which gives rise to

fl(E, ” >0) Ã ”‹(3≠z). (2.54)

Precisely at the transition point (” = 0), the system has no intrinsic length scales
and, therefore,

gÕ(E›z)›≠(3≠z) =h(E) =∆ gÕ(x) ≥ x
3≠z

z , (2.55)

where h is an arbitrary function of the energy. In conclusion, the scaling function
g is a power-law determined only by the dynamical critical exponent. Hence, near
E =0 and close to the transition point, the mean DoS is expected to have the scaling
form,

fl(E, ”) Ã

Y
___]

___[

”3‹(1≠z)E2 ” <0
|E|

3≠z
z ” =0

”‹(3≠z) ” >0
, (2.56)

which is controlled by the pair of universal exponents, z and ‹. From our earlier
SCBA results, we can actually conclude that,
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z = 2 and ‹ =1, (2.57)
which are the same values obtained in the original work by Fradkin [26]. These crit-
ical exponents have been probed in several field-theoretical studies [27,29,209,216–
218] as well as numerical studies [30, 31, 39, 219, 220]. In all the cases, their values
seem to be over-estimated by the mean-field (or SCBA) approach, which demon-
strates the importance of considering loop-corrections. For the record, Syzranov et
al. [217] have shown that z = 11/8 and ‹ = 2/3, if a perturbative renormalization
group procedure is used up to a double-loop order.

2.3.1. Observable Signatures of Quantum Criticality

It is important to remark that the scaling properties obtained for the density of states
near the node, far from being theoretical benchmarks, have concrete implications in
measurable electronic quantities. Most notably, in spite of the quantum critical point
being a zero temperature (T =0) property of the system, the electronic contribution
to the specific heat (dominant over phonon contributions at low temperatures) shows
a distinctively di�erent behavior with T , depending on which phase the system is.
This can be easily seen by considering that the specific heat at constant volume can
be expressed as,

Cv = ˆ

ˆT
ÈEÍ

T
= ≠kB—2 ˆ

ˆ—

ˆ �

≠�
dÁ

fl(Á)Á
1 + exp —Á

, (2.58)

where kB is Boltzmann’s constant, and where we have taken the semimetal as un-
doped (EF = 0). Since we are only interested in the scaling of Cv with T , near
T = 0, we can avoid doing the precise energy-integration and simply extract the
dependence in —. Assuming that fl(Á) ≥ Á–, where the exponent – depends on the
specific scaling of fl(Á) with energy, we conclude that

Cv =≠kB—2 ˆ

ˆ—

1
—2+–

ˆ
—�

≠—�
dx

fl(x)x
1 + exp x

= kB

A
2 + –

—1+–

B

C(—) ≠ kB

C Õ(—)
—2+–

, (2.59)

where

C(—, �) =
ˆ

—�

≠—�
dx

fl(x)x
1 + exp x

=
ˆ

—�

0
dx

C
fl(x)x

1 + exp x
≠ fl(x)x

1 + exp ≠x

D

. (2.60)

Clearly, the dependence of C in — is exponentially small as — æ Œ which allows the
conclusion that Cv(T ) Ã T –+1, at low temperatures. Therefore, if we take the three
branches of the scaling function obtained for the DoS [Eq. (2.56)], we arrive at the
conclusion that

Cv(T ) Ã

Y
__]

__[

T 2 Semimetal
T

3

2 Critical Phase
T Metal

.
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Figure 2.3.: Finite-temperature phase dia-
gram of a simple-cubic lattice DWSM with
an Anderson random scalar potential of
strength W . The diagram was numerically
obtained by Pixley et al. [30] using the T -
dependence of the electronic specific heat.
All quantities are rescaled by the nearest-
neighbor hopping, t=~vF/a.

Therefore, in going through the
SMMT, the system undergoes a
change in the temperature-scaling of
the specific heat, which goes from a
Cv Ã T 2 dependence (typical of a 3D
DWSM) to the normal Cv Ã T found
in free electron gases. However, this
transition proceeds through an inter-
mediate phase, in which, the specific
heat has an anomalous Cv Ã T 2 scal-
ing. More precisely, when observed
at a finite temperature, the sys-
tem undergoes a rounded crossover
regime [30, 31] (dubbed a “critical
fan”), as a function of disorder, in
which some characteristics of the
zero-temperature critical point are
still preserved. In conclusion, an ob-

servable consequence of this unconventional phase transition would be an anomalous
temperature dependence of the specific heat, that would result in the phase-diagram
shown in Fig. 2.3.

2.4. Field-Theory of a Disordered Weyl Semimetal

The previous analysis has shown, by means of a self-consistent diagrammatic ap-
proach, that a DWSM supports an unconventional disorder-induced quantum phase
transition that is marked by a critical behavior in the mean density of states around
the node. These results were obtained from a standard mean-field many-body for-
malism [208] which has some intrinsic limitations, most notably, because (i) it does
not set clear limits of applicability, and (ii) it is not amenable to improvement,
e.g., by using Renormalization Group (RG) methods. These are the reasons why
most literature on the subject, including Fradkin’s seminal work [25, 26], opt to
cast the ensemble-average of the SPGF (or other n-point correlators) into the form
of an e�ective Statistical Field Theory (SFT) [221] which can also be treated in
the mean-field approximation, but further improved by using perturbative RG. His-
torically, this formalism was introduced by Wegner [222], as a way to study the
Anderson MIT [223] within the so-called replica trick 5. In this section, we will
review this method with the objective of using it to formulate the problem of the
disorder-induced criticality in the DoS. In practice, the field-theoretic formalism can
become quite involved if the aim is to study objects that are more complex that the
ensemble-averaged SPGF (e.g., 4-point correlators that determine linear response

5Later on, alternative and more advantageous formulations were also developed, most notably on
the supersymmetric formalism of Efetov [224], which does not imply replicas.
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functions). However, for our purposes, we can (and will) limit ourselves to a simpli-
fied replica formulation [25, 26, 222, 225, 226] that serves the purpose of calculating
the DoS in the presence of disorder. One example of a simplified SFT formula-
tion is the Disorder Saddle-Point Method, developed by Yaida [227] to analyze the
appearance of Lifshitz tails in semiconducting gaps.

2.4.1. Path-Integral Formulation for the Single-Particle
Propagator

The starting point for an SFT formulation of the disordered electron problem is
to establish a Path-Integral Representation [221] of the SPGF for a given disorder
realization. We assume that the clean system has a generic single-particle Hamil-
tonian, H0, to which a random scalar field V (r) is added. Like in the beginning of
this chapter, we can establish the real-space basis as composed of the states |r, aÍ,
where a indicates any additional quantum numbers. The retarded real-space SPP
is then defined as,

Gr
ab

(E; r, r
Õ) = ÈrÕ, b| [E+i÷≠H]≠1 |r, aÍ (2.61)

for the full Hamiltonian H=H0 + V , and where ÷ is a positive infinitesimal. Whilst
keeping a generic argument, one may always use the Källén–Lehmann representa-
tion,

Gr
a,b

(E; r, r
Õ) =

ÿ

–

Â–,b(rÕ)Âú
–,a

(r)
E + i÷ ≠ E–

, (2.62)

where Â–,a(r) = Èr, a | Â–Í and {E–, |Â–Í} are the eigenpairs of a particular realiza-
tion of the disordered Hamiltonian. Taking Gr in this eigenstate basis, we realize
that the scalar function, 1/ (E + i÷ ≠ E–), can actually be represented as a double
gaussian integral over complex variables (see Lerner [226]), i.e.,

1
E + i÷ ≠ E–

= i

¨ Œ

≠Œ

dxdy

fi
ei(E+i÷≠E–)

!
x

2+y
2
"

(2.63)

=
¨

duú
–
du–

2fi
eiu

ú
–(E+i÷≠E–)u– .

In the last equality, we have changed variables to u = x+iy and introduced a new
index – in the integration variables, for future convenience. From Eq. (2.63), it
becomes clear that the product r

– (E + i÷ ≠ E–)≠1 can be represented as

Z(E) =
Ÿ

–

1
E + i÷ ≠ E–

=
Ÿ

–

¨
duú

–
du–

2fi
eiu

ú
–(E+i÷≠E–)u– (2.64)

=
A¨ Ÿ

–

duú
–
du–

2fi

B

ei

q
–

u
ú
–(E+i÷≠E–)u– ,
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which we name, Z(E), in close analogy to a partition function. The last line in
Eq. (2.64) can be formulated as a path-integral in the complex variables u, from
using the identity,

ÿ

–

uú
–

(E + i÷ ≠ E–) u– =
ÿ

–,—

uú
–

(E + i÷ ≠ E–) u—”–— (2.65)

=
ÿ

–,—

uú
–

(E + i÷ ≠ E–) u—

ÿ

a

ˆ
drÂú

–,a
(r)Â—,a(r),

which rests on the orthonormality of the single-particle eigenstates |Â–Í. Moreover,
since H |Â–Í=E– |Â–Í we can re-write Eq. (2.65) as

ÿ

–

uú
–

(E+i÷≠E–) u–=
ÿ

a,b

ˆ
dr

S

U
ÿ

–

uú
–
Âú

–,a
(r) (E+i÷≠Hab(r))

ÿ

—

u—Â—,b(r)
T

V (2.66)

=
ÿ

a,b

ˆ
dr [�ú

a
(r) (E+i÷≠Hab(r)) �b(r)] ,

where we define �a(r)=q
– u–Â–,a(r). At last, the Œ - dimensional integration over

uú
–
/u– can be recast in the form of a path-integral over the complex-valued local

fields, �ú
a
(r)/�a(r), such that

Z(E)=
¨

D�
†(r)D�(r)eiS

#
�†

,�
$
, (2.67)

with the e�ective action,

S
Ë
�

†, �

È
=
ˆ

dr �
†(r) · [(E+i÷) I≠H(r)] · �(r). (2.68)

By this point, we have done nothing more than representing the functional determi-
nant, det [(E+i÷) I≠H(r)]≠1, as the formal path-integral over complex-valued fields
shown in Eq. (2.67). In order to obtain a proper generalization to the real-space SPP,
we have to write down the following expressions:

J—“(E)=
A¨ Ÿ

–

duú
–
du–

2fi

B

uú
—
u“ei

q
–

u
ú
–(E+i÷≠E–)u– (2.69)

= ”—“

C¨
duú

—
du—

2fi
uú

—
u—eiu

ú
—

!
E+i÷≠E—

"
u—

D

◊

◊
S

U
Ÿ

– ”=—

¨
duú

–
du–

2fi
eiu

ú
–(E+i÷≠E–)u–

T

V

where each double integral over uú
—

and u— can be expressed as,
¨

duú
—
du—

2fi
uú

—
u—eiu

ú
—

!
E+i÷≠E—

"
u— = ≠i

1
(E + i÷ ≠ E—)2 . (2.70)
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Jointly, Eqs. 2.69 and 2.70 can be simplified into

J—“(E)=≠ i”—“

E + i÷ ≠ E—

S

WWWWWU

Ÿ

–

¨
duú

–
du–

2fi
eiu

ú
–(E+i÷≠E–)u–

¸ ˚˙ ˝
Z(E)

T

XXXXXV
(2.71)

or, equivalently,

”—“

E + i÷ ≠ E—

= iJ—“(E)
Z(E) . (2.72)

Therefore, by using the previous Källén–Lehmann expression for the real-space SPP
[Eq. (2.62)], together with Eq. (2.72), we can write the propagator as

Gr
ab

(E; r, r
Õ) =

ÿ

–—

Â–,b(rÕ) ”–—

E + i÷ ≠ E–

Âú
–,a

(r) (2.73)

= i

Z(E)
ÿ

–—

Â–,b(rÕ)J–—(E)Âú
–,a

(r),

which means that

Gr
ab

(E; r
Õ, r

ÕÕ)= i

Z1

¨
D�(r)D�(r)�a(rÕ)�b(rÕÕ)eiS

#
�†

,�
$
. (2.74)

Equation (2.74) is exactly the path-integral representation we have been seeking
for a particular realization of the disordered Hamiltonian. Since we are working
exclusively with non-interacting fields, the precise statistics of �(r) (bosonic or
fermionic) do not play a role. Nevertheless, we will still need to specify the statistics
because, upon ensemble-averaging, we will generate an e�ectively interacting action
on these fields. Hence, from now on, we shall consider that �/� are Grassmann
Fields that correctly reproduce the fermionic statistics of the particles.
Before moving to the corresponding representation of the ensemble-averaged prop-
agator, it is important to rephrase Eq. (2.74) as a functional derivative [221]. For
that, we re-define the generating functional as

Z1
Ë
J †(r), J(r)

È
=
¨

D�(r)D�(r)eiS̃
#
�,�,J†

,J
$
, (2.75)

with a modified action,

S̃
Ë
�, �, J †, J

È
=
ˆ

dr�(r) · [(E+i÷) I≠H(r)] ·�(r)+J(r)·�(r)+�(r)·J(r), (2.76)

that now includes a set of complex source-term fields, J(r)/J(r), which couple
linearly to the dynamical fields. In the presence of these auxiliary terms, we are
allowed to write down the real-space SPP as,
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Gr
ab

(E; r
Õ, r

ÕÕ)=≠i
”2

”Ja(rÕ) ”Jb(rÕÕ)
ln Z1

Ë
J(r), J(r)

È
, (2.77)

which is a typical result of quantum field theory. With Eq. (2.77), we have achieved
the goal of rephrasing the retarded real-space SPP in a SFT language. To close
the section, we remark that an equivalent (but redundant) representation could
have been achieved for the advanced propagator, which simply involves setting ÷ æ
≠÷ in all previous equations. As referred before, the simultaneous use of both
representations is crucial for calculating the relevant quantities for the Anderson
transition [222–224, 226], e.g., conductivities or local densities of states, in which
vertex-corrections have to be included. For our purposes, we can get away with only
one of them.

2.4.2. Disorder-Averaging and the Replica Method

The great usefulness of a path-integral representation of the SPGF is that it becomes
much easier to average it over random field configurations. For that, we assume that
VV (r) is a continuum random field, with a spinor structure given by the operator
V , and whose local values follow a gaussian statistics, i.e.,

P [V (r)] = N exp
C

≠ 1
2w2

¨
drdr

ÕV (rÕ)C(rÕ≠r)V (r)
D

, (2.78)

where N is a normalization constant, the integral kernel C(rÕ≠r) is the normalized
space-correlator of the disorder potential (e.g., see Refs. [4,5] for details on correlated
disordered landscapes), and w measures the local disorder strength. If we aim to
evaluate the average of Gr with respect to the potential landscape V (r), we can
formally write

Gr
a,b

(E; rÕ, rÕÕ)=≠iN ”2

”Ja(rÕ) ”Jb(rÕÕ)

ˆ
DV (r) ln Z1

Ë
V (r), J(r), J(r)

È
(2.79)

exp
C

≠ 1
2w2

¨
drdr

ÕV (rÕ)C(rÕ≠r)V (r)
D

,

with a generating functional that reads,

Z1
Ë
V (r), J(r), J(r)

È
=
¨

D�(r)D�(r)eiS̃
#
V,�,�,J ,J

$
(2.80)

in terms of the following action (with sources):

S̃
Ë
V, �, �, J , J

È
=
ˆ

dr �(r) · [(E+i÷) I≠H0(r)≠VV (r)] · �(r) (2.81)

+J(r)·�(r)+�(r)·J(r).
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Looking at Eq. (2.79), an important observation comes to mind; if we had Z1, instead
of ln Z1, we could hope to perform an integration over V (r), because the path-
integral would be gaussian. However, this is not the case and a clever trick is
required to go around this problem. One such method is the celebrated Replica
Trick [226,228,229], where one formally writes

ln Z1
Ë
V (r), J(r), J(r)

È
= lim

næ0

S

U
Zn

1

Ë
V (r), J(r), J(r)

È
≠ 1

n

T

V (2.82)

and identifies Zn

1 with the product of functionals for n uncoupled replicas of the
disordered system, each replica featuring the same disorder realization. To make
this identification clearer, we “expand” the internal quantum-number space of our
local fields by means of an additional “replica label” in �ú

a
(r)/�a(r). Thereby, we

define the replicated field as follows:

�(r) = [�1,1(r), �2,1(r), · · · , �ns,1(r), �1,2(r), �2,2(r), · · · , �ns,n(r)] , (2.83)

where the first index labels the internal quantum numbers of a single replica (a =
1, · · · , ns) and the second index labels the replica itself. Since all replicas are un-
coupled, the total action for this extended field is just the sum of individual actions,

S̃
Ë
V, �, �, J , J

È
=
ˆ

dr �(r) · [(E+i÷) I≠�V (r)≠H0(r)] · �(r) (2.84)

+J(r)·�(r)+�(r)·J(r),

where I is an identity matrix in the expanded space, � = V ¢ In◊n describes the
local (spinor) structure of the random potential in the expanded Hilbert space, and
H0 is the clean expanded Hamiltonian. Note that H0 (�) is an nns ◊ nns block-
diagonal matrix, composed of ns ◊ ns blocks which are the Hamiltonians of a clean
replica (the matrix structure of the random potential). The source fields were also
expanded into the space of n replicas. Finally, we have the following expression for
the averaged n - replica functional:

Zn =N
¨

D�(r)D�(r)
ˆ

DV (r) exp
C

i

ˆ
dr �(r)·[(E+i÷) I≠�V (r)≠H0(r)]· �(r)

+J(r)·�(r)+�(r)·J(r)
È

exp
C

≠ 1
2w2

¨
drdr

Õ V (rÕ)C(rÕ≠r)V (r)
D

(2.85)

which can be neatly split into two parts,

Zn =N
¨

D�(r)D�(r)eiS̃
#
0,�,�,J ,J

$
(2.86)

◊
ˆ

DV (r) exp
C

≠
ˆ

dr

A

i�(r)·�· �(r)+ 1
2w2

ˆ
dr

ÕV (rÕ)C(rÕ≠r)
B

V (r)
D
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such that the dependence on V (r) is all contained within the second term. Fur-
thermore, the path-integral over V (r) is of the gaussian type, i.e., the only path
integral type we can solve analytically. To explicitly compute it, we begin by defin-
ing C≠1(rÕ≠r) as the inverse correlator of the random potential, that is,ˆ

drC≠1(rÕ≠r)C(r≠r
ÕÕ) =
ˆ

drC(rÕ≠r)C≠1(r≠r
ÕÕ) = ”(rÕ≠r

ÕÕ) (2.87)

and, at the same time, we can also recast the exponent into the following form¨
drdr

ÕV (rÕ)
3

i�(r)·�·�(r) ”(rÕ≠r)+ 1
2w2 C(rÕ≠r)

4
V (r) =

(2.88)

= 1
2w2

¨
drdr

Õ
A

V (rÕ)+iw

ˆ
dr

ÕÕC≠1(rÕ≠r
ÕÕ)�(rÕÕ)·�·�(rÕÕ)

B

◊C(rÕ≠r)
A

V (r)+iw

ˆ
dr

ÕÕC≠1(r≠r
ÕÕ)�(rÕÕ)·�·�(rÕÕ)

B

+w2

2

¨
drdr

Õ
�(rÕ)·�·�(rÕ)C≠1(rÕ≠r)�(r)·�·�(r)

which, under the change of variables V (r)æV (r)+iw
´
dr

ÕÕ C≠1(r≠r
ÕÕ)�†(rÕÕ)· �(rÕÕ),

leads to the following result:
ˆ

DV (r) exp
C

≠
ˆ

dr

A

i�(r)·�·�(r)+ 1
2w2

ˆ
dr

ÕV (rÕ)C(rÕ≠r)
B

V (r)
D

(2.89)

= 1
N exp

C

≠w2

2

¨
drdr

Õ
�(rÕ)·�·�(rÕ)C≠1(rÕ≠r)�(r)·�·�(r)

D

.

Finally, we arrived at our central result: the ensemble-averaged generating functional
for n replicas of the system can be written as the path-integral,

Zn

Ë
J †, J

È
=
¨

D�(r)D�(r)e≠S
#
�,�,J ,J

$
, (2.90)

with the e�ective action,

S
Ë
�, �, J , J

È
= ≠ i

ˆ
dr �(r) · [(E+i÷) I≠H0(r)] · �(r) ≠ iJ(r)·�(r) (2.91)

≠i�(r)·J(r) + w2

2

¨
drdr

Õ
�(rÕ)·�·�(rÕ)C≠1(rÕ≠r)�(r)·�·�(r).

Equations (2.90)-(2.91) now describe the dynamics of a Grassmann field, with nsn
local components, that correspond to the n replicas of the original fermionic fields.
Interestingly, we have managed to trade-o� the inconvenient sample-specific random
field, V (r), by a non-random statistically-induced quartic interaction term among
the components of the replicated fields.
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2.4.3. Statistical Field-Theory of Disordered Weyl Electrons

By joining together our early path-integral representation of the real-space propa-
gator [Eq. (2.79)], the replica trick stated in Eq. (2.82), and the previous represen-
tation of Zn, we are now in position to consider a proper SFT description for the
disorder-averaged SPGF with an uncorrelated (white-noise) disordered field. This
simpler case corresponds to taking the space-correlator of the random potential as
C≠1(rÕ≠r) = ”(rÕ≠r), which allows us to write down

Gr
a,b

(E; rÕ, rÕÕ)= lim
næ0

A
i

nZn

¨
D�(r)D�(r)�(rÕÕ)·�(rÕ)e≠

´
drL

#
�,�

$B

(2.92)

= ilim
næ0

A
1

Zn

¨
D�(r)D�(r)Â

b,1(rÕÕ)Âa,1(rÕ)e≠
´

drL
#
�,�

$B

,

with an e�ective Lagrangian density given as

L
Ë
�, �

È
= ≠i�(r) · [(E+i÷) I≠H0(r)] · �(r) + w2

2
1
�(r) ·�· �(r)

22
(2.93)

in terms of the hybrid n ◊ ns-component �
†/� fields. Note that, in Eq. (2.92),

the factor 1/n (from the replica trick) was eliminated, as there is nothing dis-
tinguishing di�erent replicas of the system, i.e., for any finite n one must havee
�

†(rÕÕ) ·�· �(rÕ)
f

=n
eq

a Âú
a,1(rÕÕ)�abÂb,1(rÕ)

f
. To specialize the general SFT frame-

work to our case of interest, we replace the clean Hamiltonian, H0, by a replicated
Weyl Hamiltonian with Nv valleys. This yields the Lagrangian

L
Ë
�, �

È
=

nÿ

r=1

ÿ

a,b

Ë
(÷≠iE) Â

a,r
(r)Âa,r(r)+~vFÂ

a,r
(r)‡ab·ÒrÂb,r(r)

È
+ (2.94)

+ w2

2

Q

a
nÿ

r=1

ÿ

a,b

Â
a,r

(r)�abÂb,r(r)
R

b
2

In this context, the local quantum numbers have two distinct physical origins: (i)
the conduction/valence band for each Weyl node, and (ii) the labeling of the Weyl
node itself. To make this concrete, we now unwrap the local indices into an index
‡ = ±1 (labelling the band), and i = 1, · · · , Nv (labelling the valley). This turns
Eq. (2.94) into the more explicit form,

L
Ë
�, �

È
=

nÿ

r=1

ÿ

‡=±

Nvÿ

j=1

Ë
(÷≠iE) Â

aj,r
(r)Âaj,r(r)+~vFÂ

‡j,r
(r)‡‡‡

Õ·ÒrÂ‡Õj,r(r)
È
+ (2.95)

+ w2

2

Q

a
nÿ

r=1

ÿ

‡‡Õ

Nvÿ

i,j=1
Â

‡i,r
(r)�‡‡

Õ

ij
Â‡Õj,r(r)

R

b
2

.

To proceed further, we must devise an expression for the �-matrix that describes all
the possible couplings induced by the random potential. Here, we assume that the
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random potential is scalar, i.e., it does not couple di�erent bands, but it is certainly
able to scatter electrons among the di�erent Weyl nodes. In fact, as described by
Fradkin [25,26], if the potential is short-ranged correlated in real-space, then it will
couple di�erent valleys in k-space with a uniform strength and, therefore, we may
take

�‡‡
Õ

ij
=”‡‡Õ�–

i,j
=”‡‡Õ”–0”ij +”‡‡Õ (1 ≠ ”–0) T –

ij
, (2.96)

where T
– are the (hermitian) generators of the su(Nv) algebra, with we convention

to obey Tr
Ë
T

– · T
—

È
= 2Nv”–—. The complete statistical interaction term can then

be written as,

LI

Ë
�

†, �

È
= w2

2
ÿ

–

Q

a
nÿ

r=1

ÿ

‡=±

Nvÿ

i,j=1
Â

‡i,r
(r)�–

ij
Â‡j,r(r)

R

b
2

(2.97)

= w2

2

nÿ

r,rÕ=1

ÿ

‡,‡Õ

ÿ

ijlm

A

”ij”lm +
ÿ

–

T –

ij
T –

lm

B

Â
‡i,r

(r)Â‡j,r(r)

◊ Â
‡Õl,rÕ(r)Â‡Õm,rÕ(r),

which allows the use of Fierz’s Identity,
ÿ

–

T –

ij
T –

lm
=Nv”im”jl ≠ ”ij”lm (2.98)

(see Haber [230] for a derivation and further properties of SU(N) Lie groups), so as
to reduce its form to the following:

LI

Ë
�

†, �

È
= ≠w2Nv

2

nÿ

r,rÕ=1

ÿ

‡,‡Õ

ÿ

ij

Â
‡i,r

(r)Â‡Õi,rÕ(r)Â
‡Õj,rÕ(r)Â‡j,r(r). (2.99)

All in all, we have reduced the calculation of the average SPGF of a system with
ns local degrees of freedom to the study of two-point correlation functions of an
interacting SFT with n coupled replicas, in the limit næ0. In the next section, we
will pick up this e�ective Lagrangian at zero energy E =0, i.e.,

L
Ë
�

†, �

È
= ~vFÂ

‡j,r
(r)‡‡‡

Õ ·ÒrÂ‡Õj,r(r)+(÷≠iE) Â
aj,r

(r)Âaj,r(r) (2.100)

≠ w2Nv

2 Â
‡i,r

(r)Â‡Õi,rÕ(r)Â
‡Õj,rÕ(r)Â‡j,r(r),

and obtain the disorder-averaged SPGF and disorder-averaged density of states for
this system at the mean-field level.

2.4.4. Fradkin’s Mean-Field Theory: The Large-Nv Limit

By this point, we have all the tools to calculate the saddle-point solutions to the field
integral of Eq. (2.92). This was the path first followed by Fradkin [25, 26], which
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eventually led to the prediction of an unconventional disorder-induced criticality for
the mean DoS of 3D nodal systems. Starting from the interacting Lagrangian of
Eq. (2.100), we can deal with the problem by introducing a bosonic auxiliary field
Q that performs a Hubbard-Stratonovich decoupling [231,232] of the 4-point contact
interaction. This decoupling is based upon the following identity for a multivariate
gaussian integral:

exp
C

⁄2

2

ˆ
dr

ˆ
dr

Õ
„l(r)Alk(r, r

Õ)„k(rÕ)
D

= constant ◊ (2.101)
ˆ

Dµ(r) exp
Cˆ

dr

ˆ
dr

Õ
3

≠1
2µl(r)A≠1

lk
(r, r

Õ)µk(rÕ)
4

+⁄

ˆ
dr (µl(r)„l(r))

D

,

which can be translated to the fields appearing in Eq. (2.97) by identifying

⁄ æ w
Ò

Nv, and „l(r) æ
Nvÿ

i=1
Â

‡i,r
(r)Â‡Õi,rÕ(r), (2.102)

where l is now a super-index that contains (‡, ‡Õ, r, rÕ), and Alk(r, r
Õ) æ ”lk” (r ≠ r

Õ).
For simplicity, we will write the auxiliary field µl(r) as a Position-Dependent Matrix
Field,

µl(r) = µi,‡,‡Õ,r,rÕ(r) æ 1
w

Ô
Nv

Q(r‡),(rÕ‡Õ)(r), (2.103)

which has 2n◊2n components. This way, the Hubbard-Stratonovich transformations
leads

w2Nv

2 Â
‡i,r

(r)Â‡Õi,rÕ(r)Â
‡Õj,rÕ(r)Â‡j,r(r) æ ≠Â

‡i,r
(r)Q(r‡),(rÕ‡Õ)(r)Â‡Õi,rÕ(r) (2.104)

≠ 1
2w2Nv

Tr
Ë
(Q(r))2

È
,

which turns the former e�ective Lagrangian into a new one that contains two fields,
�(r) and Q(r). The new Lagrangian,

L
Ë
�, �, Q

È
= Â

‡j,r
(r)

1
~vF”rrÕ‡‡‡

Õ ·Òr+(÷≠iE) ”‡‡Õ”rrÕ (2.105)

+Q(r‡),(rÕ‡Õ)(r)
2

Â‡Õj,rÕ(r) + 1
2w2Nv

Tr
Ë
(Q(r))2

È
,

is now simply quadratic in the � fields, which allows us to perform the integration
over the fermionic fields, leaving behind an e�ective action for the interacting matrix
field, Q, alone. More precisely, we have that

Se� [Q(r)] = ln
C¨

D�(r)D�(r) exp
Cˆ

dr�(r) · K · �(r)
DD

(2.106)

+ 1
2w2Nv

ˆ
drTr

Ë
(Q(r))2

È

= c1 ≠ Nv ln det K + 1
2w2Nv

ˆ
drTr

Ë
(Q(r))2

È
,

87



CHAPTER 2 MEAN-FIELD CRITICALITY

which can be recast into the explicit form,

Se� [Q(r)]¥≠NvTr ln
Ë
~vF”rrÕ‡‡‡

Õ·Òr+(÷≠iE) ”‡‡Õ”rrÕ +Q(r‡),(rÕ‡Õ)(r)
È

(2.107)

+ 1
2w2Nv

ˆ
drTr

Ë
(Q(r))2

È
.

This e�ective action implies that the generating functional for n coupled replicas
of the system, Zn, can be written as a functional integral over a local matrix field,
Q(r), as follows:

Zn =
ˆ

DQ(r) exp
1
≠NvS̃e� [Q(r)]

2
, (2.108)

where

S̃e� [Q(r)] = Tr ln
Ë
~vF”rrÕ‡‡‡

Õ ·Òr+(÷≠iE) ”‡‡Õ”rrÕ + Q(r‡),(rÕ‡Õ)(r)
È

(2.109)

≠ 1
2w2N2

v

ˆ
drTr

Ë
(Q(r))2

È
.

Since the exponent comes multiplied by the number of Weyl nodes in the system,
Nv, this can be used as a “large parameter” that justifies the evaluation of Zn using
a Saddle-Point Method. Therefore, the mean-field value of Q(r) can be obtained
from the following condition:

”

”Q(r) S̃e� [Q(r)]
-----
QMF

= 0, (2.110)

which yields the self-consistent mean-field equation,

1
8w2N2

v

QMF
(r‡),(rÕ‡Õ)(r)=[~vFIn◊n¢⇢⇢Òr+In◊n¢‡0 (÷≠iE)+QMF(r)]≠1

(r‡),(rÕ‡Õ) . (2.111)

In general, Eq. (2.111) can have self-consistent solutions that are not homogenous
in space. For the sake of simplicity, we follow Fradkin [25, 26] and consider only
solutions that have the very simply form, QMF

(r‡),(rÕ‡Õ)(r) = q”rrÕ”‡‡Õ . For this ansatz,
the Eq. (2.111) reduces to

1
8w2N2

v

q”rrÕ”‡‡Õ =”rrÕ

ˆ
d3

k

8fi3 [i~vF‡ · k + ‡0 (÷≠iE + q)]≠1
‡‡Õ . (2.112)

Fortunately, the matrix that is being integrated in k is now a 2◊2, which may be
explicitly inverted as

1
8w2N2

v

q”‡‡Õ =
ˆ

d3
k

8fi3
(÷≠iE + q) ”‡‡Õ ≠ i~vF‡‡‡Õ · k

(÷≠iE + q)2 + ~2v2
F |k|2

, (2.113)

or, using the k æ ≠k symmetry,
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fi2
~

3v3
Fq

w2N2
v

= (÷≠iE + q)
ˆ Œ

0

x2dx

(÷≠iE + q)2 + x2
. (2.114)

The integral in Eq. (2.114) is UV-divergent (just like it happened in our earlier
diagrammatic SCBA calculation), and one must resort to a regularization procedure.
Here, we follow the same smooth cut-o� prescription used in Sect. (2.1), i.e.,ˆ Œ

0

x2dx

(÷≠iE + q)2 + x2
= fiM2

2 (÷≠iE + q + M) , (2.115)

where M is a large-momentum regularization scale. Then, the final result will be
fi2
~

3v3
Fq

w2N2
v

= ÷≠iE + q

÷≠iE + q + M
. (2.116)

Note that, by definition, the normalized DoS can be expressed in terms of the mean-
field Q-field as, fl(E) = Ÿ [QMF(r)] /4fiw2Nv. Consequently, only the mean-field
solutions having a non-negative real part are admissible. To obtain these solutions,
we can manipulate Eq. (2.116) to place it in the form,

q = (q+÷≠iE)
5
g ≠ q

M

6
, (2.117)

where g = w2N2
v
M/fi2

~
3v3

F is a tunable parameter, proportional to the disorder
strength. Now, if we set ÷ = E = 0 in Eq. (2.117), we get the condition,

q
5
1 ≠ g + q

M

6
= 0, (2.118)

which always has the admissible solution q = 0, corresponding to a vanishing den-
sity of states at zero-energy. However, for g > 1, an alternative solution becomes
available, namely,

q = M (g ≠ 1) æ fl(0)= M

4fiw2Nv

(g ≠ 1) . (2.119)

Equation (2.119) describes the appearance of a finite DoS at nodal energy above a
critical value of the disorder parameter, w, just as we found in Subsect. 2.2.2. This
analysis can then be extended to analyze the full shape of fl(E) in the critical case
of g =1, i.e.,

q = (q≠iE)
5
1 ≠ q

M

6
. (2.120)

This can be solved explicitly, and yields

q2 ≠ iEq + iME = 0 æ q =
iE ±

Ô
2ME (i ≠ 1)

Ò
1 + E/2iM

2 (2.121)

¥ iE

2

3
1 ±

Ò
2M/E

4
û

Ò
ME/2 + O [E/M ] .
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By picking the admissible branch, we conclude that the density of states, for E π M ,
takes the form,

fl(E) = 1
w2Nv

Û
ME

32fi2 , (2.122)

which is the critical behavior predicted earlier from our SCBA analysis [see Eq. (2.56)].

2.4.5. Disorder Irrelevance and Renormalization Group Results

From the point-of-view of the e�ective SFT, all disorder e�ects in the SPP are en-
capsulated in the quartic-interaction term of Eq. (2.100). This term is proportional
to the parameter w2, which works as „4 - coupling in the fermionic e�ective La-
grangian. Even tough the mean-field treatment of the functional integral gave us
identical results to the ones obtained from the diagrammatic SCBA, this alternative
formulation is much more powerful, for it allows RG methods to be used in studying
fluctuations around the saddle-point solution. As we will see, the integration of
fluctuation modes over larger and larger length scales lead to a running behavior of
the couplings, which quantitatively changes the universal exponents of the critical
theory that describes the unconventional SMMT point. Without diving too deep
on the subject, we will outline the way a perturbative RG procedure can be used to
improve over the mean-field result, and recap state-of-the-art results.
Our analysis begins with the identification of the relevant couplings associated to
the e�ective SFT. On the one hand, we have the quadratic curvature of fl(Á¥0),
which defines an e�ective Fermi velocity {vF that gets renormalized by disorder.
On the other, we have the disorder-induced „4 - coupling constant, ⁄ = w2. Now
that we have identified the coupling parameters, we do a tree-level analysis of the
RG flow, which starts by measuring every quantity in a system of natural units,
i.e., ~ = vF = 1, which means that [E] = [÷] = L≠1 are inverse length scales, the
Lagrangian density has a dimensions L≠d, and the fermionic fields have dimensions,

[Â] = [Âú] = [L]
1≠d

2 . (2.123)

Likewise, the two coupling parameters of the theory must be rescaled to these units
which, implies that { is dimensionless, and the disorder coupling parameter has a
scaling dimension of

[⁄] = [L]≠d≠2+2d = [L]d≠2. (2.124)

From the point of view of RG, what this means is that ⁄ is an irrelevant deformation
of the clean action for any dimension d>2. This conclusion is a mere formalization
the initial heuristic argument given in the beginning of Sect. 2.2. At any rate, here
this takes a whole new meaning, because we pinpoint d = 2 as the lower critical
dimension associated to this unconventional phase transition. Therefore, we can
access the properties of the non-trivial fixed point in the RG flow of a 3D system
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by doing an Á - expansion around d = 2. This analysis have been the subject of
many published work [27, 29, 209, 216, 217, 233, 234], using a variety of techniques
to represent the mean DoS as an e�ective SFT. For our purpose, we recap the
two-loop results of Roy and Das Sarma [234,235], who have obtained the following
renormalization group equations:

—{ = L
d{

dL
= { (z ≠ 1 ≠ 2⁄) (2.125a)

—⁄ = L
d⁄

dL
= (2≠d) ⁄+2⁄2+2⁄3, (2.125b)

where L is a length scale that is flowing to +Œ. The previous equations tell us
how the two parameters of interest (the marginal parameters in d = 2) flow upon
a coarse-graining to a double-loop order in perturbation theory around the clean
system’s fixed point. This pair of —-functions have two fixed points: (i) the clean
fixed point, featuring ⁄ = 0 and ‰ arbitrary, and (ii) a strong disorder fixed point
where

—⁄ú = 0 ∆ (2≠d)+2⁄ú+2⁄2
ú = 0, (2.126)

and therefore ⁄ú =


1≠2(2≠d)≠1
2 . Note that —⁄ is negative for ⁄ < ⁄ú but positive for

⁄ > ⁄ú, which implies that the new disordered fixed-point is repulsive as the theory
flows towards the infra-red (i.e., it separates two distinct phases). The critical
exponent associated to the correlation length is given by

1
‹

= d

d⁄
—⁄

-----
⁄=⁄ú

=(2≠d) + 4⁄ú + 6⁄2
ú, (2.127)

which can be evaluated as an expansion in powers of Á = d≠2. This yields that

⁄ú =
Ô

1 + 2Á ≠ 1
2 = Á

2 ≠ Á2

4 + O
Ë
Á3

È
(2.128)

‹ = 1
6⁄2

ú + 4⁄ú ≠ 2Á
(2.129)

and therefore, placing Á=1 for the three-dimensional case in point, we arrive at

⁄ú = 1
4 and ‹ = 2

3 . (2.130)

At the same time, we can obtain the resulting dynamical critical exponent, z, by
requiring that

z ≠ 1 ≠ 2⁄ú = 0 ∆ z = 1 + Á ≠ Á2

2 + O
Ë
Á3

È
(2.131)

which entails z =3/2 for a three-dimensional Weyl semimetal. These results are to
be compared with z = 2 and ‹ = 1, which were the overestimated values obtained
within the SCBA.
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2.5. Numerical Simulations of Disordered Dirac-Weyl
Systems

So far, the mean density of states around a disordered Dirac-Weyl node have been
evaluated by analytic methods, and defined within a continuum low-energy model.
The SCBA and SFT mean-field approaches yielded qualitatively similar results, that
served to produce a very clear picture about what the physical e�ects of random
fields in DWSMs are — Disorder drives an unconventional semimetal-to-metal phase
transition (SMMT) that precedes Anderson localization. Despite this agreement,
both approaches are not free of limitations, chief among which is (i) their dependence
on an artificial UV-regularization, and (ii) the intrinsically biased nature which
assumed particularly simple forms for the mean-field solutions. To circumvent this
issue, we now present an unbiased numerical study of the mean DoS in a tight-
binding model that realizes a (eight-node) Weyl semimetal, in the simple cubic
lattice. The two-orbital Hamiltonian reads,

H0
l
= i~vF

2a

ÿ

RœLC

Ë
�†

R ·‡j ·�R+axj
≠ �†

R ·‡j ·�R≠axj

È
, (2.132)

where LC is a cubic lattice of parameter a, �†
R/�R is a two-component fermionic

creation/annihilation operator, and ‡j are 2◊2 Pauli matrices. This is exactly the
same two-band model that was used in the previous numerical studies reported in
Refs. [1, 30, 31, 34, 39, 220, 236]. Formally, Eq. (2.132) defines a simple cubic dis-
cretization of the single-node continuum Hamiltonian [Eq. (2.1)], which replicates
the Weyl node into eight disjoint valleys that are pinned to the Time-Reversal In-
variant Momenta (TRIM) of the fBz. The chiralities of the eight di�erent valleys
are not all the same and, in fact, come in pairs that compensate each other so as to
keep an overall zero chirality. The fBz of the model is schematically represented in
Fig. 2.4 b, together with the dispersion relation along a high-symmetry path.
In the clean limit, this two-band model has the particle-hole symmetric dispersion
relation,

Ec/v(k)=±
Ò

sin2kxa+sin2kya+sin2kza, (2.133)

which gets reduced to Ec/v(k)¥±~vF |k≠KW| near each TRIM, KW. The density
of states can also be analytically calculated over the entire spectrum but, instead, we
employ the Kernel Polynomial Method (KPM) [237] which is a real-space spectral
method that also allows to perform calculations that include perturbations that
break the lattice-translation symmetry. In Fig. 2.4a, we present the clean DoS of the
model obtained with di�erent numbers of Chebyshev polynomials, corresponding
to an increasing spectral resolution. Further details on the KPM, including the
relationship between number of polynomials and spectral resolution (schematically
shown in Figure 2.4b) is provided in Appendix A.
Now, we move on to the numerical observation of the SMMT in the lattice model
of Eq. (2.132). This lattice model will be used in several instances throughout this
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Figure 2.4.: Plots of the mean DoS calculated for the lattice model of Eq. (2.132)
using the KPM approach. The spectral resolution used was of ‡J ¥ 0.0003~vF/a
corresponding to a total of 216 chebyshev polynomials with a Jackson damping
kernel. (a) Overview of the clean model’s density of states. Scheme showing the
energy broadening caused by the KPM procedure. (b) Band Structure of the
lattice model. (c) Lifting of the nodal DoS as a function of disorder. The critical
value lies at about E ¥2.65~vF/a for the box disorder model.

thesis but, for the present purposes, we consider it with an added scalar on-site
random potential,

H0
l

æ Hl = H0
l

+
ÿ

RœLC

U (R) �†
R ·�R (2.134)

whose values are independently drawn out of a Uniform Box Distribution, i.e.,

U (R) Ω PU = 1
W

�
3

W

2 ≠|U|
4

(2.135)

where, as usual, the parameter W measures the disorder strength. In Fig. 2.4d and
Fig. 2.5, we present simulation results of the disorder-averaged DoS near E =0, ob-
tained for a system with 4 million orbitals, using a spectral resolution of 3◊10≠4

~vF/a
(meV-scale in real samples), and the accumulated statistics of 5000 disorder realiza-
tions. For this calculation, we have used the e�cient CPU-parallel implementation of
the KPM iteration within the open-source software package, QuantumKITE [1,238],
in which the smoothness of the curves is aided by three major factors: (i) the huge
sizes of the simulated systems, (ii) the Jackson damping kernel used to mitigate the
Gibbs phenomenon in a truncated Chebyshev expansion, and (iii) the simultane-
ous averaging over disorder realizations and twisted boundary conditions. Further
details on the latter are provided in Appendix B.
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Figure 2.5.: Critical curve for fl(E = 0) calculated numerically as a function of the
disorder strength W . Our numerical results are shown as black dots (including
2‡ bilateral error bars) while the published results of Pixley et al. [30], for the
same disorder model, are represented as blue cross markers. The inset provides
the same representation but in a double linear scale.

Results and Discussion: Our main numerical results are shown in Figs. 2.4d and
2.5. In Fig. 2.4d, we showcase the SMMT scenario that was put forward by the early
mean-field approaches. For this specific Anderson disorder, the average DoS remains
vanishing and quadratic around the nodal energy, for disorder strengths up to the
critical value Wc ¥2.5~vF/a. After that, the curve begins lifting up at the node, and
a conventional di�usive metal phase emerges. The critical curve for fl(E =0) is shown
in Fig. 2.5 where the points have been carefully obtained from an extrapolation to the
limit of infinite system size (with infinite spectral resolution). Note that these results
are in full agreement with previously published studies (Refs. [28,30,31,34,39,236]),
and seemingly confirm that a finite-disorder unconventional critical point exists in a
lattice WSM, above which the nodal DoS acquires a finite value. The precise value
of the critical disorder is model-dependent but, for this specific model, it has been
reported to lie somewhere in between 2.5~vF/a and 2.6~vF/a [30]. Our results show
that this is likely over-estimated but, still, the qualitative picture of a non-Anderson
quantum critical point associated to the SMMT remains untouched.
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3. Instability of Weyl Semimetals to
Random Smooth Regions

In Chapter 2, we have presented sound analytical and numerical evidence that ran-
dom perturbations to a DWSM give rise to an unconventional quantum criticality
of the nodal DoS, that precedes the more common Anderson localization transition.
In simple terms, fl(E = 0) is strictly zero in the weak disorder limit, growing finite
after a critical disorder strength in a continuous but non-di�erentiable way. Even
though the early unbiased numerics seemed to back up this scenario, Nandkishore
et al. [32] argued that both the SCBA and mean-field SFT arguments may actually
be missing non-perturbative contributions that would destabilize the semi-metallic
phase right from the start. The controversy arises from the restrictive solution to
the saddle-point equation to the e�ective SFT, that assumes spatially uniform fields
[see Subsect. 2.4.4], on the grounds that this symmetry always gets recovered on
average. Although this seems like a sensible hypothesis, there are well-known situa-
tions in which it does not hold at all. For example, the appearance of in-gap bound
states (Lifshitz tails [239–242]) in weakly disordered semiconductors was shown by
Cardy [225] to arise from non-uniform (actually spherically symmetric) solutions
to the disorder saddle-point equation. While this may seem an exotic situation, it
actually finds an important precedent in High-Energy Physics (HEP) where it was
found, by Coleman [33], that a meta-stable classical configuration of an interact-
ing quantum field (a vaccum) may actually decay into a di�erent one that has a
lower energy. This gives rise to non-perturbative (exponential) contributions to the
field propagators which were dubbed Instantons. With this perspective, the Lifshitz
tails of a disordered semiconductor are seen as instantonic e�ects of the disordered
landscape [227] and, as shown in Ref. [32], a similar set of non-trivial solutions also
appears in the gapless limit, i.e., a Dirac-Weyl semimetal.
Physically, the instantons of the disorder saddle-point equation correspond to rare-
events of a random potential landscape which can support nodal bound states. By
explicitly including these spherically symmetric saddles into the ensemble-averaged
SPGF, Nandkishore et al. [32] were able to show that the net contribution to the
nodal DoS is expected to take the form,

fl(E =0) Ã exp
A

≠W 2
0

W 2

B

, (3.1)

provided the on-site values of the underlying disordered potential are drawn from
a gaussian white-noise potential. Unsurprisingly, the result of Eq. (3.1) is explicitly
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non-perturbative in the disorder strength (W ), meaning that it cannot be expanded
as Taylor series in W with a finite convergence radius and, moreover, leads to a
finite nodal DoS even as W æ 0+. This mechanism leads to an avoidance of the
mean-field critical point which, now, strictly appears as a sharp crossover behavior
in the mean nodal DoS. While it is mathematically clear why these instantonic ef-
fects appear, it remains unclear which kind of local environment allows these nodal
bound states to form 1. In Ref. [32], these saddles are interpreted as contributions
from statistically rare smooth regions that may bind single-particle states within a
disordered landscape. This is inspired on the fact that the Weyl equation with a
spherical potential well (or plateau) can support nodal bound state solutions in fine-
tuned situations. If this picture holds, the smallness of the induced DoS is explained
by the rare occurrence of such smooth regions within a white-noise disordered land-
scape. This mechanism of semi-metallic destabilization by weak disorder was then
dubbed a Rare-Region Avoided Quantum-Criticality (AQC) and later confirmed by
the accurate numerical work of Pixley et al. [34].
In the remaining of this chapter, we directly study the e�ects of smooth potential
regions in the mean DoS of a DWSM. In order to segregate the mean-field disorder
e�ects, and the non-perturbative ones, we analyze a tailor-made model of random-
ness in which a dilute set of large spherical scalar impurities (like spherical potential
wells/plateaux) is randomly scattered within an otherwise clean 3D DWSM, each
having a random value of the potential. The original results presented here are
based on the work published in Santos Pires et al. [1].

3.1. Dirac-Weyl Fermions and Spherical Scatterers
Our initial approach to the problem will be analytical and based on a contin-
uum model of a single-node Dirac semimetal (DSM), hosting a single spherical
well/plateau with a trivial spinor structure (a Spherical Scatterer). The choice of
a DSM model, instead of a WSM, is a matter of mathematical convenience but
also an e�ort to remain faithful to Ref. [1]. Nevertheless, we antecipate that all
our conclusions carry over to the WSM case, and even to a situation with multiple
impurities and valleys, provided we assume a dilute impurity limit and a strong
suppression of inter-valley scattering, respectively. At any rate, our clean working
Hamiltonian is the four-band continuum model,

H
0

c
=≠i~vF

ˆ
dr�†

ar
1
–ab ·Òr

2
�br, (3.2)

which contains two copies of Eq. (2.1) with opposite chiralities. An isolated spher-
ical scatterer is then modeled by the addition of a spherically symmetric scalar
potential, V (|r|), to this massless Dirac Hamiltonian. Then, the full single-particle
Hamiltonian reads,

1Note that, if we achieve such an interpretation, we can tailor specific disorder models that either
suppress or enhance this e�ect.
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Hc =≠i~vF

ˆ
dr�†

ar
1
–ab ·Òr

2
�br +

ˆ
drV (|r|)�†

ar�ar, (3.3)

where �†
ar/�ar are local fermionic creation/annihilation operators, and – = (–x, –y,

–z) is a vector of Dirac matrices. The Dirac matrices can be set up in alternative
representations, as long as they obey the anti-commutative Cli�ord algebra,

Ó
–i, –j

Ô
= –i ·–j + –j ·–i = 2I”ij. (3.4)

In the following, we will use the block-diagonal (or Weyl) representation, –i =
(≠‡i) ü ‡i, which evidences that the massless Dirac Hamiltonian is actually equiva-
lent to two uncoupled single-node Weyl Hamiltonians, in the absence of o�-diagonal
perturbations that break chiral symmetry. Mathematically, the eigenvalue problem
for the 4-component Dirac spinor �E (r) boils down to

i~vF–·Òr�E (r) + I4V (|r|)�E (r)=E�E (r) (3.5)

…

Y
]

[
≠i~vF‡ ·ÒrÂ

(L)

E
(r)+I2V (|r|)Â(L)

E
(r) =EÂ(L)

E
(r)

i~vF‡ ·ÒrÂ
(R)

E
(r)+I2V (|r|)Â(R)

E
(r) =EÂ(R)

E
(r)

, (3.6)

which is a pair of independent problems for right-handed / left-handed Weyl bispinors,
Â(R)

E
(r) /Â(L)

E
(r). By this point, no assumptions have been made on the scattering po-

tential, except for the fact that (i) it is a scalar in spinor-space, and (ii) it depends
only on the radial coordinate measured from an arbitrary origin. These are enough
to guarantee that Eq. (3.5) is spherically symmetric, which allows for a dramatic
reduction in the complexity of the eigenvalue problem by using angular momentum
conservation. In the following paragraphs, we trace the main steps towards this sep-
aration of variables in spherical coordinates, leaving further details to the discussion
in Appendix C.
Just like in the Schrödinger problem with a central force field, we are required to find
a complete orthonormal basis for bispinors in the unit-sphere. This is accomplished
by introducing the Spin-1/2 Spherical Harmonics,

�+
j,jz

(�) =
S

U

Ò
j≠jz+1

2j+2 Y j+1/2
jz≠1/2 (�)

≠
Ò

j+jz+1
2j+2 Y j+1/2

jz+1/2 (�)

T

V and �≠
j,jz

(�) =
S

U

Ò
j+jz

2j
Y j≠1/2

jz≠1/2 (�)
Ò

j≠jz

2j
Y j≠1/2

jz+1/2 (�)

T

V , (3.7)

where Y l

m
(�) are the usual three-dimensional (scalar) spherical harmonics. The

states defined in Eq. (3.7) are standard eigenfunctions 2 of the total angular momen-
tum which, in this case, contains both an orbital angular momentum L, as well
as a spin-1/2 component (Ji = Li + ~

2‡i). Apart from that, they are also common
eigenfunctions of the Spin-Orbit Operator, K = ~

2L ·‡, which imposes the following
useful properties:

2Meaning common eigenfunctions of |J|2 and Jz.

97



CHAPTER 3 SMOOTH REGIONS AND SEMIMETAL INSTABILITY

|J|2�±
j,jz

(�) = ~
2j (j + 1) �±

j,jz
(�)

Jz �±
j,jz

(�) = ~jz�±
j,jz

(�) (3.8)
K �±

j,jz
(�) = û~ (j + 1/2 ± 1) �±

j,jz
(�) .

Since one can also show that the operator ‡·Òr commutes with both |J| and Jz, but
not with K, the general spherically symmetric solutions of Eq. (3.5) must be written
as

Â(L)

E
(r)= f (L)(r)

r
�+

j,jz
(�)+i

g(L)(r)
r

�≠
j,jz

(�) (3.9a)

Â(R)

E
(r)= f (R)(r)

r
�+

j,jz
(�)≠i

g(R)(r)
r

�≠
j,jz

(�) , (3.9b)

where j = 1/2, 3/2, · · · , jz = ≠j, ≠j + 1, · · · , j ≠ 1, j and f (L/R)/g(L/R) are complex-
valued functions of the radial coordinate, r = |r|. Finally, the radial functions can
be determined by re-writing the free Weyl operator as,

‡ ·Òr = ‡ ·r̂
C

ˆ

ˆr
≠ L·‡

~r

D

= ‡r

C
ˆ

ˆr
≠ L·‡

~r

D

(3.10)

and further recognize that ‡r�±
j,jz

(�) = �û
j,jz

(�). With these ingredients, we arrive
at the following system of coupled radial ODEs

Y
]

[

d

dr
[f (L/R)(r)]+ f

(L/R)(r)
r

1
j+ 1

2

2
=≠ 1

~vF

(E≠V (r)) g(L/R)(r)
d

dr
[g(L/R)(r)]≠ g

(L/R)(r)
r

1
j+ 1

2

2
= 1

~vF

(E≠V (r)) f (L/R)(r)
, (3.11)

which can be solved for any radial profile of the central potential, as a function
of energy. In all that follows, we will assume the simplest model for the Spherical
Scatterer potential, i.e.,

V (r)=⁄�H (b≠r) (3.12)

which is a step-function that represents a spherical well (or plateaux) of height ⁄
and radius b. In this case, the radial equations may be independently solved for
r > b and r < b and then glued back continuously at the boundary 3.

3.1.1. Scattering Solutions and Phase-Shifts

Based on Eq. (3.11), we now build the eigenstates of the Dirac equation in the
presence of the Spherical Scatterer. In a region that has an uniform scalar potential
V0, the general solution 4 takes the form

3Since the Dirac (or Weyl) equation is a first-order di�erential equation in r, there is no need to
guarantee continuity of the derivative.

4As we will see shortly, there is a singular case – V0 ≠E = 0 — in which the system becomes
decoupled. We are ignoring this case for the time being.
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f (L/R)

j
(r)=

Ô
r

C

AJj+1

A
|E ≠ V0| r

~vF

B

+BYj+1

A
|E ≠ V0| r

~vF

BD

(3.13a)

g(L/R)

j
(r)=≠ E ≠ V0

|E ≠ V0|
Ô

r

C

AJj

A
|E ≠ V0| r

~vF

B

+BYj

A
|E ≠ V0| r

~vF

BD

, (3.13b)

which are linear superpositions of J and Y Bessel Functions, with two undetermined
complex-valued coe�cients, A and B. From a physical stand-point, the acceptable
solutions must decay as ræ+Œ and, also, avoid non-square-integrable divergences
as r æ 0+. This requirement imposes that B = 0 and therefore, the acceptable
(E ”=0) solutions for r < b are simply,

f (L/R)

j
(r<b)=Ai

Ô
rJj+1

A
|E≠⁄| r

~vF

B

(3.14a)

g(L/R)

j
(r<b)=≠AiSign (E≠V0)

Ô
rJj

A
|E≠⁄| r

~vF

B

. (3.14b)

Meanwhile, outside the spherical scatterer, both Bessel components are admissible
and the general form of the solution is

f (L/R)

j
(r>b)=

Ô
r

C

AoJj+1

A
|E| r

~vF

B

+BoYj+1

A
|E| r

~vF

BD

(3.15a)

g(L/R)

j
(r>b)=≠Sign (E)

Ô
r

C

AoJj

A
|E| r

~vF

B

+BoYj

A
|E| r

~vF

BD

. (3.15b)

As mentioned before, the undetermined coe�cients are mutually related by the
continuity condition of the wavefunction at r = b, which yields the following set of
conditions:

AoJj+1

A
|E| b

~vF

B

+ BoYj+1

A
|E| b

~vF

B

= AiJj+1

A
|E≠⁄| b

~vF

B

(3.16)

AoJj

A
|E| b

~vF

B

+ BoYj

A
|E| b

~vF

B

= AiSign
A

E≠⁄

E

B

Jj

A
|E≠⁄| b

~vF

B

, (3.17)

at a generic non-zero energy. As is well-known in scattering theory (and reviewed
in Appendix C), the net e�ect of any short-ranged spherical potential is to create an
energy-dependent phase-shift, ”j(E), which appears asymptotically in the outgoing
spherical waves associated to each angular momentum channel. By defining this
phase-shift as

f (L/R)

j
(r)≠æ

ræŒ

N
r

cos
A

|E| r

~vF
≠ fi

2 (j+ 3
2)≠”j(E)

B

(3.18a)

g(L/R)

j
(r)≠æ

ræŒ

N
r

E

|E| cos
A

|E| r

~vF
≠ fi

2 (j+ 1
2)≠”j(E)

B

, (3.18b)
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we can employ Eqs. (3.16)-(3.16) to determine it analytically, which gives

”j(E, ⁄)=arctan
3

≠Bo

Ao

4
(3.19)

=arctan
Q

a
Sign (E≠⁄) Jj+1

1
|E|b
~vF

2
Jj

1
|E≠⁄|b
~vF

2
≠ Sign (E) Jj

1
|E|b
~vF

2
Jj+1

1
|E≠⁄|b
~vF

2

Sign
1

E≠⁄

E

2
Yj+1

1
|E|b
~vF

2
Jj

1
|E≠⁄|b
~vF

2
≠ Yj

1
|E|b
~vF

2
Jj+1

1
|E≠⁄|b
~vF

2

R

b .

Equation. (3.19) is well known to encapsulate all the information about the e�ects of
the spherical scatterer in electronic spectral structure and scattering times. However,
it is important to comment that the phase-shift ”j(E, ⁄) is ambiguous by integer
multiples of fi (see Calogero [243] for a general discussion on this ambiguity). For
most purposes, the precise convention is not important but, as it turns out, it will
be extremely important that we fix this phase relative to the unperturbed (clean)
Hamiltonian. This can be accomplished by fixing the UV-Assymptotic Value to

”j (E æ ±Œ, ⁄) æ ≠ ⁄b

~vF
, (3.20)

as suggested by Ma et al. [244, 245]. In this sense, a good to define ”j(E, ⁄) is by
energy branches, namely

”j (E, ⁄)=≠
b

~vF

C
⁄+
ˆ E

≠Œ
dx

d

dx
arctan

A
Sign (x) Jj

!|x|b
~vF

"
Jj+1

!|x≠⁄|b
~vF

"
≠ Sign (x≠⁄) Jj+1

!|x|b
~vF

"
Jj

!|x≠⁄|b
~vF

"

Sign
!

x≠⁄
x

"
Yj+1

!|x|b
~vF

"
Jj

!|x≠⁄|b
~vF

"
≠ Yj

!|x|b
~vF

"
Jj+1

!|x≠⁄|b
~vF

"
BD

, (3.21)

for E <0, and

”j (E, ⁄)=≠
b

~vF

C
⁄+
ˆ Œ

E
dx

d

dx
arctan

A
Sign (x) Jj

!|x|b
~vF

"
Jj+1

!|x≠⁄|b
~vF

"
≠ Sign (x≠⁄) Jj+1

!|x|b
~vF

"
Jj

!|x≠⁄|b
~vF

"

Sign
!

x≠⁄
x

"
Yj+1

!|x|b
~vF

"
Jj

!|x≠⁄|b
~vF

"
≠ Yj

!|x|b
~vF

"
Jj+1

!|x≠⁄|b
~vF

"
BD

, (3.22)

otherwise. This was the convention used in Ref. [1].

3.1.2. Nodal Bound States of Dirac-Weyl Fermions

So far, our analysis have limited to scattering states of the potential, which exist
for E ”=0, and for which the net e�ect of V (|r|) is to dephase the outgoing spherical
waves. In stark contrast, precisely at the nodal energy (E = 0), a di�erent breed
of quantum eigenstates becomes possible by the decoupling of Eqs. 3.11 outside the
impurity. This way, the general radial solutions take the form,

f (L/R)

j
(r>b)= C

rj+ 1

2

and g(L/R)

j
(r>b)=Drj+ 1

2 , (3.23)

outside the scatterer, where D =0 so as to guarantee a (power-law) decaying wave-
function. The continuity conditions at r = b are likewise altered and now take the
form,

AiJj+1

A
|⁄| b

~vF

B

= Cob
≠j≠ 1

2 and AiJj

A
|⁄| b

~vF

B

= 0. (3.24)
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These equations can only be satisfied if Jj (|⁄| b/~vF) = 0, defining a discrete set of
values for the dimensionless parameter, u= |⁄| b/~vF, which support the presence of
zero-energy bound states in that j - channel. In fact, if u takes on such a “magical
value” uc, there will be 2j +1 zero-energy eigenstates that correspond to squared-
normalizable wavefunctions that are bound to the spherical scatterer. Rather than
being exponentially localized wavefunctions, as happens for the states in semicon-
ducting Lifshitz tails, these nodal eigenstates feature power-law tails that fall-o� as
1/rj+1/2. This is in accordance with the absence of any intrinsic energy scale (such
as a spectral gap) in the clean Dirac Hamiltonian that could justify the appearance
of a localization length. In spite of this, we have managed to show that these delicate
nodal states appear naturally as the gapless limit of the in-gap bound states that are
created by isolated potential impurities in massive Dirac systems (see Santos Pires
et al. [1]).

3.1.3. Friedel Sum Rule and Levinson’s Theorem

Previously, we have concluded that the e�ects of introducing an isolated spherical
scatterer in a DSM is to dephase the free spherical Dirac states by a energy - and
j - dependent phase-shift, ”j(E). This situation is a rather generic one in the Scat-
tering Theory of Spherically Symmetric Potentials [243], and it is well understood
that the phase-shift induced by a scattering potential can provide the answer to
almost any question one can ask about the corresponding single-impurity problem.
For our purposes, we focus on the spectral e�ects of the spherical scatterer, that is,
in the deformations it causes to the global DoS, as well as the possible emergence
of impurity bound-states. The answers to both questions are encapsulated in two
important results that will be our subject here: (i) the Friedel Sum Rule (FSR), and
(ii) the celebrated Levinson’s Theorem (LT). In this Section, we will state both these
results and, later, provide a detailed proof of the FSR. This proof is an essential
ingredient to understand the results and claims of Ref. [1] regarding the statistical
significance of zero-energy bound states for the density of states of a DWSM.

The Friedel Sum Rule (FSR): The Friedel Sum Rule is a general theorem of scat-
tering theory [246] that relates the energy-derivative of the scattering phase-shifts,
in each angular momentum channel, to the deformation induced by the impurity
in the mean-level spacing of the whole system. In the context of Dirac (or Weyl)
particles, the FSR states that the change in the extensive density of states (eDoS)
is expressed as

”‹(E, ⁄, b)=
Œÿ

j=1/2
”‹j(E, ⁄, b) = ns

fi

Œÿ

j=1/2
(2j+1) ˆ”j(E, ⁄, b)

ˆE
, (3.25)

where ns = 4 (ns = 2) for Dirac (Weyl) particles, and each ”‹j(E, ⁄) term is to be
understood as the contribution of the j - channel to the variation of the eDoS at en-
ergy E. In Eq. (3.25), both ⁄ and b work as “external parameters” that characterize
the shape of the central impurity.
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Levinson’s Theorem (LT): The Levinson’s Theorem [247] is a complementary
result to the FSR that relates the zero-momentum discontinuities in the scattering
phase-shifts, with the number of bound states created in the system by the impu-
rity. In short, it is possible to prove that any fi-discontinuity in the phase-shifts at
zero momentum correspond to the creation (or destruction) of an impurity bound
state. Even though such a relationship also exists for the Schrödinger equation, we
focus exclusively on Dirac particles but take small detour to assume that the Dirac
particles are actually massive (with mass m). This entails the following continuum
Hamiltonian,

H
m

c
=≠i~vF

ˆ
dr �†

ar
1
–ab ·Òr

2
�br + mv2

F

ˆ
dr �†

ar—
ab�br (3.26)

+
ˆ

dr V (|r|) �†
ar�ar,

where m is the Dirac mass and — is the o�-diagonal 4◊4 matrix defined as

— =
C
O2◊2 I2◊2

I2◊2 O2◊2

D

. (3.27)

Based on the Hamiltonian of Eq. (3.26), LT can be rigorously proved for the number
of bound-states lying inside the mass-gap, by using one of the procedures described
in Refs. [244, 245]. In place of deriving it here, we simply state that the number of
bound states (or quasi-bound states [245]) of angular momentum j, and a Ÿ = ±1
spin-orbit quantum number, equals

Nb
j,Ÿ

(m, ⁄, b)= 2j+1
fi

1
”Ÿ

j

1
mv2

F, ⁄, b
2

≠ ”Ÿ

j

1
≠mv2

F, ⁄, b
22

(3.28)

≠ Ÿ (≠1)j+ 1

2

3
j + 1

2

4 Ë
sin2 ”Ÿ

j

1
mv2

F, ⁄, b
2

≠ sin2 ”Ÿ

j

1
≠mv2

F, ⁄, b
2È

,

where ”Ÿ

j
(E, ⁄, b) is the phase-shift associated to the scattering states in that angu-

lar momentum channel. Unlike the previous phase-shifts, we are forced to include a
further spin-orbit label, Ÿ, because the phase-shifts of massive Dirac particles gen-
erally depend of it. As shown in Appendix C, this Ÿ - dependence disappears in the
gapless limit and, since the mæ0+ limit of Eq. (3.26) leads to two uncoupled copies
of a Weyl Hamiltonian, we conclude that the LT for Dirac-Weyl fermions simply
reads,

nb
j

(⁄, b)= ns

fi

3
j+ 1

2

4 Ë
”j

1
0+, ⁄, b

2
≠”j

1
0≠, ⁄, b

2È
, (3.29)

where ns = 2 or 4 depending on the case. This result is in full accordance with an
alternative derivation presented by Lin [248], which does not require to take the
gapless limit of a massive Dirac Hamiltonian.
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3.1.4. Derivation of the Friedel Sum Rule for Dirac-Weyl
Electrons

As referred in the beginning of the chapter, the formal derivation of the the FSR
for Dirac particles will prove to be an important step to understand the upcoming
results. In particular, such a derivation demonstrates that the blind application
of Eq. (3.25) to spherical scatterers, set up near a “magical value”, leads to some-
what confusing results which decisively contributed to spark a recent debate on
the statistical significance of these fine-tuned nodal bound states in DWSMs (see
Refs. [1, 36–39,220]).
To derive the FSR for gapless Dirac particles, we begin by imagining that our
spherical scatterer is placed inside of a much bigger spherical cavity of radius R∫b 5.
This amounts to the constrained Hamiltonian [249]

Hc =≠i~vF

ˆ
dr�†

ar
Ë
–ab ·Òr≠b2

U
ab”(3)(|r|≠R)

È
�br, (3.30)

for which one is forced to impose that the 4◊4 matrix U is unitary, hermitian and
anti-commuting with – · r̂. These conditions are su�cient [250, 251] to guarantee
that Eq. (3.30) is a hermitian Hamiltonian constrained to the spherical cavity. While
all possibilities for the boundary matrix, U, have been classified by McCann and
Fal’ko [249], we can simply consider U = — which corresponds to an infinite Dirac
mass term outside the cavity limits (|r| > R). This choice, known in nuclear physics
as the MIT bag model [252], avoids a Klein tunneling “paradox” at the boundary
but still maintains the spherical symmetry of the problem. However, it presents the
trade-o� of mixing together the two Weyl sectors of the gapless Dirac Hamiltonian.
Hence, we will work with the full 4-component Dirac wavefunctions and argue, in the
end, that this boundary-induced valley mixing is irrelevant when Ræ+Œ. All in all,
the application of this boundary condition boils down to the linear condition [249]

C
I2◊2 ≠i‡r

i‡r I2◊2

D

�E (R, ◊, „)=0, (3.31)

which translates into a linear relationship between the four, previously independent,
radial functions of Eq. (3.11), i.e.,

Y
]

[
f (L)

j
(R)≠g(R)

j
(R) = 0

g(L)

j
(R)≠f (R)

j
(R) = 0

. (3.32)

Since we are assuming E ”= 0 and R very large 6, we are entitled to impose the
aforementioned boundary condition using the asymptotic expressions for the radial
functions, f (R/L)

j
/g(R/L)

j
, as shown in Eqs. (3.18a)-(3.18b). This way, the system of

Eq. (3.32) boils down to a single condition,
5If the scattering potential has short-ranged tails, the result holds unchanged.
6More precisely, we require R |E| ∫ ~vF.
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cos
A

|E|R
~vF

≠ fi

4 (2j + 3) ≠ ”j(E, ⁄, b)
B

≠ Sign(E)
(3.33)

◊ cos
A

|E|R
~vF

≠ fi

4 (2j + 1) ≠ ”j(E, ⁄, b)
B

= 0

or, equivalently,

sin
A

|E|R
~vF

≠ fi

4 (2j + 1) ≠ ”j(E, ⁄, b)
B

(3.34)

◊ cos
A

|E|R
~vF

≠ fi

4 (2j+1) ≠ ”j(E, ⁄, b)
B

.

Equation (3.34) is only obeyed if

En = +hvF

4R

3
j ≠ 1 + 2n + 2

fi
”j(En, ⁄, b)

4
if En >0 (3.35a)

En = ≠hvF

4R

3
j + 2n + 2

fi
”j(En, ⁄, b)

4
if En <0 (3.35b)

with n œ Z. Generally, Eqs. (3.35a) and (3.35b) yield complicated implicit conditions
in the energy values that define a discrete set of levels (labelled by n) corresponding
to quantum states allowed by the boundary conditions in r = R. Nonetheless, if
⁄ = 0 there is no spherical scatterer in the center of the system and, consequently,
the scattering phase-shifts are zero for all energies. In this situation, the quantized
energy levels take the particularly simple form,

Ej

n
= n

hvF

2R

C

1 ≠ 1 + (2j≠1) mod4
4 |n|

D

with n œ {· · · , ≠2, ≠1, 1, 2, · · · } (3.36)

which gives a symmetric energy spectrum that is uniform with a mean-level spac-
ing, hvF/2R, for all angular momentum channel j. Note that this simple spec-
trum is only valid provided the asymptotic forms for the radial wavefunctions
[Eqs. (3.18a)-(3.18b)] are valid, which implies that |n| ∫ 1. In contrast, if a similar
calculation is done in the presence of a scatterer, the energy-dependent phase-shift
does not allow for an explicit solution of Eq. (3.34) at an arbitrary R. However, one
may assume that R is su�ciently large so that ”j(E, ⁄) varies slowly with energy
at the scale of fi~vF/R. In that “pre-thermodynamic” limit, we would have the
spectrum

Ej

n
(⁄)¥ n

hvF

2R

C

1 ≠ 1 + (2j≠1) mod4
4 |n|

D

≠ ~vF

R
”j(Ej

n
, ⁄, b), (3.37)

in which the phase-shifts enter as small displacements of the quantized energy levels,
relative to the free cavity spectrum of Eq. (3.36). More important than the spectrum
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itself, Equation (3.37) now entails a non-uniform spectrum with the change in the
spacing of consecutive energy levels in the j-channel getting corrected to

Ej

n+1(⁄)≠Ej

n
(⁄) ¥ hvF

2R

S

U1≠ hvF

2R

ˆ

ˆE
”j (E, ⁄, b)

-----
E=E

j
n(⁄)

+ · · ·
T

V , (3.38)

due to the spherical scatterer. This result is illustrated in Fig. 3.1 a, where the
consecutive spacings obtained from a numerical solution of Eq. (??) are plotted for
several values of R and fixed ⁄. Upon a re-scaling, all the spacings fall on top of a
universal curve which is proportional to ˆ”j (E, ⁄, b) /ˆE.

By this point, we have all the necessary ingredients to build up the argument which
establishes the FSR in this systems. We start by considering a finite energy win-
dow (like the red ones in Fig. 3.1 b) which is centered in an energy E0 and has a
finite width �E. While the number of energy levels inside the box can be hard to
calculate, the change in its value caused by the spherical scatterer is much simpler:
it is given by the inward (or outward) migration of levels from regions of width
ƒ ~vF”j (E ± �E/2, ⁄) /R near the respective boundaries, which happens upon an
adiabatic connection of ⁄ from 0 to the value that actually characterizes the central
potential. Therefore, we conclude that the change in the number of states within
that energy window is given by

�N (E0, �E, ⁄)=
Œÿ

j= 1

2

�Nj (E0, �E, ⁄, b) (3.39)

= ns

fi

Œÿ

j= 1

2

(2j+1)
5
”j

3
E0+ 1

2�E, ⁄, b
4

≠”j

3
E0≠ 1

2�E, ⁄, b
46

,

where the factor 2j +1 arises from the jz - degeneracy carried by each level in the
j-channel of a gapless and spherically symmetric Dirac system. Finally, in order
to obtain the change in the eDoS, we just take the thermodynamic (R æ Œ) and
infinite energy resolution limit (�E æ 0) in the appropriate order. This yields the
aforementioned FSR:

”‹ (E0, ⁄)= lim
�Eæ0

lim
RæŒ

�N (E0, �E, ⁄)
�E

= ns

fi

Œÿ

j= 1

2

(2j+1)ˆ”j(E, ⁄)
ˆE

, (3.40)

where ns = 2, 4 depending if we are referring to a Dirac or a Weyl system. Before
proceeding, it is important to leave a note of caution on the use of Eq. (3.40).
The quantity calculated here is a change in the inverse mean-level spacing (or,
equivalently, the eDoS) due to a single impurity in an otherwise infinite system. In a
real situation, there is usually a finite, albeit small, concentration (c) of impurities, so
that one might be tempted to obtain the DoS by simply adding up all contributions,
invoking a well-defined dilute limit. If the impurities are all identical, this procedure
leads to
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Figure 3.1.: (a) Plot of �E1/2 = E1/2

n+1
≠E1/2

n the nearest-level spacings for a spher-
ical scatterer with ⁄b = 3.1867 calculated from the numerically found solu-
tions of the boundary condition [Eq. (??)]. The data points are represented as
R2 ◊ (�E1/2≠fiR≠1), such that a collapse of di�erent values of R is achieved,
indicating that �Á1/2 (R, Á, u) ¥ fiR≠1 ≠f (Á, u) R≠2 in the presence of a central
impurity. R is measured in units of b. (b) Pictorial representation of the motion
of energy levels triggered by the central impurity, with a value of ⁄ that increases
adiabatically from 0 æ ⁄f .

”fl(E, ⁄, b) = 2c

fi

Œÿ

j= 1

2

(2j+1)ˆ”j(E, ⁄, b)
ˆE

(3.41)

or, if ⁄ is a random variable drawn from a distribution P (⁄), we would have

”fl(E, b) = 2c

fi

ˆ
d⁄ P (⁄)

S

WU
Œÿ

j= 1

2

(2j+1)ˆ”j(E, ⁄, b)
ˆE

T

XV (3.42)

as a result for the mean DoS (density of states per unit volume). As we shall see,
Eq. 3.42 is almost correct but, in the thermodynamic limit, it fails badly when E =0
and there is a finite probability density for an impurity to have one of the discrete
“magical values”. As a matter of fact, the breakdown of this FSR is one of the
central point stressed in Ref. [1], and a major conclusion of this work.

3.2. E�ects of Random Spherical Scatterers

The mean-field analysis of Chapter 2 led to the clear-cut conclusion that a weak
spatially-uncorrelated scalar disorder does not destabilize a 3D semi-metallic phase
(Weyl or Dirac) to turn it into a di�usive metal with a finite DoS at the node. Such
transition was shown to occur only if the disorder becomes su�ciently strong. This
picture was first called into question by Nandkishore et al. [32], who argued that even
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1/2 3/2 5/2 7/2 9/2

1 3.1415927 4.4934095 5.7634592 6.9879320 8.1825616

2 6.2831853 7.7252518 9.0950137 10.417119 11.704907

3 9.4247780 10.904122 12.322941 13.698023 15.039665

4 12.566371 14.066194 15.514603 16.923621 18.301256

5 15.707963 17.220755 18.689036 20.121806 21.525418

6 18.849556 20.371303 21.853874 23.304247 24.727566

7 21.991149 23.519453 25.012803 26.476764 27.915576

8 25.132741 26.666054 28.167830 29.642605 31.093933
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Figure 3.2.: (a) Analytical Plots of the change in the extensive density of states,
Eq. (3.45), due to a near-critical impurity in the j = 1/2 and j = 3/2 channels
respectively. Since the resonances are extremely sharp, the main plots represent
the positive parts in a log-lin scale, while the insets represent a zoom near the node
in a linear vertical scale. (b) Table of the lowest critical values of the impurity
parameter, u, for the lowest angular momentum channels.

in a weakly disordered landscape there is a small probability of realizing relatively
smooth regions which, in a first approximation, may be modeled as our spherical
scatterers. If each smooth region is taken in isolation, our earlier exact solution
implies that nodal bound states will indeed be generated for fine-tuned parameters of
that region. If such a “magical” combination of parameters is found to be statistically
relevant, even within a very weak disordered potential, the implication will be that
the mean nodal DoS is slightly lifted from the start and, therefore, the later cannot
not be used as a proper order parameter for the SMMT (even though it may still
be an “approximate order parameter” that su�ers a very sharp crossover).

3.2.1. Low-Energy Resonances of a Spherical Scatterer

Before considering the existence of smooth regions with random parameters, we
analyze the e�ects in the eDoS, caused by a single spherical scatterer with known
parameters b and ⁄. Following Refs. [1, 36, 37], we pick up on the phase-shifts
derived in Eq. (3.19) and apply the FSR as stated in Eq. (3.40). For convenience,
we separate the changes in the eDoS (per Weyl node) arising from each j-channel
and analyze the quantity,

”‹j(E, ⁄, b) =
32j+1

fi

4
ˆ”j(E, ⁄, b)

ˆE
. (3.43)

In addition, we are interested in analyzing values of u = ⁄b/~vF that are close to
one of that j - channel’s “magical values”, uj

c
. To make these combinations clearer

we reduce the (currently redundant) number of parameters in the equations, and
define the function

fj(Á, u)=Sign (Á)
Sign

1
1≠ u

Á

2
Jj+1(|Á|) Jj(|Á≠u|) ≠ Jj(|Á|) Jj+1(|Á≠u|)

Sign
1
1≠ u

Á

2
Yj+1(|Á|) Jj(|Á≠u|) ≠ Yj(|Á|) Jj+1(|Á≠u|)

, (3.44)
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expressed in terms of the dimensionless quantities Á=Eb/~vF and u=⁄b/~vF. With
this, we finally arrive at the following expression for the eDoS,

”‹j(Á, u) = 2j+1
fi + fifj(Á, u)2

A
ˆ

ˆÁ
fj(Á, u)

B

, (3.45)

which is now a spectral density in Á rather than in E. The critical values of u,
at which the impurities are able to create nodal bound states are defined implic-
itly as Jj(uj

c
) = 0, whose solutions always come in ± pairs (due to particle-hole

symmetry). Meanwhile, for each j there is an infinite number of such solutions,
of which we list the first (positive) ones in the table of Fig. 3.2b. Also in that
Fig. 3.2a, we plot the correction to the mean DoS, as a function of dimensionless
energy, for slightly o�-tuned 7 spherical scatterers characterized by u = uj

c
+�u. In

ε
Node

Δu×

?
δν

0

Figure 3.3.: Impurity res-
onance as u crosses a
magical value (cartoon).

all cases, the impurity induces a very narrow resonance
in the valence (conduction) band if �u < 0 (�u <
0) but, remarkably, the contribution to the eDoS at
the nodal energy is precisely zero throughout. It seems
clear than no o�-tuned spherical scatterer is capable
of lifting the nodal DoS, at least in the dilute limit.
Scatterer Fine-Tuning Process: At this point, it is
useful to visualize the e�ect of a single impurity in
the eDoS as an adiabatic process in the parameter u.
For that, we consider the change in the eDoS at all
energies, ”‹(Á), caused by a single spherical scatterer
whose parameter u is adiabatically carried through one
of its magical values 8. Nearby u = uj

c
, the dominant

contribution to ”‹(Á) arises from the term ”‹j(Á) and the eDoS near the nodal
energy behaves as depicted in the cartoon of Fig. 3.3. In contrast, if �u = u≠uj

c
>0

the scatterer produces a resonance in the DoS with a sharp positive weight that is
contained within the interval �u < Á < 0. As �u æ 0≠, this peak approaches the
node from the valence band and becomes sharper whilst always keeping the integral
of the positive weight region equal to 2j+1. When �u crosses 0 into positive values,
this sharp resonance suddenly shifts and inverts relative to the node, appearing in
the conduction band with the positive weight now contained within 0 < Á < �u.
During the entirety of this process, the contribution to the nodal DoS is exactly
zero, with the exception of �u = 0 for which we are sure that 2j +1 exact bound
states appear at the node.
Mathematically, the anomalous behavior described for the single-scatterers’ reso-
nances as its parameter u crosses a magical value, expresses that the phase-shift
”j(Á) of a j-channel then becomes a non-di�erentiable function at the nodal energy.

7We refer to impurities satisfying the bound state condition as “fine-tuned”, with all the other
cases being called “o�-tuned”.

8For simplicity, only the u > 0 case will be considered. For u < 0 the situation is analogous with
a concomitant reversal of the energy sign.
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But before explaining this statement, we note that the results of Fig. 3.2a seem to
imply that, even though a finite concentration of “fine-tuned” scatterers places a
macroscopic number of bound eigenstates at the nodal energy, such an e�ect does
not survive statistical fluctuations in the values of u. More precisely, if one assumes
a small concentration of impurities (c) with the u being a random variable 9 with a
probability density distribution, P (u), then the mean DoS reads,

”fl(Á)=c
ÿ

j

ˆ
duP (u)”‹j(Á, u) (3.46)

which naively gives ”fl(Á = 0) = 0! The “fine-tuned” random impurities can create
a nodal DoS but this happens with probability zero. This situation was the chief
motivation for the recent debate of Refs. [1, 36–39] which questioned the statisti-
cal relevance of smooth-region (or instantonic) contributions of a truly disordered
landscape to the physics of a weakly disordered Dirac or Weyl node.

3.2.2. Random Impurities and the Nodal DoS Deformation

Despite seemingly flawless, we will shown that the reasoning leading to the previous
conclusion misses one important aspect of scattering theory: the FSR can only be
applied if a standard convention [243] is imposed on the definition of the scattering
phase-shifts. This subtle aspect of the definition of a scattering phase shift has
already been discussed in Subsect. 3.1.1. As it turns out, it was our overlook of
this important fact that led to the anomalous behavior described for the resonances
induced by slightly o�-tuned impurities.
Now, it is time to retrace our previous derivation and resolve the ill-definition in
”‹(Á = 0) obtained from the FSR at near a critical impurity. As referred, the
essential flaw was that we have rushed in obtaining Eq. (3.45) and did not verify if
the phase shifts obtained in Eq. (3.19) are defined in accordance with the appropriate
convention for the asymptotic behavior, i.e.

”j (Á æ ±Œ, u) æ ≠u. (3.47)

In order to force this behavior, we can use the method introduced before and define

”j (Á, u) =

Y
__]

__[

≠u ≠
´ Á

≠Œ dx d
dx arctan

3
Sign(x)Jj(|x|)Jj+1(|x≠u|)≠Sign(x≠u)Jj+1(|x|)Jj(|x≠u|)

Sign
!

1≠u
x

"
Yj+1(|x|)Jj(|x≠u|)≠Yj(|x|)Jj+1(|x≠u|)

4
if Á < 0

≠u ≠
´ Á

Œ dx d
dx arctan

3
Sign(x)Jj(|x|)Jj+1(|x≠u|)≠Sign(x≠u)Jj+1(|x|)Jj(|x≠u|)

Sign
!

1≠u
x

"
Yj+1(|x|)Jj(|x≠u|)≠Yj(|x|)Jj+1(|x≠u|)

4
if Á Ø 0

.

(3.48)

This expression for the phase-shifts can then be plotted as a function of energy for
di�erent values of u. We are interested in studying the near-critical case, u ¥ uj

c
,

for which we present an illustrative plot in Fig. 3.4 a. Two essential points can be
9Here-forth we will refer to this as a “diversity” in the set of smooth regions.
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Figure 3.4.: (a) Plots of the scattering phase shift calculated by Eq. (3.48) for
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1

2
c = fi. The main panel shows that the

asymptotic behavior, ”j(Á æ ±Œ, u) æ ≠u is indeed respected, while the inset
depicts the formation of a true fi-discontinuity at E = 0 when u = uj

c
. (b)

Representation of the integrand in Eq. (3.52) as a function of u for decreasing
values of the energy resolution �E. The integral over u is conserved and equal to
2 throughout.

highlighted about these results: i) If u is close to a “magical value” of the j-channel,
then there is a fast (but smooth) variation of fi rad in the scattering phase-shift of
that same channel, and ii) if u = uj

c
then there is a proper fi-discontinuity in the

phase-shift at the node. Such a large energy variation is a well-known feature of
any resonant scattering process [253, 254] and, physically tells us that a particle
scattered at those energies by the impurity features a particularly large scattering
time. It is the fact that FSR involves ˆ”j/ˆÁ which provides the connection between
large scattering times and sharp peaks in the DoS.

As the plots of Fig. 3.4 a already respect the convention imposed by Eq. (3.47), the
modfi ambiguity of the phase shift no longer exists and, therefore the fi-disconuity at
the node is a physical feature of fine-tuned spherical scatterers. Such a non-analytic
behavior with energy clearly has profound implications in the use of the FSR to
extract spectral properties from the phase shifts. As it turns out, we will show
that this feature is nothing but a consequence of the nodal bound-states of these
configurations, in accordance with Levinson’s Theorem of Eq. (3.29). In particular,
we know from Subsect. 3.1.2 that the number of zero-energy bound states is either
zero (for a non-critical impurity) or 2j+1 (if u = uj

c
) and, therefore, an inspection

of Eq. (3.29) leads to the conclusion that the phase-shift of that j-channel must be
either continuous at Á=0 or have a fi-discontinuity in the “magical” case.

Now that we have understood both the physical and mathematical origin of the
singular behavior in ”‹j(Á, u¥uj

c
), we can now derive a consistent expression for the

mean DoS of a finite concentration of spherical scatterers with random parameter.
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To do this, we must assume two hypotheses: (i) the scatterers do not couple di�erent
Weyl nodes, and (ii) there is a well-defined dilute limit that makes meaning the
contributions from di�erent scatterers purely additive. Under this framework, ”fl(Á)
can be evaluated by considering the change in the number of states within an energy
interval of width �Á around a Á,

”N(Á; �Á, {un}n=1,··· ,Ni)=
Œÿ

j= 1

2

2j+1
fi

Niÿ

n=1

5
”j

3
Á+ 1

2�Á, un

4
≠”j

3
Á≠ 1

2�Á, un

46
, (3.49)

where the summation over n includes the e�ects of all Ni independent scatter-
ers. Note that ”N [Eq. 3.49] is still a function of the particular configuration of
spherical scatterers in the system, that is, {un}n=1,··· ,Ni . Assuming that the DoS is
self-averaging, we can replace the sum over scatterers by an integral over a single
probability density for u, i.e.,

Niÿ

n=1
æ Ni

ˆ
du P (u) (3.50)

and therefore arrive at

”N (Á; �Á)=Ni

Œÿ

j= 1

2

2j+1
fi

ˆ
du P (u)

5
”j

3
Á+ 1

2�Á, u
4

≠”j

3
Á≠ 1

2�Á, u
46

. (3.51)

Then, the mean density of states (per unit volume) can be obtained in the thermo-
dynamic and infinite energy resolution limit,

”fl(Á) = c
Œÿ

j= 1

2

2j+1
fi

lim
�Áæ0

Q

a
ˆ

du P (u)
”j

1
Á+ 1

2�Á, u
2
≠”j

1
Á≠ 1

2�Á, u
2

�Á

R

b , (3.52)

where c is the volume concentration of scatterers in the system. Incidentally,
Eq. (3.52) contains two situations that require di�erent approaches. On the one
hand, if ”j is a di�erentiable function in E, we may just write

”fl(Á) = ci

Œÿ

j= 1

2

ˆ
du P (u)

A
2j+1

fi

ˆ

ˆÁ
”j(Á, u)

B

= c
Œÿ

j= 1

2

”‹j(Á, u), (3.53)

restating that the deformation in the mean DoS is the average of ”‹(E, u), as ob-
tained from the FSR. This is the expectable result, and we can state outright that
it is true for any energy Á ”= 0 in this system. However, exactly at the nodal energy,
the Á - di�erentiability of the phase-shifts breaks down if the integration over u is
allowed to cross a “magical value”. If that is the case, we have shown that

”j

31
2�Á, uj

c

4
≠”j

3
≠1

2�Á, uj

c

4
≠æ
�Áæ0

fi (3.54)

which entails
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”fl(Á=0) = ci

Œÿ

j= 1

2

(2j+1)
ÿ

u
j
c

P (uj

c
) lim

�Áæ0

3 1
�Á

4
; (3.55)

A clearly an ill-defined expression! Since ”fl(Á) is a spectral density, it is not out-of-
question that it can become infinite at a given energy, so long as it remains integrable.
However, this is not the case and to see that one has to go back to Eq. (3.52) and
calculate the �Á æ 0 limit numerically for a set us that flank a magical value. In
Fig. 3.4b, we do this for the lowest critical value (of the j = 1/2 channel) and, from
there, one can observe that a Dirac-” distribution is forming centered in uj

c
. Hence,

the correct expression for mean DoS should be

”fl(Á)=Nvci

Œÿ

j= 1

2

ˆ
du P (u)

A
2j+1

fi

ˆ

ˆÁ
”j(Á, u)

B

¸ ˚˙ ˝
Scattering States’ Contribution

+Nv ci ”Á,0

Œÿ

j= 1

2

ÿ

u
j
c

P (uj

c
) (2j+1)

¸ ˚˙ ˝
Bound States’ Contribution

, (3.56)

rather than Eq. (3.53) [we have included the valley-degeneracy factor Nv]. In other
words, if u is a “magical value”, commuting the �Áæ0 limit with the integral over u
is done at the expense of generating a distribution in the integrand (containing the
bound states’ contribution). This result shows that a dilute set of diverse smooth
regions that have a non-zero probability density of “fine-tuned” scatterers, will lift the
nodal DoS of DWSM at arbitrarily small concentrations. In the upcoming section,
we shall extract physical consequences of Eq. (3.56) and interpret this expression in
a brighter light.
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3.3. The Near-Critical Impurity Mechanism
While there are no doubts that nodal bound states can be generated by smooth
potentials in a WSM, their delicate nature has sparked great discussion the literature
[1,32,34–39,220]. The main point of content is the statistical relevance of such fine-
tuned states for the electronic properties within a truly disordered environment.
Focusing on the problem of random spherical scatterers, Buchhold et al. [36, 37]
presented a calculation that is essentially equivalent to considering only the first
term in Eq. (3.56). Due to a zero statistical measure of fine-tuned scatterers, this
term always yields a zero contribution for the nodal DoS. A clear way to look at this,
goes as follows: If a DWSM hosts a concentration (c) of equal spherical scatterers
(with the same u), fl(Á=0)=0 will remain for almost any u, but will get immediately
destabilized if u = uj

c
. Then, one expects fl(Á=0) Ã c in the dilute limit. However,

if one allows for some continuous statistical diversity in the values of u, this e�ect
gets completely lost and fl(Á=0)=0 in any cases.
In order to test if our corrected expression for the mean DoS changes this picture,
we consider a toy-model with a single-node Weyl hosting dilute spherical scatterers
that have random parameters around a “magical value” uj

c
. Such a diversity can be

modeled by values of uthat are drawn independently from

P (u)= 1Ô
2fi‡

exp
Q

a≠(u ≠ uj

c
)2

2‡2

R

b , (3.57)

where ‡ measures the extent of this diversity. Even in this case, the first-term’s con-
tribution to Eq. (3.56) gives zero, because

´
P (u) ”‹j(Á, u) du = 0 for all j-channels.

However, if both terms are accounted for, one finds a di�erent result:

”fl(Á=0) = c
2j+1Ô

2fi‡
, (3.58)

which is obviously finite for any value of ‡. Therefore, the precise criterion for a set
dilute spherical scatterers to destabilize the semi-metallic node is that the probability
density in u is nonzero at some “magical value”. To illustrate the previous reasoning,
in Fig. 3.5 a, we present results for the mean DoS in the presence of a concentration
c = 10≠6grains/vol where the parameters of each scatterer were independently drawn
from the distribution of Eq. (3.57) with uj

c
= fi. This calculation was done using

Eq. 3.56 but taking only the j =1/2 contribution into account as, for these values of
u, it provides the biggest contribution by far.
Mathematically, we have seen that the second term in Eq. (3.56) is explained by
the emergence of a Dirac-” distribution in u, due to a consistent definition of the
change in the DoS, and it responsible for the nodal DoS to be lifted. Even so, we
can also provide a physical (and more intuitive) explanation of this result. In fact,
even though a nodal bound state can only appear in a fine-tuned scatterer, any slight
deviation from this situation still leads to a huge spectral weight [≥ O(c)] arbitrarily
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close to the nodal energy. This proliferation of needle-like resonances, precluding
the bound states in a slightly “o�-tuned” scatterer, is what actually concentrates a
finite spectral weight arbitrarily close to the node and guarantees that the DoS gets
lifted for a dilute set of scatterers. The semi-metallic phase is then destabilized by
random smooth regions, not through a critical mechanism, but rather a near-critical
one. Figure 3.5b depicts a cartoon of this very mechanism.

3.4. Near-Critical Mechanism: A Numerical
Validation

We have predicted that the nodal DoS is lifted by near-critical spherical scatterers
based on a continuum model of a single-node Dirac-Weyl semimetal. As already
mentioned, all of our conclusions are limited, in principle, to a system of uncou-
pled nodes in which inter-impurity interference e�ects are su�ciently weak so that
contributions of di�erent smooth regions to the DoS simply add up. To see how
accurate these assumptions are, we complement the previous analysis with a direct
evaluation of the mean DoS in a lattice model of a WSM that is decorated by a fi-
nite concentration of large spherical regions (discretized spherical scatterers) inside
of which the local potential is given a common random strength.

Lattice Model: The lattice model employed in this study is the same two-band
model used for the simulations presented in Sect. 2.5, but now with a new tailor-
made perturbation. More precisely, we have a simple cubic lattice (LC) with the
following hamiltonian,

Hl =
ÿ

RœLC

C
i~vF

2a
�†

R ·‡j ·�R+aêj
+ U (R)

2 �†
R ·�R

D

+h.c., (3.59)

where ‡j are the Pauli matrices and U(R) is a scalar potential. The scalar potential,
in this case, is the sum of n spherical impurities, centered in positions Rn, with radius
R and a strength Un, i.e.

U(R)=
Niÿ

n=1
Un�H (|R≠Rn|≠R) I2◊2. (3.60)

To test the several assumptions made in previous sections, we considered two situ-
ations: (i) a single spherical scatterer is placed within the simulated lattice, with
a fixed position and strength, and (ii) a finite number of scatterers (with the same
radius) are randomly distributed in the lattice, with the values of Un being random
variables taken from a gaussian distribution around the corresponding magical value.
In the latter case, to avoid unwanted superposition of di�erent spheres (highly un-
likely in the dilute limit), we have generated the impurity configurations by choosing
their centers, Rn, from the positions of a randomizing superlattice superposed to
LC . This procedure is schematically represented in Fig. 3.7 b.
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Node Decoupling Hypotheses: The first assumption to be tested is that intern-
ode coupling is irrelevant for the problem of spherical scatterers. Even though
this is a very sound assumption provided the spheres are large compared to the
lattice spacing a, we still test it by evaluating the DoS deformation caused by a
single scatterer of radius R in a lattice with side L = 256a. The calculations of the
DoS were done using the KPM with a Jackson kernel, as described in Appendix A,
within implementation provided by the QuantumKITE [238], and using averaging
over twisted boundary conditions to eliminate the mean-level spacing. As referred
before, this numerical technique introduces a finite energy resolution by e�ectively
broadening every energy Dirac-” into a gaussian of variance ‡KPM Ã 1/Nc, where Nc

is the number of Chebyshev polynomials retained in the expansion. Therefore, in
order to compare our numerical results for the DoS with the analytic ones (obtained
from the FSR), we convolute the latter with a gaussian that accounts for this finite
spectral resolution, i.e.,

flKPM(E, ‡KPM)= 1Ô
2fi‡KPM

ˆ
dxflex(x) exp

A

≠(E ≠ x)2

2‡2
KPM

B

. (3.61)

More precisely, we are interested in comparing the DoS deformation obtained from
Eq. (3.45), with Nv = 8, to the results obtained for a single spherical scatterer of
radius R. Thus, the right quantity to represent is not the full numerically DoS but
rather

”flKPM(E, U, R, ‡KPM)=flKPM(E, U, R, ‡KPM) ≠ 2E2

fi2 . (3.62)

This is to be compared with
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Figure 3.7.: (a) DoS change due to an impurity of critical strength u = fi v/a and
radius 16 a inside a supercell of 2563 sites. Vertical widths are 95% statistical
error bars, and dashed lines are the continuum theory predictions. (b) Scheme of
the procedure used to generate a configuration of multiple random spheres inside
the simulated supercell. (c) Plot of fl(E =0) with several impurities of radius 16 a
inside the simulated supercell of 5123 sites for di�erent resolutions ÷. The gray
line is the dilute regime prediction. The inset shows converged fl(E) for three
concentrations against the predictions demonstrated in Fig. 3.5 (black lines).

”fl̃imp(E, U, R, ‡KPM) = ≠2E2

fi2 +
ˆ Œ

≠Œ
dx

S

U4fiR3

3L3

ÿ

j

”‹j(x, U, R) + 2x2

fi2

T

V e
≠ (E≠x)

2

2‡2

KPM

Ô
2fi‡KPM

,

(3.63)
that is the analytical FSR result for a single impurity of radius b=Ra and potential
⁄=U~vF/a, already broadened by the finite resolution determined by ‡KPM.
Some illustrative results are shown in Fig. 3.6, where it is clear that as R becomes
larger (e.g. R&16a) the several resonances become well described by the continuum
theory developed in the previous sections. In fact, we can even go further and
exploit the finite resolution of the KPM calculation to analyze the DoS deformation
caused by a critical spherical scatterer. In Fig. 3.7 a, we present these results for
u=fi ~vF/a and a radius of R=16a, which are then compared to gaussians of width
‡KPM centered at the nodal energy. To the available resolution, an exactly critical
impurity introduces zero energy bound states in the system, as predicted from our
earlier. exact solution of Weyl hamiltonian.
In summary, we have established that, even in the more realistic lattice WSM with
several nodes in the fBz, the structure of resonances predicted by the FSR for an iso-
lated spherical scatterer within a single-node continuum model are well reproduced
if the latter are su�ciently large. This is hardly surprised, as a slowly-varying po-
tential in real-space is not able to induce scattering processes with large momentum
transfer (see Suzuura and Ando [255] for a paradigmatic example).

Dilute Limit Hypothesis: The numerical results clearly point to a great accuracy
of the continuum theory to describe DoS’s deformations caused by isolated spherical
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scatterers. The only requirement is that the corresponding lattice perturbation is
a smooth region significantly larger than the lattice spacing. However, the validity
of the single-region theory is not enough to validate our earlier conclusions; We
must also check that there is a well-defined dilute limit associated to this model
of disorder. Even though such a result can be somewhat expected for a system
with impurities that lie very far from each other, there are known examples [256] of
systems in which the DoS is a non-analytic function of the impurity concentration.
Therefore, this dilute limit assumption must be explicitly verified for our system of
interest.
In order to show that, we have performed KPM simulations fo large systems (L =
512a) in which a set of spheres of radius R=16a were scattered, using the method
described in Fig. 3.7 c. In analogy to Sect. 3.3, we considered several random config-
urations of scatterers and considered random values of Un, which have been drawn
out of a gaussian distribution centered around the “magical value” Uc = fi/16~vF/a,
with a standard deviation ‡ =0.3~vF/a. The results are shown in Fig. 3.7 c and fully
confirm the DoS deformation predicted from the continuum theory in Fig. 3.5 a. In
fact, by analyzing the mean nodal DoS, our results further confirm that a linear
scaling with concentration, i.e. fl(E =0) Ã c, exists in samples containing 10≠8 to
10≠6 random impurities per unit volume. These results confirms that our earlier
dilute limit assumption makes sense in this context.
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4. Rare-Event States of Point-Like
Impurities and Small Clusters

Chapters 2 and 3 gave us two examples of how di�erent disorder types can result in
distinct e�ects on Dirac-Weyl semimetals. First, the electronic DoS was analyzed in
the presence of an Anderson random potential. Both the analytical and numerical
calculations revealed that the semi-metallic phase, with a vanishing nodal DoS,
remains stable up to a critical disorder strength, after which the DoS takes on
a finite value. This corresponds to a non-conventional disorder-induced SMMT
[25, 192, 209] that long precedes the conventional Anderson MIT. Afterwards, we
also considered the case of a DWSM that is “decorated” by a finite concentration of
sizable scalar spherical scatterers of random strength. This disorder model intends to
mimic random smooth potential regions that can rarely appear within a disordered
landscape. These "rare regions" are deemed relevant in the disordered semimetal
phase because they are expected to create a finite density of states at the node, by
means of a non-perturbative e�ect [32,34,37]. In this case, we have concluded that,
as long as there is a non-zero probability density for these scatterers to support bound
states, the nodal DoS gets lifted proportionally to their overall concentration in the
system. Note that our conclusions for the latter model stand in stark contrast with
our findings for the Anderson model, even when considering our unbiased simulation
results.
The two disorder models analyzed earlier are obviously probing very di�erent lim-
its of what a disordered DWSM is. This partially justifies the contrasting physical
e�ects but, as reported by Pixley et al. [34, 220], both the mean-field and the rare-
event contributions (AQC) to the nodal DoS can be actually produced by the same
type of disorder. In e�ect, if we have a random scalar potential with a local dis-
tribution that has unbounded tails 1 (such as a gaussian or a Cauchy distribution),
the DoS shows a clear semimetal-to-metal transition at finite disorder, but its nodal
value will remain finite — fl(Á=0) Ã exp (≠W 2

0 /W 2) — even within the semimetal
phase. From our simplified model of random scatterers, it is not possible to under-
stand why does an “unbounded” Anderson potential yield an enhanced AQC e�ect,
when compared to the bounded case (analyzed in Chapter 2). Understanding this
enhancement is the main subject of this chapter, which will culminate in an alterna-
tive interpretation of what a rare-event of a disordered landscape really is. For that,
we will begin by reconsidering the model of Chapter 3 in the limit of a vanishing

1Note that the numerical study of Chapter 2 dealt only with a local box-distribution potential.

119



CHAPTER 4 POINT-LIKE IMPURITIES AND RARE-EVENTS

scatterer radius (what we shall call a point-like impurity). Considering a continuous
and lattice version, we will demonstrate an essential di�erence relative to the model
treated in Chapter 3: bound states do not arise from a single point-like impurity but,
instead, require a fine-tuned configuration of (at least) a pair of nearby impurities.
Then, we will return to the disordered lattice WSM and use Lanczos Diagonalization
(LD) to assess the appearance of rare-event nodal eigenstates in di�erent random
on-site disorder models, pinpointing the crucial role played by large fluctuations in
the local potential. Finally, these rare-event nodal states in a disordered lattice are
interpreted, not as being due to large smooth regions in the landscape (as claimed
in Ref. [32]), but rather due to very small clusters of nearby sites, in which the
conditions for a collective bound state are sporadically met. Some results presented
here are original but still unpublished.

4.1. ” - Impurities in a Continuum Weyl Semimetal

In Chapter 3, we have shown that a spherical scatterer can create nodal bound states
of Weyl electrons, if and only if the product of the potential (⁄) with its radius (b)
takes on a fine-tuned discrete value. This condition becomes problematic in the
limit bæ0+, which drags all the “magical values” of ⁄ to ±Œ. Therefore, in order
to study the problem of point-like impurities in the continuum, we follow the study
of Buchhold et al. [37] and consider the perturbed single-node Weyl Hamiltonian,

Hc =≠i~vF

ˆ
dr�†

ar
1
‡ab ·Òr

2
�br +

ˆ
drV (r)�†

ar�ar, (4.1)

(the same as in Sect. 2.1), but now with the perturbation

V (r) =
Niÿ

n=1
Un”(3)(r ≠ rn) , (4.2)

which is a simple sum of Ni scalar ”-impurities. Unlike the spherical scatterers, these
point-like impurities certainly generate scattering with arbitrarily large momentum
transfer which would, in principle, invalidate the assumption of independent Weyl
nodes in a lattice model. In spite of this, we can carry on with the continuum
calculation and try to compute the eDoS for a given configuration of ”-impurities. To
do this, we will take advantage of the reduced support of the perturbation (provided
Ni is a relatively small number) and employ a projected Green’s function method.

4.1.1. Projected Green’s Function Formalism

Obtaining the single-particle properties of the Hamiltonian in Eq. (4.1) is a standard
problem in which we have a separable Hamiltonian, Hc = H0

c
+V , about which we

know everything in the absence of V . To be more precise, we know from Sect. 2.1
the clean model’s SPGF 2,

2All propagators here-forth will be considered as retarded, by default.
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G0
c

(E) =
Ë
Ẽ≠H0

c

È≠1
= 1

8fi3

ˆ
dk

Ẽ”ab ≠ ~vF‡ab ·k
Ẽ2 ≠ ~2v2

F |k|2
|k, aÍÈk, b| , (4.3)

where Ẽ = E + i0+ and a summation over a, b is implicit. In the presence of any
perturbation, the system’s SPGF encapsulates all single-particle properties of the
perturbed system and has a completely analogous expression:

Gc (E) =
Ë
Ẽ≠H0

c
≠V

È≠1
. (4.4)

However, in practice, the matrix-inversion implied by Eq. (4.4) is not feasible and
one must take some type of approximation scheme, e.g., perturbation theory, or use
some clever trick that allows one to bypass the full inversion in the whole Hilbert
space. Here, we will take the latter approach and, for that, we start by writing down
the exact Dyson relations,

Gc (E)=G0
c

(E)+ G0
c

(E) · V · Gc (E) (4.5a)
Gc (E)=G0

c
(E)+ Gc (E) · V · G0

c
(E) , (4.5b)

where · stands for a full contraction of all indices/coordinates in the working repre-
sentation. This pair of equations may be combined and written in the di�erent, but
equivalent way,

Gc (E) =G0
c

(E)+ G0
c

(E) · T (E) · G0
c

(E) (4.6a)
T (E) = V + V · Gc (E) · V (4.6b)

where T (E) is the (retarded) T -matrix, an energy-dependent operator associated to
the whole perturbation V . Now, we bring about the essential point of the Projected
Green’s Function (pGF) method: Both V and T (E) only act non-trivially in a very
restricted real-space volume, the support of the perturbation, which we generically
call � 3 and that, in our case, is composed by the positions rn where the ”-impurities
are centered. This locality property of V allows us to solve Eqs. (4.6a)-(4.6b) as a
two step process:

1. Project the system of equations into �, i.e., given any general operator O,
and considering the projector onto the subspace of � as the operator P�, we
must transform O æ O = P� O P� in all equations. For the Green’s function
equations, this yields

Gc (E) =G0
c

(E)+ G0
c

(E) · T (E) · G0
c

(E) (4.7a)
T (E) = V + V · Gc (E) · V , (4.7b)

3Note that, since we are dealing with single-particle problems, it is entirely equivalent to think
about � as small subset of real-space, or a very small subspace of the full system’s Hilbert
space.
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where we have used the fact that P� V P� = V and P� T (E) P� = T (E).
Clearly, Eqs. (4.7a) and (4.7b) form a closed set of Ni coupled equations that
can be solved explicitly. More precisely, we have

Gc (E)= G0
c

(E)·[I≠VG0
c

(E)]≠1 (4.8)

and, consequently,

T (E)=
Ë
V≠1≠G0

c
(E)

È≠1
. (4.9)

Note that in the previous equations, contrary to Eq. (4.4), the matrix-inversion
is not a problem because the matrices involved have small dimensions. For
the specific case of the single Weyl node, solving Eq. (4.9) would involve the
inversion of a dense 2Ni◊2Ni complex-valued matrix. In a common laptop, one
can numerically invert an N ◊N complex dense matrix in less 2 minutes and
using about 1 Gb of RAM memory for N = 8192. Typically, these QR-based
inversion algorithms scale as N3 in CPU-time and N2 in memory usage.

2. The perturbed SPGF for any two points outside � can be reconstructed from
the perturbed one by using Eq. (4.6a), with the T -matrix calculated in the
previous step.

Note that all this process takes for granted that one knows, a priori, the unperturbed
SPGF in real-space. If we know this quantity, then the aforementioned T - matrix
can be calculated as follows,

T (E)æ

S

WWWWWWU

1
U1

≠ G0r
11(E; 0) ≠G0r

12(E; 0) ≠G0r
11(E; �r21) ≠G0r

12(E; �r21)
≠G0r

21(E; 0) 1
U1

≠ G0r
22(E; 0) ≠G0r

21(E; �r21) ≠G0r
22(E; �r21)

≠G0r
11(E; �r12) ≠G0r

12(E; �r12) 1
U2

≠ G0r
11(E; 0) ≠G0r

12(E; 0)
≠G0r

21(E; �r12) ≠G0r
22(E; �r12) ≠G0r

21(E; 0) 1
U2

≠ G0r
22(E; 0)

. . .

T

XXXXXXV

≠1

,

(4.10)

where �rji = rj ≠ri, and where we have assumed a real-space representation that
orders the basis of the projected subspace as

� = Span {|r1, 1Í , |r1, 2Í , |r2, 1Í , |r2, 2Í , · · · , |rNi , 1Í , |rNi , 2Í} . (4.11)

In summary, in the presence of a finite number of ”-impurities, the perturbed SPGF
between any two points in space can be entirely determined by calculating the matrix
presented in Eq. (4.10). The algorithmic complexity of this method comes from two
stages: (i) the construction of the matrix to be inverted [an O(N2

i
) process], and

(ii) the inversion of this matrix. As we shall see, this can be done analytically if the
number of impurities is su�ciently small, namely Ni = 1 or 2.
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Density of States and the Projected T -Matrix: The perturbed propagator be-
tween any two positions can be reconstructed from the knowledge of T (E) in the
projected real-space representation of Eq. (4.11). However, for the purpose of cal-
culating changes induced by V in the system’s global eDoS it is hardly necessary to
do that. The change in the eDoS is defined, in terms of SPGF as 4

”‹ (E) = ‹ (E) ≠ ‹0 (E) = ≠ 1
fi

⁄
1
Tr

Ë
Gc (E)≠G0

c
(E)

È2
, (4.12)

where the trace is over the whole Hilbert space. Using the result of Eqs. (4.6a) and
(4.9), we can cast this expression into the apparently more complicated form,

”‹ (E) = ≠ 1
fi

⁄
3

Tr
5
G0

c
(E) ·

Ë
V≠1≠G0

c
(E)

È≠1
· G0

c
(E)

64
, (4.13)

or, equivalently,

”‹ (E) =≠ 1
fi

⁄
3

Tr
5Ë

I≠G0
c

(E) · V
È≠1

·
1
G0

c
(E)

22
· V

64
, (4.14)

where we have used the cyclic property of the trace. Since both the rightmost and
leftmost operators inside the trace have support in �, one is entitled to replace the
full trace by one that is restricted to this subspace, i.e.,

”‹ (E) =≠ 1
fi

⁄
3

tr
5Ë

I≠G0
c

(E) · V
È≠1

·
1
G0

c
(E)

22
· V

64
(4.15)

= 1
fi

⁄
A

tr
C

T (E) ·
A

d

dE
G0

c
(E)

BDB

,

where we have also used the fact that dG0
c

(E) /dE =≠ (G0
c

(E))2. Finally, we arrive
at the essential formal result of this section: the change in the eDoS due to a cluster
of ”-impurities can be obtained as a projected trace involving the projected T -matrix
and the clean SPGF. Although the form of Eq. (4.15) is the most useful for numerical
calculations, it is worth remarking that there are alternative ways [37] of writing
this result, namely,

”‹ (E)= 1
fi
⁄

A
d

dE
tr

Ë
ln

Ë
I≠G0

c
(E) · V

ÈÈB

(4.16)

= 1
fi
⁄

A
d

dE
ln

Ë
det

Ë
I≠G0

c
(E) · V

ÈÈB

, (4.17)

where use was made of the general matrix identity, Tr [ln [M]] = ln [det [M]] .
4The global sign would appear reversed for advanced SPGFs.
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4.1.2. Bound-States and the Projected Lippmann-Schwinger
Equation

Before moving on to calculate the eDoS deformation for particular cases, it is im-
portant to take a small detour and establish a further formal result. Here, we will
show that the projected formalism can likewise be used to identify nodal bound
states in systems of a few impurities. To see this, we start by writing the wavefunc-
tion equivalent of Eqs. (4.5a)-(4.5b); the so-called Lippmann-Schwinger Equation
(LSE) [257,258] for a scattering state |�EÍ,

|�EÍ=
---�0

E

f
+G0

c
(E)·V |�EÍ , (4.18)

where |�0
E

Í is an eigenstate of the unperturbed system described by H0
c
, being

a parent extended state of |�EÍ. Note that Eq. (4.18) is an exact self-consistent
representation of a solution to the perturbed quantum eigenvalue problem, and has
the trivial interpretation that a perturbed solution can be seen as an unperturbed
propagating wavefunction, at that energy, to which a scattering part is added. In
principle, this equation also works to find non-propagating solutions, for which there
is no parent eigenstate of the clean Hamiltonian, i.e.,Ë

I ≠ G0
c

(Eb)·V
È ---�b

Eb

f
=0, (4.19)

where Eb is the energy of the state. Note that the previous equation clearly indicates
that such a solution must belong to the kernel of the operator I ≠ G0

c
(Eb) · V .

Furthermore, if the perturbation has a finite support �, one can project Eq. (4.19)
into this subspace and get

Ë
I ≠ G0

c
(Eb)·V

È ---›b
Eb

f
=0, (4.20)

where
---›b

Eb

f
=P�

---�b
Eb

f
is the restriction of |�Áb

Í to the support �. Remarkably, by
analyzing the dimension of the kernel of I ≠G0

c
(Eb)·V , one can obtain possible bound

states generated by the perturbation V . To prove that such a state is a bound state
of the system, it is necessary to reconstruct the corresponding wavefunction outside
�, that is,

�b

a
(r)=

e
r, a | �b

Eb

f
=Èr, a| G0

c
(Eb)·V

---›b

Áb

f
, (4.21)

where r is an arbitrary position. Being a bound state or not then depends on
the asymptotic properties of the clean SPGF in real-space. For this system any
solution of Eq. (4.20) with a non-zero energy will not lead to a square-normalizable
wavefunction, because G0r

ab
(E ”= 0; |�r| æ Œ) Ã |�r|≠1. However, if we focus only

on the nodal energy (Eb = 0), the reconstructed wavefunction is guaranteed to be
normalizable by the property, G0r

ab
(E = 0; |�r| æ Œ) Ã r≠2 5. Therefore, obtaining

the null-space of the projected operator I ≠ G0
c

(0) · V allows us to pinpoint the
existence of many-impurity nodal bound states.

5Despite being a fairly common situation, there is no fundamental reason for a proper bound
state to appear at energies where the clean system has a vanishing DoS. In fact, bound states
within a continuous spectrum [259] are known to exist since the dawn of quantum mechanics
(see the seminal paper of von Neumann and Wigner [260]).
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Figure 4.1.: Plots of the change in the eDoS induced by a single ”-impurity with
di�erent strengths. (a) Represents the case U >0 while (b) stands for U <0.

4.1.3. The Single- and Two-Impurity Problem

At this point, we have developed all the necessary formalism to study the spectral
e�ects introduced by a set of ”-impurities in a Weyl semimetal. Here, we employ it
for the analytical study of two important cases:

V1 =U”(3)(r) and V2 =U1”
(3)(r) + U2”

(3)(r ≠ �r) , (4.22)

which describe a system of a single or an isolated pair of ”-impurities. These prob-
lems have already been addressed in Ref. [37] but are still of great importance to
understand some major qualitative features of point-like scalar impurities in Weyl
system. Namely, we will show that nodal bound states can only arise from quantum
interference between several ”-impurities, unlike what happened with the spherical
scatterers of Chapter 3.

The isolated ”-impurity case: We begin by the V1 perturbation, which is con-
trolled by a single real-valued parameter, U , measuring the strength of the local
potential. Note that U has dimensions of energy times volume, because the Dirac-”
is a 3D distribution. Considering the clean SPGF of Sect. 2.1, together with the
“smooth cut-o�” UV-regularizer considered there, we can explicitly write the T -
matrix as

T (Á) = 4fi~vFU(M ≠ iÁ)
ÁM2U + 4fi~vF(M ≠ iÁ)I2◊2, (4.23)

where Á = E/~vF, M is the smooth cut-o� scale and T (Á) is a matrix defined in a
support of dimension 2. Hence, we have the following expression for the correction
to the eDoS,

”‹1({, u)=≠ 2u{ (8fi+u{)
fi (1+{2) (u{ (8fi+u{) + 16fi2 (1+{2)) , (4.24)
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where ”‹1 is the eDoS measured in units of M~vF, while u = UM2/~vF and { =
Á/M = E/M~vF are dimensionless parameters. In Fig. 4.1, we plot ”‹1 for di�erent
values of u, demonstrating that a sharp resonance appears in the valence (conduc-
tion) band as u æ +Œ (u æ ≠Œ). This behavior is qualitatively similar to what
was found for the spherical scatterers of Chapter 3 but with a crucial di�erence: the
resonance never crosses the node. In fact, we can prove that there are no parameter
uable to generate a bound state of the ”-impurity, because

det
1
I ≠ G0

c
(E)·V1

2
= ({u + 4fi(1 ≠ i{))2

16fi2(1 ≠ i{)2 = 0 (4.25)

only has a single solution

u ({) = ≠4fi(1 ≠ i{)/{, (4.26)

which for zero energy ({=0), cannot be satisfied by any finite u.

Pair of ”-impurities distanced by d: In considering the two-impurity perturbation,
V2, it is important to first realize that the continuum model is isotropic in space.
This means that �r can be chosen to point in an arbitrary direction, e.g., �r=d z,
with no loss of generality. With the later choice, the T -matrix associated to this
pair of ”-impurities simply reads,

T (Á)=

S

WWWWWU

1
U1

+ ÁM
2

4fi~vF(M≠iÁ) 0 ≠ ie
idÁ

4fi~vFd2 0
0 1

U1
+ ÁM

2

4fi~vF(M≠iÁ) 0 e
idÁ(2dÁ+i)
4fi~vFd2

e
idÁ(2dÁ+i)
4fi~vFd2 0 1

U2
+ ÁM

2

4fi~vF(M≠iÁ) 0
0 ≠ ie

idÁ

4fi~vFd2 0 1
U2

+ ÁM
2

4fi~vF(M≠iÁ)

T

XXXXXV

≠1

(4.27)

which, after some lengthy algebra, yields the following result:

M ~vF
fi

tr
C

T (Á)·
3

d

dÁ
G0

c (Á)
42D

=
4

fi({+i)2

1
iu1u2{

{+i
+2fi (u1+u2)

2
+ 8u1u2{

fi¸2 e2i¸{

1
iu1{

{+i
+4fi

2 1
iu2{

{+i
+4fi

2
+ u1u2

¸4 e2i¸{ (2i¸{≠1)
, (4.28)

where ui =UiM2/~vF and ¸=d M are dimensionless quantities. From Eq. (4.28), we
can obtain the correction to the eDoS due to the pair of ”-impurities, which we plot
in Fig. 4.2. Before commenting on general results, we remark that the limit ¸æ+Œ
of Eq. (4.28) yields the additive result,

”‹2({, u1, u2, ¸) ≠æ
¸æŒ

”‹1({, u1) + ”‹1({, u2) (4.29)

thus confirming a well-defined dilute limit for point-like impurities. Going back to
the plots of Fig. 4.2, we can identify two distinct situations. If u1u2 <0, the isolated
impurities would lead to two resonances in either side of the node, which hybridize
as they get closer together and are repelled away from the Weyl node. On the
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Figure 4.2.: Plots of the change in the eDoS induced by a pair of ”-impurities
in three situation, with the impurity strengths indicated above the panels. The
di�erent curves correspond to an increasing distance between the impurities (¸=
[2, 20]), which eventually converges towards a dilute limit result. According to
Eq. (4.31), every time a hybridized resonance crosses the nodal energy (E =0), a
nodal bound states forms between the two impurities.

contrary, if u1u2 > 0, the two isolated resonances would be on the same band and
hybridization tends to drive one of them towards the node until it crosses it. When
this happens, the situation becomes analogous to the one described in Subsect. 3.2.1,
and a non-degenerate nodal bound state is formed between the impurity pair. This
argument can be proven directly by analyzing

det
1
I ≠ G0

c
(E)·V2

2
=

S

U

1
iu1{

{+i
+4fi

2 1
iu2{

{+i
+4fi

2
+ 2i¸{≠1

¸4 u1u2e2i¸{

16fi2

T

V
2

. (4.30)

Assuming zero energy, this determinant is null if and only if

¸ = ¸c =
5

u1u2

16fi2

6 1

4

, (4.31)

which is 3-parameter fine-tuned situation. Note that, for the case presented on the
left (central) panel of Fig. 4.2, we have a critical separation of ¸c = 2.5803 (¸c =
2.4182), which is consistent with the point at which the sharper resonance traverses
E =0.

The Role of Impurity Correlations: At this point, we can already draw some
interesting conclusions about the point-like impurity limit of the problem treated
in Chapter 3. In this case, an isolated scalar impurity is not able to bind Weyl
electrons at the nodal energy, independently of how strong the potential is. As

127



CHAPTER 4 POINT-LIKE IMPURITIES AND RARE-EVENTS

one takes the impurity potential to more extreme values, an ever sharper impurity-
induced resonance is observed to approach the Weyl node without ever crossing
it. In order to have such a crossing, and the formation of a nodal bound state, it
is crucial to include interference e�ects between two such impurities, as previously
noted by Buchhold et al. [37]. However, even in this case the bound states are
delicate and require three independent parameters to be fine-tuned: the impurity
strengths and the distance between the two ”-impurities.

4.2. Atomic-Sized Impurities in a Lattice Weyl
Semimetal

We have started by analyzing the case of point-like impurities in the single-node
continuum model of a Weyl semimetal. By doing so, one is also taking for granted
a set of assumptions that may not hold in the context of a lattice system and,
therefore, require confirmation by analogous lattice calculations. In this section, we
take the clean simple cubic lattice model given by the Hamiltonian,

H0
l
=

ÿ

RœLC

C
i~vF

2a
�†

R ·‡j ·�R+aêj
+h.c.

D

, (4.32)

whose properties are fully explored in the Appendix D. Since this model is discrete,
the ”-impurities of the continuum model must be replaced by a set of atomic-sized
perturbations, such as,

Vl =
ÿ

RœLC

V (R)�†
aR�aR, (4.33)

where the potential V (R) takes the form,

V (R) =
Niÿ

n=1
Un”R,Rn . (4.34)

Unlike the continuum case, here the Uns have dimensions of energy and, therefore,
can be naturally measured in units of ~vF/a. Fortunately, this case is not funda-
mentally di�erent from the one treated in Sect. 4.1, as all the pGF formalism may
be directly translated into the discrete theory, without significant adaptations. The
sole major di�erence will lie in the form of the real-space SPGF (usually called a
lattice Green’s Function (lGF) in the tight-binding context) which will di�er from
the continuum one, and needs to be evaluated.

4.2.1. The Lattice Green’s Function

The first step to analyze the lattice problem is to calculate the lGF associated to
the model of Eq. (4.32), something that can be easily done in k-space, where
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H0
l
(k) = ~vF

a
‡ · sinak (4.35)

is the Bloch Hamiltonian, with ‡ being a vector of Pauli matrices and sinak =
(sin akx, sin aky, sin akz). Upon inversion of this 2◊2 Hamiltonian, we can obtain a
general expression for the (retarded) lGF, in terms of an integral over the cubic fBz:

G
0r
ab

(E; �R)=È�R, a|
Ë
E+i÷≠H0

l

È≠1
|0, bÍ (4.36)

= a3

8fi3

ˆ
fBz

dk
E ≠ ~vF

a
‡ · sinak

(E+i÷)2 ≠ ~2v
2

F

a2 |sinak|2
eik·�R,

which can be simplified by introducing a dimensionless energy, Á = Ea/~vF, a
dimensionless position, �L = �R/a, and a dimensionless crystal momentum, q =
ak. This then yields

G
0r
ab

(Á; �L)= a

8fi3~vF

ˆ
C
dq

Á ≠ ‡ · sinq

(Á+i÷)2≠|sinq|2
eiq·�L, (4.37)

where the integral is now over the 3D cube, C=[≠fi, fi]3. The expression of Eq. (4.37)
can be suitably divided into two fundamental parts, which must be treated inde-
pendently, i.e.,

G
0r
ab

(Á; �L)= aÁ

8fi3~vF

Aˆ
C
dq

”abeiq·�L

(Á+i÷)2≠|sinq|2

B

(4.38)

≠ ‡ab ·
A

a

8fi3~vF

ˆ
C
dq

sinqeiq·�L

(Á+i÷)2≠|sinq|2

B

,

or, equivalently,
G

0r
ab

(Á; �L)= a

8fi3 [Á ”ab I0 (Á; �L) ≠ ‡ab · I (Á; �L)] . (4.39)

In the form of Eq. (4.39), it becomes evident that the calculation of the lGF for this
model reduces to the calculation of two constitutive (dimensionless) triple-integrals,

I0 (Á; �L) =
ˆ

C
dq

eiq·�L

(Á+i÷)2≠|sinq|2
(4.40a)

Ij (Á; �L) =
ˆ

C
dq

sin qjeiq·�L

(Á+i÷)2≠|sinq|2
(4.40b)

which are to be taken in the limit ÷ æ 0+. Note that, in a simple cubic lattice,
the vector �L = (nx, ny, nz) is composed by a set of integer numbers and, due
to cubic symmetry, the integral of Eq. (4.40b) does not depend on the index j. In
Appendix D, we detail a semi-analytic procedure by which one of the q-integrals in
both Eqs. (4.40a) and (4.40b) can be performed analytically with the ÷ æ 0+ limit
taken formally. By numerically performing the two remaining integrals, we are able
to evaluate the lGF of the model to an arbitrary energy resolution. In Fig. 4.3, we
show these results and compare them to the continuum limit near the nodal energy.
As can be seen, the two models agree in the limit |Á|π~vF/a and �L ∫ 1, as they
should.
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Figure 4.3.: Plots of the constitutive integrals of the lGF, as defined in
Eqs. (4.40a)-(4.40b), calculated as a function of energy for di�erent �L in the lat-
tice. The black dashed lines represent the continuum Weyl cone approximation,
corrected to account for the eight-fold degeneracy of this lattice model. For the
continuum model, the “smooth cut-o� ” regularizer was chosen to be M =1.588a≠1,
in order to have achieve a perfect match with the onsite lGF (upper left panel).

Small-Scale Properties of the lGF: Before using the calculated lattice Green’s
function within the pGF formalism to study atomic-sized impurities in this lattice
model, it is important and useful to comment on some special featured of G

0r(Á; �L)
that happen at the scale of the lattice spacing. More precisely, we can show that
given a lattice displacement �R=(nxa, nya, nza), the constitutive integrals are (i)
all zero if two or three integers are odd, (ii) only I0(E) is nonzero if all integers are
even and, finally (iii) Ij(E) ”= 0 if and only if nj is odd, with the other two being
even. This weird property is clearly a feature of the discretized model 6 and does
not survive any coarse-graining procedure that leads to a continuum limit. Never-
theless, one must be aware of this non-universal property when making calculations
in the lattice model, e.g., two atomic-sized impurities in the lattice model may be
uncoupled due to a vanishing lGF between their positions.

The Case of Zero Energy: Besides the aforementioned features at the scale of the
lattice spacing, the lGF also features important symmetries referring to the reversal
of sign in the energy. Concretely, we have

I0 (≠Á; �L) = [I0 (Á; �L)]ú (4.41a)
Ij (≠Á; �L) = ≠ [I0 (Á; �L)]ú , (4.41b)

where we employed the transformation q æ ≠q on the integrals of Eqs. (4.40a)-(4.40b).
These symmetries imply that lGF obeys the following relation,

G
0r
ab

(≠Á; �L)= ≠ a

8fi3 [Á ”ab [I0 (Á; �L)]ú ≠ ‡ab · [I (Á; �L)]ú] = ≠
Ë
G

0r
ba

(Á; �L)
Èú

.

(4.42)
6One can show that this actually comes from the destructive interference of excitations from Weyl

nodes at di�erent TRIM (see Appendix E for further details).
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Figure 4.4.: Plots of the changes induced in the eDos by a pair of atomic-sized
impurities, with onsite potentials U1 and U2 and distanced by a lattice vector
�L = (�nx, �ny, �nz). We consider the case in which the two impurities have
U1U2 <0 (a) and the case in which U1U2 > 0 (b)-(c). Panel (c) considers cases in
which �nx,y,z are all even integers which, in (b) one of them is odd.

At zero energy, Á=0, Eq. (4.42) demonstrates that only the second term in the lGF
survives, that is,

G
0r
ab

(0; �L) = ≠ a

8fi3 ‡ab · ⁄ [I (0; �L)] , (4.43)

where the fact that I (0; �L) is purely imaginary was also used.

4.2.2. The Single- and Two-Impurity Problem in the Lattice

After calculating the lGF between any two positions, we can now retrace the whole
study of Subsect. 4.1.3, made for ”-impurities in the continuum model, and now
check how it translates to a lattice model that has a built-in ultraviolet scale (a≠1)
and several Weyl nodes are coupled by point-like perturbations in real-space.
Apart from small-scale peculiarities which are inherited from the properties of the
clean lGF, the conclusions obtained by considering one or two atomic-sized im-
purities are essentially the same as what we have seen for the continuum model.
Namely, (i) an isolated lattice site with a scalar potential U does not generate nodal
bound states, giving rise to sharp resonances that get closer to the nodal energy as
U æ ±Œ, and (ii) a pair of impurities (distanced by �L in the lattice and having
potentials U1/U2) can create a nodal bound state by means of coherent scattering
between them. Three representative examples of the eDoS change caused by a pair
of atomic-sized impurities in the lattice are presented in Fig. 4.4.
In Fig. 4.4a, we show the calculation done for two points with local potentials that
have the opposite signs. Just like the continuum ”-impurities, e�ects of hybridization
act to further split the resonances and drive them farther from the nodal energy.
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Figure 4.5.: Analysis of the near-critical mechanism for small clusters of adjacent
points in a cubic WSM lattice, with a common potential local U >0. Three small
clusters are presented: a line of three sites (upper left), a cross of sites in the
xOy-plane (upper right), and a three-dimensional cross (lower left). In all three
cases, a bird’s eye view of ”‹(E, U) is presented as an inset, while the behavior of
the corresponding resonance as it crosses the nodal energy is shown in the main
plots. In the lower right, we present a scheme that illustrates the evolution of the
critical value of U , Uc, as the size of the cluster is increased.

In Figs.4.4b and c, an analogous calculation is presented but now with impurities
that have U1U2 > 0. In this case, we find two seemingly di�erent situations; If
�L = (�nx, �ny, �nz) has only even coordinates, the two resonances hybridize
only slightly at short distances but there is not peak being driven towards the nodal
energy. In contrast, if one �ni is odd, the two resonances hybridize strongly such
that one of the resonances is driven through Á=0. The di�erence between the two
cases lies on the fact that only the latter case has a nonzero prefactor for the term
Ã ‡. Therefore, we conclude that the latter term is the one ultimately responsible
for creating nodal bound states through inter-vacancy interference. Finally, it is
worth noting two further points: (i) that, in all the cases, the impurities do not
hybridize if �L has two or three odd coordinates, and (ii) that the |�L|æŒ limit
of this exact lattice calculation always coincides the analogous calculation within
the multi-valley continuum approximation derived in Appendix E.

4.2.3. Minimal Clusters for Nodal Bound States

The same analysis that was done for two points in the lattice WSM can also be
repeated for an arbitrarily complex cluster, with each point having its own local
potential. From the discussion of Sect. 4.1, we are already aware that increasing the
complexity of the cluster of point-like impurities entails a very unfavorable scaling
of the method, as a larger matrix is required to be numerically built and inverted.
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Therefore, we will focus on the simple case of very small clusters of adjacent points
in the lattice, as shown in the scheme of Fig. 4.5.
Our main point here is to push the theory of smooth regions, as presented in Chap-
ter 3 to its small-size limit, i.e., examine the possibility for a small cluster of adjacent
site with the exact same local potential, U , to give rise to nodal bound states. In
the plots of Fig. 4.5, we present results for the change in the eDoS as a function of
U for three types of clusters: a line of three sites, a planar cross along the xOy-
plane, and a three-dimensional cross. In all the cases we see there is a sharp DoS
resonance that is driven through the nodal energy as U is increased 7. When such
crossing happens, at a critical value Uc, there is a nodal bound state that forms akin
the ones that were observed for the spherical scatterers in the previous Chapter. In
fact, the latter will be obtained as the limit of these results when the radius of the
cluster considered becomes su�ciently large. An important feature of these critical
values is that they become smaller as the cluster includes a larger number of sites,
as illustrated in the scheme of Fig. 4.5.

4.3. What are Rare-Regions in a Disordered Lattice?

Now, we are ready to establish a connection between the mesoscopic view of nodal
bound states, undertaken in previous sections, and the rare-region-induced e�ects
that were numerically found by Pixley et al. [34], leading to an AQC scenario for the
mean-field transition in disordered WSMs. For that purpose, we take a step back
and carefully analyze what these non-perturbative e�ects really are in the context
of a disordered lattice. To do this, we numerically study the nodal eigenstates of
disordered WSM lattices (of side dimension L), using the implicitly restarted Lanczos
diagonalization algorithm [261, 262], as implemented in ARPACK [263]. In order to
separate any putative nodal bound state, from the extended Bloch-like states, we
employ twisted boundary conditions (with fixed twist of fi/3rad in all directions) to
open up a finite-size gap, �f Ã1/L, inside of which the rare-region-induced states will
lie. We recall that this segregation is due to a greater degree of localization expected
for the rare-region-induced states which, as pointed out in Ref. [34], makes them
much more insensitive to the boundary conditions than the extended ones. Finally,
we remark that a similar analysis was undertaken by Pixley and Wilson in Ref. [220]
In Fig. 4.6, we present results from diagonalizing 25000 independent samples of the
(squared) disordered Hamiltonian, H2

l
. For reasons that will become clear, we con-

sidered two di�erent models of uncorrelated scalar disorder that di�er solely on their
local potential distributions:

PBD(V )= 1
W

�H

3
|V | ≠ W

2

4
and PGD(V )=

exp
Ë
≠ V

2

24W 2

È

2
Ô

6fiW
, (4.44)

i.e., a box-distribution (BD) and a gaussian distribution (GD). Note that, in both
models, the parameter W measures the strength of disorder in a comparable way,

7We have considered only positive potentials, with no loss of generality.
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Figure 4.6.: Rare-region-induced states generated in 25000 random samples of a
Weyl semimetal lattice of side L = 25a, having an uncorrelated scalar disordered
potential with local energies drawn from a BD of width W (left panel) and a GD
of standard deviation 2

Ô
3W (right panel). The narrower columns on the right

plot the inverse-participation ratios for the obtained eigenstates, which allows to
distinguish between localized and extended states.

that is, for a given W both local distributions have the same standard deviation.
For the two models, and several values of W 8, we plot in Fig. 4.6 the four lowest
(absolute) eigenvalues of all samples, in succession. Simultaneously, we also show
(in the left panels) a scatter plot of the corresponding Inverse-Participation Ratios
(IPRs) [207,223,264] of each determined wavefunction, i.e.,

IPRL

� =
q

R
1
|�1

R|2+|�2
R|2

22

1q
R |�1

R|2+|�2
R|2

22 , (4.45)

which characterizes the degree of locality of a quantum state in real-space thus al-
lowing one to correlate the eigenenergies with the localization of the corresponding
eigenstates. This quantity is perhaps the simplest way to distinguish between lo-
calized and delocalized quantum states: one expects an extended three-dimensional
Bloch-like wavefunction to have IPRL

� ≠æ
LæŒ

L≠3, while IPRL

� ≠æ
LæŒ

constant for a
localized one. Notice that the scaling with L which is presented in Fig. 4.7b for the
data obtained with the GD model further confirms the interpretation of the rare-
region-induced states as localized (or quasi-localized), while the ones belonging to
the energy strips are likely extended.

For the BD disorder model, we observe that the only e�ect of disorder is to randomize
the clean energy levels into “energy strips” that get wider (Ã W 2/L2) and approach

8All chosen below the mean-field critical disorder.
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Figure 4.7.: (a) Perturbative energy broadening of the energy level by disorder.
(b) Scaling of the IPRs with L [L = 15 (red), L = 25 (blue), and L = 35(green)].
(c) Rare-Event nodal states generated in 25000 random samples of a WSM lattice
of side L=15a, that hosts a Anderson BD disorder of strength W together with
a point-like large fluctuation of U =2~vF/a placed at the center of the simulated
lattice.

the nodal energy (Ã W 2/L) as W increases (scalings are demonstrated in Fig. 4.7 a).
Actually, this is the expectation obtained from the 2th- order perturbation theory
presented in Appendix F, and the values of the IPRs further confirm that all these
states are indeed extended. In great contrast, the GD model generates a behavior
that is qualitatively very di�erent; Besides having the same energy strips of Bloch-
like states that behave identically to the BD case, there are also a di�erent class of
“rarer states” with energies that clearly invade the finite-size gap, �f. These states,
which have IPRs orders of magnitude higher than the ones in the energy strips, are
the rare-region-induced eigenstates that create the exponentially small background
DoS in the numerical results of Ref. [34].

4.3.1. The Role of Unbounded Local Distributions

Recapping the numerical results presented at the end of Chapter 2, we have not seen
any signs of AQC in spite of having pushed the limits of our KPM simulations in
both system size and spectral resolution. The previous analysis of the Anderson
BD model makes it clear why no rare-region-induced e�ects could be observed:
because, statistically speaking, there were none! As a matter of fact, it had already
been pointed out, in Refs. [34, 220], that one must consider disorder models with
unbounded local distributions for allowing the rare-region-induced AQC to appear
in lattice simulations. In more direct terms, we can state that, while the mean-
field criticality is driven by the disorder strength parameter, the rare-region e�ects

135



CHAPTER 4 POINT-LIKE IMPURITIES AND RARE-EVENTS

depend on large fluctuations on the disordered potential.
One outstanding question that we can legitimately ask is the following: How many
rare fluctuations do we need to generate the rare-region induced states? To answer
this question, we repeat the analysis of the BD disorder model, but now with an
additional fixed isolated potential spike, of strength 2.0~vF/a, that is placed by hand
in all the random samples. In Fig. 4.7 c, we present these results where it becomes
clear that high-IPR in-gap states start to emerge immediately, in way that is very
similar to what was obtained for the GD model. Therefore, the short answer to our
previous question is simply: one. This surprising conclusion contradicts the picture
advocated in Nankishore et al. [32], according to which the AQC in a disordered
WSM is caused by bound states of rare smooth regions in the potential landscape.
Statistically speaking, there are roughly as many smooth regions in the GD (or the
BD + fluctuation) disorder model, as there were in the BD Anderson potential of
Fig. 4.6. Notwithstanding, no rare-event eigenstate could be detected in the latter
case. Thereby, we may conclude that these rare-event states are better interpreted
as being fine-tuned bound states that emerge from the coherent scattering of two (or
maybe more) nearby lattice points, which can have very asymmetric local potentials.
This is precisely a realization of the mesoscopic mechanism unveiled in Subsect. 4.2.2,
which singles out the isolated large potential fluctuation as a “nucleation center” for
bound eigenstates to appear by interference with the (much weaker) surrounding
disorder.

4.4. A Consistent Picture of AQC in a Lattice Model

From our study of the nodal eigenstates at the mesoscopic level, we have pinpointed
two main mechanisms by which these can emerge from an uncorrelated disordered
potential. On the one hand, we have a Two-Point Asymmetric Interference (2PAI)
mechanism, by which an isolated large fluctuation of the disordered landscape hy-
bridizes with one (or more) of its neighboring points generating states as the ones
described in Subsect. 4.2.2. On the other, we have a Minimal Smooth Cluster (MSC)
mechanism, which is akin the rare-region mechanism of Chapter 3, but which we have
shown to require very minute clusters of nearby points in a lattice.
Within an arbitrary disordered landscape one expects both the 2PAI and the MSC
mechanisms to generate nodal bound states and, thus, avoid the mean-field quan-
tum critical point in these systems. Nevertheless, if the local disorder distribution
happens to be bounded, the system may find itself in a situation where the 2PAI
mechanism is actually absent for weak disorder, as there may be impossible for two
nearby fluctuations to meet the criterium for the emergence of a joint nodal bound
state. In principle, the MSC mechanism is always possible for arbitrarily weak disor-
der. However, as the disorder strength gets decreased, the size of the smooth clusters
must grow accordingly in order to bind nodal electrons. Such large smooth regions
are extremely unlikely for uncorrelated disordered potentials which ultimately ex-
plains why we could not observe any signs of AQC with the BD Anderson disorder.
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5. Vacancies in Weyl Semimetals

In Chapters 2 to 4, we have addressed the e�ects of disorder in the spectral proper-
ties of emergent three-dimensional Weyl fermions near the Fermi level of a quantum
solid. For that, we analyzed three di�erent models of quenched disorder (uncor-
related random potentials, randomly placed smooth regions, and scalar point-like
impurities) in the context of continuum single-node models, as well as multi-valley
lattice models. While these simple disorder models yield some interesting (and some-
what surprising) e�ects, they do not describe all the sources of disorder one finds
in actual crystalline samples that are grown in the laboratory. Usually, even the
most perfect crystals su�er from poor stoichiometry or flaws in the crystallization
procedure [265,266], that give rise to substitutional disorder (atomic impurities), lat-
tice imperfections (e.g., missing atoms [267] or deformed unit cells), inhomogeneous
strain, or other topological defects [68, 268]. Adding to all of these, real samples
will often be multi-crystalline and always have some vibrational dynamics due to
thermally excited phonon modes [269,270]. All in all, these e�ects break the lattice
translation symmetry, which will scatter the propagating Bloch electrons, and may
significantly change the electronic properties of the material [271].

By this point, we will consider another common type of lattice disorder which
is due to be present in real samples: dilute lattice vacancies. Vacancy-disorder in a
tight-binding Hamiltonian corresponds to a set of randomly chosen orbitals that
got removed from the system 1. Such a procedure attempts to model the e�ects
caused by isolated atoms that are missing from the crystal [267, 272], but without
accounting for the more complicated lattice distortions and charge screening which
are also expected to appear around the vacant site [273]. Even so, the simplest
models of random vacancies (also called point-defects) are able to generate novel
and remarkable physical phenomena that can serve to explain real experimental
results. Graphene is a prime example of how point-defects can give rise to funda-
mentally di�erent physics that goes far beyond what can be reproduced by Anderson
random potentials. There, random vacancies e�ectively realize a chiral-symmetric
(see Sect. 1.3) disorder model [274] which originates robust nodal bound states that
greatly enhance the density of states at the charge neutrality point [26,62], and lead
to a finite universal dc conductivity [42,256]. Regarding three-dimensional semimet-
als, the influence of vacancies have been overlooked so far in theoretical literature,
even though these are common sub-products of the synthesis process [275] and have
even been experimentally observed by Transmission Electron Microscopy (TEM) in

1And, therefore, also from the single-electron Hilbert space.
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stoichiometric Weyl semimetals [276]. Additionally, the concentration of vacancies
may also be externally controlled by means of light-ion irradiation of a crystalline
sample [277]. While being still an unexplored territory, the study of vacancy e�ects
in these systems has recently received a motivational boost by the experimental re-
sults of Xing et al. [278], that established a link between surface vacancies in the
magnetic WSM, Co3Sn2S2, and the existence of exotic localized Spin-Orbit Polarons.
In this Chapter, we will present novel results on the e�ects of diluted vacancies in a
cubic Weyl semimetal focusing, not only on the spectral e�ects, but also in predict-
ing observable signatures in dc transport, magnetic response and optical properties.
This original study is published in Refs. [2] and [3].

5.1. Modeling a Vacancy in a Weyl Semimetal

Before analyzing the case of a finite concentration of vacancies in a macroscopic
sample, we begin by considering the simpler problem of an isolated vacancy in the
tight-binding model of a cubic WSM, which was first introduced in Eq. (2.132). Our
clean Hamiltonian reads

H0
l
= i~vF

2a

ÿ

RœLC

Ë
�†

R ·‡j ·�R+axj
+ �†

R+axj
·‡j ·�R

È
, (5.1)

where LC is a simple cubic lattice of parameter a, xj are the cartesian unit vectors,
�†

R/�R are local two-component fermionic creation/annihilation operators, and ‡j

are 2◊2 Pauli matrices. In this model, a vacancy defect is a missing lattice site,
which can happen in two ways within the two-band Hamiltonian of Eq. (5.1): (i)
by removing all atoms in a unit cell (a full-vacancy), or (ii) by removing only a
single orbital (a half-vacancy). In a bipartite lattice, like a graphene monolayer, this
choice is clearly important due to the sublattice symmetry, which is broken by a
concentration imbalance between the vacancies in each sublattice [274]. However,
here the situation is less symmetric because H0

l
does not have a sublattice symmetry

to begin with 2. Therefore, we shall only treat the case of a full-vacancy, keeping
in mind that no new phenomena would arise if half-vacancies were considered in-
stead 3. Under this framework, a single full-vacancy is implemented by removing
the hoppings connecting both orbitals within a unit cell to the remaining lattice.
This procedure actually leaves behind the disconnected site, something that we must
take into account when looking at spectral properties. With no loss of generality,
we start by considering the vacancy as placed at the origin (R = 0) and, thereby,
add to H0

l
a term that precisely cancels all hoppings to this site, i.e.,

Vv = i~vF

2a

Ë
�†

0 ·‡i·�xj≠�†
0 ·‡i·�≠xj ≠ h.c.

È
. (5.2)

2A 3D Weyl semimetal is not chiral symmetric, which is obvious from the matrix form of the
corresponding Bloch Hamiltonian.

3This was explicitly verified in Santos Pires et al. [3], and can be easily obtained from the same
pGF method that will presented in the remainder of this section.
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Figure 5.1.: Scheme of the local
perturbation defined in Eq. (5.2).

Note that the perturbation Vv has the ad-
vantage of acting only on the finite support
� = {0, ±ax̂1, ±ax̂2, ±ax̂3}, which forms the
octahedron depicted in Fig. 5.1. Such a local
perturbation to a lattice model can be con-
veniently studied by using the whole machin-
ery of the projected Green’s Function (pGF)
method introduced in Sect. 4.1. To more eas-
ily apply the pGF formalism, it is conve-
nient to encode the sites of � in the order,
{0, ax̂, aŷ, aẑ, ≠ax̂, ≠aŷ, ≠aẑ}, such that the
single vacancy perturbation looks like,

Vv = i~vF

2a

S

WU
O2◊2 ‡ ≠‡

≠‡T
O6◊6 O6◊6

‡T
O6◊6 O6◊6

T

XV , (5.3)

i.e, a simple 14◊14 matrix in the projected subspace. In Eq. (5.3) (and following), we
define On◊n as an n◊n zero matrix, In◊n as an n◊n identity matrix, and ‡ =(‡x, ‡y, ‡z)
as a vector of Pauli matrices. At the same time, using the short-distance properties
of the lGF and its symmetry around the nodal energy (derived in Subsect. 4.2.1),
we also see that the projected lGF reads simply as

G0
c

(E)= a

~vF

S

WU
fÁI2◊2 gÁ‡ ≠gÁ‡

≠gÁ‡T fÁI6◊6 hÁI6◊6

gÁ‡T hÁI6◊6 fÁI6◊6

T

XV , (5.4)

where gÁ, fÁ and hÁ are dimensionless functions of energy, that are determined from
the integrals in Eqs. (4.40a)-(4.40b). To be more precise, we have

fÁ = aÁ

8fi3 I0 (Á; �L=(0, 0, 0))= aÁ

8fi3

ˆ
C
dq

1
(Á+i÷)2≠|sinq|2

(5.5a)

gÁ = a

8fi3 Ix (Á; �L=(1, 0, 0))= a

8fi3

ˆ
C
dq

sin qxeiqx

(Á+i÷)2≠|sinq|2
(5.5b)

hÁ = aÁ

8fi3 I0 (Á; �L=(2, 0, 0))= aÁ

8fi3

ˆ
C
dq

e2iqx

(Á+i÷)2≠|sinq|2
, (5.5c)

whose integrals, over the cube C = [≠fi, fi]3, can be performed semi-analytically in
the limit ÷ æ 0+ (as described in Appendix D). It is also relevant to emphasize that
Á = 0 is a special point, in which the clean pGF takes on the particularly simple
form,

G0
c

(0)= ag0

~vF

S

WU
O2◊2 ‡ ≠‡

≠‡T
O6◊6 O6◊6

‡T
O6◊6 O6◊6

T

XV , (5.6)

where, as we shall prove, g0 = i/3. In e�ect, Eqs. (5.3)-(5.6) provide all the necessary
ingredients for us to make a pGF analysis of the single-vacancy problem, on similar
grounds to what was done for the atomic-sized impurities in the lattice (see Sect. 4.2).
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5.2. Nodal Bound States of an Isolated Vacancy

The simple matrices defined in Eqs. (5.3)-(5.6) can be plugged directly into the
expressions derived within the general formalism presented in Chapter 4, In partic-
ular, a first question that can be asked is whether or not a vacancy is able to create
bound-states at the nodal energy. For that, we use Eqs. (5.3) and (5.6) to build the
projected operator I≠G0

c
(0)·Vv, whose determinant takes on the remarkably simple

form,

det
1
I≠G0

c
(0)·Vv

2
=(i≠3g0)4 . (5.7)

The operator I ≠G0
c

(0) ·Vv must have, at least, a two-dimensional kernel subspace
because of the two orbitals that were disconnected from the lattice. Hence, with
our implementation, a vacancy always produces a couple of “trivial localized states”,
corresponding to the Wannier orbitals that were removed. However, what Eq. (5.7)
is also telling us is that the kernel is actually four-dimensional. This implies that an
additional pair of “non-trivial bound states” also appears, these extending into the
remaining lattice. In fact, a full diagonalization of I≠G0

c
(0)·Vv yields the following

projected wavefunctions:
---›b

1

f
= 1Ô

6
(|x̂, 1Í ≠ i |ŷ, 1Í ≠ |ẑ, 2Í ≠ |≠x̂, 1Í + i |≠ŷ, 1Í + |≠ẑ, 2Í) (5.8a)

---›b

2

f
= 1Ô

6
(|x̂, 2Í + i |ŷ, 2Í + |ẑ, 1Í ≠ |≠x̂, 2Í ≠ i |≠ŷ, 2Í ≠ |≠ẑ, 1Í) (5.8b)

where |R, aÍ are the local Wannier states (a labels the orbital). Upon a recon-
struction of the states outside of the original support, �, these yield the following
wavefunctions:

�b

1(R)= i~vF
Ô

6
2a

C
G

0r
12 (0; R)

G
0r
22 (0; R)

D

(5.9a)

�b

2(R)= i~vF
Ô

6
2a

C
G

0r
11 (0; R)

G
0r
21 (0; R)

D

, (5.9b)

where G
0r
ab

(Á; R) are spinor components of the lGF. Note that, from the continuum
approximation derived in Appendix E, Eqs. (5.9a) and (5.9b) imply that the new
states generated by the vacancy correspond to square-normalizable wavefunctions in
the lattice, with tails that decay asymptotically as 1/r2. Both the existence of these
states and their asymptotic behavior are confirmed by the Lanczos Diagonalization
(LD) results presented in Fig. 5.2 a. Further discussion is left to the next section.

Deformation in the Density of States: Since the dimension of the system’s
Hilbert space was not changed, the presence of extra nodal bound states neces-
sarily implies that some spectral weight was drawn out the band-continuum to the
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Figure 5.2.: (a) Plots of |�(R)|2= |�1(R)|2+|�2(R)|2 for the eigenstate of a single
central vacancy closest to E = 0 and averaged over spherical shells of width a
centered on the vacancy. In the inset, the first eigenenergy (a bound state) is
shown scaling to zero as L≠2 , while the second (an extended state) features a L≠1

behavior. (b) Correction to the eDoS due to a single vacancy in an infinite lattice.
The whole band is represented and the integral over the entire band is not zero
but ≠2, instead.

node, by the vacancy. To characterize this process, we assess the vacancy-induced
deformation in the global extensive density of states (eDoS), through Eq. (4.15),
and using the matrix expression of the clean lattice pGF at all energies, given in
Eq. (5.4). Therefore, we obtain

”‹(Á)= 3a

fi~vF
⁄

C
fÁ (hÕ

Á
≠2f Õ

Á
)+f Õ

Á
hÁ≠4gÕ

Á
(i+3gÁ)

3f 2
Á
≠3fÁhÁ+2 (i+3gÁ)2

D

, (5.10)

where all the functions fÁ, gÁ and hÁ (and their derivatives) can be numerically
calculated from Eqs. (5.5a)-(5.5c). A plot of ”‹(Á) is shown in Fig. 5.2 b, where we
see that a negative correction to the eDoS appears across the entire band spectrum.
This is consistent with an overall transfer of spectral weight to the emergent nodal
bound states. Also, the integral of this curve is exactly ≠2, because the number of
continuum states is not conserved, i.e., two states (per orbital) appear as vacancy
bound-states while two others were removed from the Hilbert space.

5.3. Density of States With Multiple Vacancies

An isolated lattice vacancy produces a doublet of exact nodal bound states in our
model of a Weyl semimetal. Under a dilute limit argument, a finite concentration of
vacancies, nv, would give rise to an accumulation of 2nv nodal eigenstates per unit
volume, which would change appreciably the electronic properties near the Weyl
node, relative to the clean WSM case. However, as happened for the bound states
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Figure 5.3.: (a) Scatter plot of E vs IPR for the eigenstates closest to the Weyl
node in 25000 samples, with three system sizes, and randomly placed vacancies.
Histograms of the IPRs are presented along the vertical axis. (b) Bubble chart
representation of the squared-wavefunctions for two randomly selected eigenstates
from the indicated regions. The eigenstate on left is a heavily localized wavefunc-
tion around a few vacancies (hollow black circles), while the right one is clearly
extended across the simulated system. (c) Mean DoS of a simulated WSM lattice
of side L = 512a for increasing vacancy concentrations. The entire spectrum’s
overview is presented in above and a close-up near the peak is shown below.

analyzed in Chapter 3, these nodal states decay asymptotically as a power-law and,
therefore, a strong inter-vacancy interference can potentially a�ect the results in the
presence of multiple vacancies. To study this case, we now employ a combination
of KPM and LD calculations to tackle the many-vacancy problem and see which
features of the single-vacancy case would survive the more realistic scenario of a
macroscopic number of vacancies.

Our starting approach is based upon a LD of lattices having L3 unit cells, and
containing a prescribed concentration (nv) of randomly placed vacancies. As detailed
in Appendix B, the use of twisted boundary conditions opens up a finite-size gap in
the spectrum that serves as a separation between the nodal bound states, and the
extended ones. In principle, any state is a�ected by phase-twists at the boundaries
of the simulated cell, but extended states will certainly be more sensitive. As in
Sect. 4.3, our finite-size gap will work as an “energy bin” in which the vacancy-
induced states lie and, thereby, we can simply ask the diagonalization algorithm to
compute the 2nvL3+4 eigenpairs 4 that are closest to Á=0. In Fig. 5.3 a, we present
a scatter plot of the energies and corresponding IPRs of every eigenpair determined

4Naively, one expects that each vacancy gives rise to two bound states, which makes this number
su�ciently large to capture most states within the finite-size gap.

142



5.3 DENSITY OF STATES WITH MULTIPLE VACANCIES

for a set of 2500 random arrangements of vacancies, with a concentration that ranges
from 0.1% to 1% (per unit cell). The results clearly demonstrate that, in spite of
the proximity between vacancies, the system still features a large number of high-
IPR eigenstates which are flanked by a region of extended states. This physical
interpretation is further confirmed by Fig. 5.3 b, where a 3D bubble chart of |�(R)|2
is depicted for two eigenstates randomly chosen from each of the regions.

The study of inter-vacancy e�ects by LD can provide us with a qualitative picture on
how the eigenstates near the Weyl node look like, in the presence of many vacancies.
However, this approach is severely limited by the e�ective spectral resolution 5, the
finite number of eigenstates that can be considered, and the attainable system sizes,
which precludes a clear physical picture of what to expect in the thermodynamic
limit. Therefore, we now complement the LD results with full-spectrum simulations
of the mean DoS based on the Kernel Polynomial Method (KPM), which is lengthly
described in Appendix A.

Average Density of States: Our KPM results for the mean DoS are summed
up in Fig. 5.3c, where we present an overview of the entire spectrum, for di�erent
vacancy concentrations. The plots show a big enhancement of the number of states
in (and around) the nodal energy, which indicates that the nodal DoS gets quickly
and strongly lifted as nv increases 6. This e�ect is consistent with the prevalence
of the single-vacancy nodal bound states at finite concentrations, and qualitatively
agrees with what was concluded from our previous LD analysis. Nevertheless, as
the central peak grows in height, a much wider symmetrical profile emerges at its
base. This is a telltale sign that inter-vacancy hybridization, which becomes stronger
for smaller typical distances between vacant sites, is turning the bound states of
isolated vacancies into low-energy scattering resonances within the continuum. This,
however, does not change the total number of vacancy-induced states around the
Weyl nodes, sine the integral of the full central correction to the DoS is seen to
be proportional to nv (see the inset of Fig. 5.4c). In the bottom panel of Fig. 5.3c,
we present a closeup of this broadened central peak where, in addition of showing
that the vacancy-induced spectrum is di�used around Á = 0, we can also observe
the emergence of a finer structure of subsidiary peaks (a comb of sharp scattering
resonances) around the node for concentrations nv . 1%.

5.3.1. Inter-Vacancy Hybridization in 3D Weyl Semimetals

Our KPM results clearly demonstrate that inter-vacancy e�ects become relevant in
determining the induced changes in the DoS. Simply put, isolated vacancies would
place new (proper) bound states at the nodal energy, but a finite concentration of

5The main issue is that the Lanczos algorithm can miss eigenstates that are nearly-degenerate.
In contrast, the KPM algorithm calculates observables that involve the entire spectrum, albeit
with an artificial broadening of the individual energy levels.

6One can think of this as the limit |Un| æ Œ of the results found for atomic-sized impurities
considered in Sect. 4.2.
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Figure 5.4.: (a) Detail of mean DoS of a lattice WSM of side L = 512a, showing
the dependence of the subsidiary peaks in the DoS for a finer set of vacancy
concentrations. Inset: The three prominent peaks (P1, P2 and P3) are followed
as a function of n. (b) Mean DoS for a two-dimensional Dirac semimetal in the
presence of a finite vacancy concentration. (c) Correction do the mean DoS as a
function of the vacancy concentration including, as an inset, the estimate of the
integral of ”‹(E)=‹(E)≠‹0(E) over the energy region represented plotted in the
main panel.

these defects actually translates into a broadened central peak in the DoS. This is
hardly a surprising result, as one expects quantum-interference e�ects to becomes
relevant in any system that hosts a su�ciently large concentration of impurities.
What is surprising here is the appearance of a superposed comb of sharp subsidiary
resonances at finite energies for 0.1%<nv <1%. In Fig. 5.4a, we present a finer anal-
ysis of this structure as a function of nv. There it becomes evident that, prior to
being washed-out, these resonance peaks move away from the node proportionally to
the vacancy concentration. Moreover, we also show in Fig. 5.4 b an analogous calcu-
lation done in a two-dimensional version of H0

l

7, which realizes a (chiral-symmetric)
2D Dirac semimetal. Despite displaying a similar broadening of the central peak
due to inter-vacancy e�ects, our results show no signs of a modulated structure
of subsidiary resonances. The previous comparison between 2D and 3D analogous
systems provides a clue on the nature of these resonances. Intuitively, one expects
an increased dimensionality to decrease the quantum-interference e�ects. While 2D
vacancy-induced states get rapidly driven away from the nodal energy, in 3D, the
quantum-interference e�ects are reduced such that inter-vacancy hybridization hap-
pens through an intermediate phase with very sharp resonances around the node,
that still preserve some degree of locality around one (or a few) vacancy(ies).

5.3.2. Magnetic Sensitivity of the Subsidiary Resonances

The claim of locality [Subsect. 5.3.1], done for states composing the subsidiary res-
onances, deserves some further attention. In fact, from the LD results presented
in Fig. 5.3a, we have already some evidence that the many-vacancy states which

7A square lattice Hamiltonian which is the same as in Eq. (5.1), but restricted to the xOy-plane.
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Figure 5.5.: (a) Mean density of states calculated with for a system containing a
superlattice of vacancies that get progressively randomized, by increasing �d (see
scheme on the top). As the vacancy positions get progressively more random,
the comb of subsidiary resonance peaks emerge in the DoS. (b) DoS of a system
having a nv = 0.2% concentration of vacancy, for a selection of applied magnetic
fields along the z-axis. The more sensitive areas of the spectrum are shaded.

accumulate around the nodal energy are rather localized. Looking at the high-
est IPRs shown in Fig. 5.3a, we see that these are way too big for the states
to be extended near the node. However, it is not easy to numerically prove this
statement, because the LD algorithm can yield artificial linear combinations of

L

δE

2L

δE

Figure 5.6.: Scaling of the IPR
for linear combinations of two-
dimensional localized states.

nearly-degenerate eigenstates, whose IPRs would
scale with L in an extended-like fashion (i.e.,
IPRL

� Ã L≠3). This faulty behavior of the LD al-
gorithm is illustrated by the 2D scheme shown in
Fig. 5.6; There, we start with an L◊L well local-
ized system for which an eigenstate is found us-
ing LD with a spectral accuracy ”E. Within ”E,
there are 3 exact energy levels such that the LD
algorithm yields an artificial linear combination
of three localized states and, thereby, a squared-
wavefunction with three blobs in the simulated
plane. If we now increase the system’s size from
L æ 2L (without changing ”E), then ≥ 9 ad-
ditional exact levels will exist within the accu-
racy window and, therefore, the obtained wave-
function will have roughly four times the num-
ber of blobs as shown in the bottom panel of
Fig. 5.6. This way, we can see that the IPR of
such a state, despite the fact that it may have
small nominal values for a fixed L, will scale with
the system size in precisely the same way as a
typical extended state of that dimensionality.

Due to this limitation, we now change our strategy and attempt to better understand
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the hybridized states by directly calculating the DoS for a more controlled vacancy
disorder model, in which a predetermined number of vacancies are positioned in the
places of an underlying superlattice 8. Then, the mean DoS is calculated using the
KPM for a series of samples in which the (originally periodic) vacancy positions are
randomized by a vector �v =(nx, ny, nz)a, where ≠�d <nx,y,z < �d are independent
random integers for each vacancy. In Fig. 5.5 a, we showcase the mean DoS using
the above procedure to position the vacancies in the lattice. From our results, we
see that an almost periodic positioning of the vacancies, even though it still causes
a broadening of the central peak, does not create any additional structure in the
density of states. However, as soon as �d becomes su�ciently large to allow two
(or more) vacancies to be distanced on the order of a, the structure of subsidiary
resonances re-emerges. These results, though indirect, hint that these resonances
can be interpreted as hybridized states of a few nearby vacancies (i.e., resonances
of small vacancy clusters).

Magnetic Sensitivity: By this point, the reader must be rather convinced that
both the central peak and the subsidiary resonances in the mean DoS correspond
to heavily localized states. The former are likely weakly perturbed single-vacancy
states, whilst the latter probably correspond to hybridized states between a few
nearby vacancies. Nevertheless, we do a further computation to support our ear-
lier claim: We calculate the mean DoS with a finite concentration of vacancies

Figure 5.7.: Comparison of the
magnetic length, ¸m, and the
bulk of a squared-wavefunction
(|�(R)|2).

in the presence of a magnetic field B along the z
direction.
As depicted in the scheme of Fig. 5.7, if a wave-
function is localized in real-space, then the e�ects
of an applied magnetic field will only be appre-
ciable if the corresponding magnetic length scale,
¸m =

Ò
~c/eB, is small when compared with the

linear spatial extension of the state itself. There-
fore, a spectral region composed of more local-
ized states is expected to be less sensitive to ap-
plied magnetic fields. Such a magnetic insensi-
tivity have actually been observed near the nodal
energy of a Weyl semimetal with gaussian white-
noise disorder by Lee et al. [279], being attributed
to the presence of rare-event bound states [like
the ones shown in Fig. 4.7]. In Fig. 5.5 b, we il-
lustrate such an e�ect in the mean DoS (cubic
WSM lattice of side L = 256a 9) as a function of
the magnetic field strength B, and with a fixed

8The spacing parameter of this superlattice is the mean distance between vacancies, as determined
by their concentration, nv.

9Under periodic boundary conditions and a typical lattice spacing of a ¥ 1nm, this corresponds
to a minimal field of Bmin ¥1T .
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vacancy concentration nv =0.2%. Clearly, the areas identified earlier as being com-
posed chiefly of more localized resonances (shaded in the panel) are also the energies
for which the DoS shows lesser sensitivity to the applied magnetic field. For com-
pleteness, we also show corresponding calculations done in the absence of vacancies
(shown in the inset of Fig. 5.5b), which clearly place the system in a regime of well-
defined Landau bands [280, 281] and a finite plateau in the DoS around the node,
due to the dispersion of the lowest Landau level along the magnetic field direction
(see Subsect. 1.7.1 for a detailed discussion of the Landau spectrum near a Weyl
node).

5.4. Impact of Vacancies in DC and Optical
Conductivies

So far, we have focused on static spectral properties of Weyl electrons under the
influence of vacancy disorder. Concretely, we have characterized the changes that
are induced in the mean density of states and further characterized the qualita-
tive structure of the corresponding wavefunctions in real-space. With the advent
of thin-films, two-dimensional materials and surface-state electronics, the single-
electron density of states appeared as a quantity of great experimental interest in
its own right [282], because its real-space value could be measured by Scanning
Tunneling Spectroscopy [283, 284] (STM) or, in k-space, via Angle-resolved Pho-
toemission Spectroscopy [285] (ARPES). For the bulk DoS of a three-dimensional
sample, direct measurements are generally not available and one must resort to in-
direct measurements, such as, low-temperature specific-heat [286, 287], electronic
transport or optical response measurements. In this section, we present our own
predictions of the e�ects cause by vacancy-induced nodal bound-states (and their
hybridized counterparts) on the dc conductivity and linear optical response of a
Weyl semimetal.

5.4.1. Longitudinal DC Conductivity

The first quantity we study is the bulk linear longitudinal dc conductivity, ‡dc(EF ),
which is phenomenologically defined as

Jdc = ‡dc(EF ) E, (5.11)

where Jdc is the electric current density in the bulk, and E is the applied static
electric field. Note that this conductivity is a function of the Fermi energy and, in
fact, it is a property of states lying at the Fermi surface. Therefore, provided has
control over the value of EF , this is a natural quantity where to look for signals of
both the enhancement of the nodal DoS, as well as the subsidiary resonances arising
from inter-vacancy e�ects. In the di�usive transport regime, the conductivity is
beautifully related to the density of states at the Fermi level through the well-known
Einstein Relation,
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Figure 5.8.: (a) Plots of ‡dc as a function of the Fermi energy for a concentration
nv =0.2% (upper panel) and nv =0.3% (lower panel) of randomly placed vacancies.
The di�erent colors represent di�erent values of the phenomenological broadening,
÷, and all the data are converged in both system size and number of Chebyshev
moments. Insets: Mean DoS for the same concentration. The magenta lines
indicate the position of three prominent subsidiary resonances. (b) Plots of the
finite temperature dc conductivity for nv =0.2%.

‡dc(EF ) = e2fl(EF )D(EF ), (5.12)

where e is the elementary charge, D(EF ) is the quantum electronic di�usivity at the
Fermi level, and fl(EF ) is the mean DoS at the Fermi level. Therefore, if the quantum
di�usivity were not a�ected by the vacancies, all the features found in the mean DoS
would be precisely reproduced in the conductivity as a function of EF . However,
such an insensitivity of D(EF ) to the vacancy disorder cannot be true in the light of
the localized nature of the states that are introduced in and around the nodal energy.
In fact, as pointed out by Elattari et al. [253,254], whenever sharp resonances appear
in the DoS, there is a great possibility of a strongly suppressed quantum di�usivity
at those energies. Such an e�ect could counteract the enhancement in the DoS and
e�ectively reduce the conductivity.
In order to study this quantity accurately, we performed large-scale unbiased real-
space simulations of the mean dc conductivity using the Single-Shot Kubo-Greenwood
method implemented in the QuantumKITE software (and described in Appendix A).
Our results for ‡dc(EF ) are summarized in Fig. 5.8a for vacancy concentrations of
nv = 0.2% and 0.3%, in a lattice with side L = 128a, and spectral resolutions in
the range of ÷ = 10≠2 ≠10≠4

~vF/a. The results show that the dc conductivity, first
decreases, but then grows steadily as the Fermi level gets driven away from the node
(see gray lines in 5.8a). However, upon a closer inspection there is a more outstand-
ing feature in the results: precisely at the energies where the subsidiary resonances
appear, the conductivity displays dips relative to its overall background value. In
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Fig. 5.8a, we complement these conclusions by showing the e�ect of an increasing
temperature (thermal broadening of the Fermi surface) in the conductivity. From
these results we realize that, even though the conductivity dips cannot survive up to
arbitrarily high temperatures, one is still expected to observe them at temperatures
as high as 100K.

Physical Mechanisms: The overall growth of the dc conductivity away from the
nodal energy is an expected result, that may be seen as the trivial e�ect of an
increased density of states. In contrast, the physical interpretation of the aforemen-
tioned conductivity dips is a more subtle issue, which cannot simply be an e�ect
of the DoS’s energy modulation. As a matter of fact, these can only be explained
by considering that the quantum di�usivity is strongly suppressed at the subsidiary
resonances which, in turn, is due to the localized nature of the states that compose
them. This suppression is su�cient to reduce the overall dc conductivity, in spite of
the larger number of states that exist at that Fermi level.

5.4.2. Linear Optical Response

We have seen that it is possible, in principle, to detect the vacancy-induced features
of the mean DoS using bulk dc transport measurements in crystalline samples. To
detect the described e�ects, however, an active tuning of the system’s Fermi energy
is required. This is easily achieved in two-dimensional materials, where a back gate
voltage may be used to alter the bulk charge carrier density. On the contrary,
tuning the Fermi level of a 3D material is generally a much more complex process
that employs relatively new experimental techniques, such as a electric field-e�ect in
thin-films [288, 289], or a precise stoichiometric control during an epitaxial growth
process [290]. For this reason, it is useful to turn our attention for alternative
measurable properties that (i) are sensitive to the existence of vacancy-induced nodal
states, and (ii) do not depend on modifying the Fermi energy of the system. The
optical response coe�cient is such a quantity, where the frequency of the excitation
field (Ê) plays the role of an external control parameter that can be easily changed.

In order to assess the e�ects of vacancies in the optical response of a Weyl semimetal,
we have evaluated the Ê-dependent linear conductivity ‡ii

Ê
of the tight-binding model

defined in Eq. (5.1), using the real-space approach developed by João et al. [291] and
currently implemented in the QuantumKITE package [238]. This method is based
upon the spectral expansion of the linear Kubo formula,

‡jl

Ê
= e2

i~ÊL3a3

ˆ
dEfE

FDTr
Ë
V jGr

÷

1
≠~

≠1E ≠ Ê
2

V l” (E ≠ Hl) (5.13)

+V j” (E ≠ Hl) V lGa
÷

1
≠~

≠1E + Ê
2

+ i~V jl” (E ≠ Hl)
È

,

where L is the lateral size of the simulated system, Hl is the disordered Hamiltonian,
fE

FD is the Fermi-Dirac distribution, V i = [Ri, Hl] is the velocity operator, V ij =
[Ri, [Rj, Hl]], and Ga/r(E) = [E ± i÷ ≠ Hl] are the advanced/retarded SPGFs of the
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Figure 5.9.: Plots of the longitudinal linear optical conductivity of a doped WSM
computed with an energy broadening ÷ = 0.002~vF/a and a Fermi energy EF =
0.25~vF/a in the presence of a finite concentration of vacancies, in panels (a1-2),
and an on-site Anderson random potential of strength W , in panels (a3-4). The
clean case is shown in blue. (b) Close-up of the vacancy-induced features in ‡xx(Ê)
[marked as dashed boxes in (a)]. (c) Scheme of the relevant physical mechanisms
for Ê > |EF|. Vertical arrows stand for (k-conserving) inter-band transitions be-
tween Bloch states, while curved arrows represent (non k-conserving) transitions
between Bloch states and nodal quasi-bound states. Except for the Ê æ0+ peak,
all plots are converged in the number of Chebyshev polynomials.

system (in the presence of disorder). The numerical calculation of this quantity
involves an intrinsic spectral resolution, ÷, relative to which one must assure the
convergence of the obtained results (numerical method detailed in Appendix A).

In Fig. 5.9 a, we present numerical results obtained for the real and imaginary parts of
‡xx

Ê
in the presence of either vacancies, with concentration nv, or a random Anderson

potential of strength W 10 . For a pristine, but slightly doped WSM (EF ≥±0.1eV),
the vertical inter-band transitions are Pauli blocked if Ê < 2 |EF|. This defines the
system’s optical gap, in which the imaginary part of the optical conductivity is finite,
but reverses sign at Ê = |EF|. Our numerical results clearly show that the optical
response of the material gets altered by the presence of both types of disorder and,
more importantly, that it can be used to establish a clear distinction between the
two models (random on-site potential versus vacancies). With a random potential,
the optical gap remains intact at weak disorder, with the Ê =2 |EF | transition being
simply smoothened as W is increased. In addition, we also see that the typical linear
dependence of Ÿ (‡xx

Ê
) is changed by the disorder, showing a slope that increases

with W . Remarkably, in the presence of random vacancies, no major changes are
10Concretely, this corresponds to an on-site random potential with a box distribution of width W .
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observed in ‡xx

Ê
except for the appearance of a new optical gap at Ê = |EF | that

initiates a plateau in Ÿ (‡xx

Ê
) for the interval |EF | < Ê < 2 |EF |. This distinctive

features of vacancy-induced optical response is highlighted in Fig. 5.9b, where it is
also clear that the change in sign of ⁄ (‡xx

Ê
) no longer happens at Ê = |EF | but at

lower frequencies.
Physical Mechanisms: By now, it became clear that the optical response of a bulk
WSM containing lattice vacancies, displays very distinctive features that can be un-
ambiguously connected to the presence of vacancy-induced nodal states. As a matter
of fact, these features can be traced back to the macroscopic number of states that
the vacancies introduce close to the nodal energy, and the fact that these are states
which strongly deviate from extended Bloch states. As such, the vacancy-induced
states e�ciently participate in momentum non-conserving (but energy conserving)
transitions to/from the extended states at the Fermi level. Since the vacancy states
only occur for Á ¥ 0, these transitions give a contribution to the real part of the
conductivity starting at Ê = |EF|. This interpretation also explains why the width of
the transition to the vacancy-induced absorption regime indirectly probes the energy
width of the central peak in the DoS and, therefore, also the extent of inter-vacancy
hybridization. Above the clean system’s optical gap, the most relevant processes
are the vertical transition between valence/conduction Bloch states. Since vacan-
cies, unlike Anderson disorder, do not renormalize strongly their Fermi velocity, the
slope of Ÿ (‡xx

Ê
) remains unchanged.
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6. Concluding Remarks and Outlook
Topological semimetals are well known for their unique electrodynamic properties,
but also for their robustness to perturbations which are due to topological con-
straints. The topology of the band-structure guarantees, to some extent, that Weyl
nodes will remain stable for a wide range of Hamiltonian deformations. However,
it does not imply that physical properties of the emergent Weyl fermions will be
una�ected by them. In this thesis, we studied the mechanisms by which di�erent
types of disorder can alter the basic properties of the nodal quasiparticles in a Weyl
(or Dirac) semimetal. Our main focus was placed on the destabilization of semi-
metallic phase which can be induced by disorder in these systems, and turns an
incompressible gas of Weyl fermions into a fundamentally di�erent di�usive phase
characterized by a non-vanishing density of states. Thereby, the electronic mean
density of states emerges here as the central physical observable that characterizes
the disordered Dirac-Weyl semimetal, and which we compute in the presence of
di�erent types of disorder: Anderson on-site potentials, random spherical scatter-
ers, scalar point-like impurities, and lattice point defects. By analyzing all these
cases, we have concluded that disorder e�ects in these systems can show a very
non-universal character which deems a model-by-model analysis important for in-
terpreting the results of future experimental studies. Despite having focused mostly
on the density of states in the presence of disorder, we have also assessed some more
easily measurable quantities, such as the electronic specific heat, the dc conductiv-
ity, the electronic magnetic properties, and also the linear optical response. These
studies are important since they, not only indicate where to look for relevant signs
of disorder-induced phenomena in upcomming theoretical studies, but may guide
the fundamental explanation of future experimental results.

Before moving onto the outlook of this work, we present a short description of what
the purpose and main conclusions of each Chapter are.

Chapter 1: A self-contained introduction is given to the physics of 3D semi-metallic
phases, highlighting their topological features, presenting the di�erent variants, and
reviewing the major phenomenology that makes these systems interesting from the
physical point-of-view.

Chapter 2: A detailed study of the (mean-field) disorder-induced semimetal-to-metal
transition in gapless 3D systems is presented. We start by analyzing the mean DoS
of an isolated Weyl node model in the presence of a short-range correlated on-site
potential. For that, we employ a diagrammatic Self-Consistent Born Approximation,
as well as a Statistical Field Theory approach which is treated at the mean-field

153



Chapter 6 CONCLUSIONS AND OUTLOOK

level (with a short reference to the e�ect of loop corrections). In both cases, an
unconventional disorder-induced quantum critical point seems to emerge in these
systems, with the mean density of states serving as the order parameter. All these
results were confirmed by accurate lattice simulations.
Chapter 3: The polemic subject of non-perturbative e�ects due to smooth and sta-
tistically rare-regions of a disordered landscape is approached. To isolate this e�ect,
we analyze a tailor-made model in which random smooth regions are diluted within
a 3D Weyl semimetal. Combining a continuum scattering theory approach with un-
biased large-scale lattice simulations, we demonstrate that a vanishing concentration
of smooth regions destabilizes the semi-metallic phase, leading to a physical picture
di�ering from mean-field theory of dirty semimetals: The Avoided Quantum Critical-
ity (AQC) scenario. Even though this e�ect is connected to fine-tuned nodal bound
states generated by critical smooth regions , we show that its statistical significance
is actually guaranteed by a near-critical mechanism, in which needle-like resonances
proliferate around the nodal energy and add-up to a finite DoS on average.
Chapter 4: A model of diluted point-like impurities is studied in both a continuum
and lattice model context. No bound states, or near-critical mechanism, is present
for isolated point-like impurities, with a nodal bound state emerging only through
a coherent multiple scattering involving (at least) two impurities. Nevertheless, this
model clarified the conditions under which the AQC appears in a disordered lattice.
Namely, we demonstrate that very small clusters, with a few adjacent sites of simi-
lar on-site potential, are enough to support nodal bound states akin the ones found
for smooth regions in Chapter 3. In addition, an exact diagonalization study of the
nodal eigenstates of a disordered WSM, we have shown that the existence of rare-
event states depends on large fluctuations of the on-site energies, which can only be
provided by unbounded distributions of the local potential. Together, these results
hint that the background DoS numerically found by Pixley et al. [34] can be gener-
ated by two di�erent mechanisms: (i) from smooth regions of a few adjacent sites,
and (ii) the hybridization of a large (atypical) fluctuation of the potential with its
(typical) disordered environment. Within a disordered landscape, one expects both
mechanisms to generate nodal bound states and, thus, avoid the mean-field quan-
tum critical point. The first mechanism is statistically irrelevant for a disordered
landscape whose on-site random potential is drawn from a bounded, or unbounded,
distribution. Large smooth clusters are exceedingly rare in either case. However,
the second mechanism is only active if the on-site potential can have unbounded
values. This interpretation predicts the AQC e�ects to be enhanced in disordered
landscapes with unbounded (or even fat-tailed) distributions and also explains why
these were absent in the accurate large-scale lattice simulations presented in Chap-
ter 2, whilst Pixley et al. were able to pinpoint them using gaussian distributions
for the on-site Anderson potential.
Chapter 5: The e�ects of vacancies in the electronic structure and transport prop-
erties of a lattice Weyl semimetal are considered. In contrast to Anderson disorder,
point-like defects are found to yield much more extreme e�ects in the spectrum
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near the Weyl node. Firstly, an isolated vacancy is unambiguously shown to cre-
ate a bound state at the nodal energy, which survives at finite concentrations as
a strongly enhanced nodal peak in the mean DoS that gets broadened by inter-
vacancy interference. Meanwhile, these inter-vacancy e�ects are fundamentally dif-
ferent from the analogous in 2D Dirac systems, with the usual broadening of the
peak being accompanied by a comb of subsidiary resonances that flank the nodal
energy. These resonances are composed of scattering states that still retain a great
degree of locality in real-space, being concentrated around a few nearby vacancies.
This local character is further confirmed by a great magnetic insensitivity of the DoS
at those energies, which also translates to a strongly suppressed quantum di�usivity
that creates dips in the bulk dc-conductivity as a function of the Fermi level. Fi-
nally, the optical response of a Weyl semimetal with vacancies is also evaluated and
predicted to show robust experimental signatures of vacancy-induced states. Most
notably, these are shown to generate a shorter optical gap, ending at Ê = |EF |, whose
threshold frequency corresponds to momentum non-conserving transitions between
scattering states and the vacancy-induced nodal eigenstates.

Outlook and Further Developments

While providing a better grasp on the disorder-induced phenomena that have been
stirring the literature on dirty Dirac-Weyl semimetals for the past decade, this work
also serves to raise a new set of questions, which call for further research. In the
following, we divide these questions into two major avenues.

The first route is of a more fundamental nature, and concerns an improved theoreti-
cal understanding of the unconventional phase transition found for weakly disordered
Weyl fermions. We recall that the central point of discussion in Chapters 2 to 4 con-
cerned the fact that the mean density of states at the nodal energy does not seem
to be a proper order parameter for describing this quantum phase transition [292].
Nevertheless, this does not imply the nonexistence of a phase transition, but rather
that the order parameter is probably a more complex quantity. As it often happens
in disorder-driven critical phenomena (e.g., see Parisi [229]), the critical behavior
only gets well-defined on a statistical sense, being encoded in the statistical proper-
ties of a local quantity. For instance, the statistical distribution of the local density
of states (LDoS), which is sensitive to the small-scale structure of wavefunctions,
can be used to distinguish a system with delocalized eigenstates from a localized
phase [215, 237, 293]. In the former, the LDoS is shown to follow a normal distri-
bution independently of the system size, while in the latter, it is expected to take a
log-normal distribution with a typical value that scales down to zero with an increas-
ing system size [294]. Historically, such a precise statistical definition of criticality
was a crucial step to fully understand the Anderson metal-to-insulator transition,
culminating with the identification of the geometric mean of the LDoS as a proper
order parameter of this transition (see Refs. [210–215, 222, 295–300]). A similar
situation may actually happen for the semimetal-to-metal transition, which can be

155



Chapter 6 CONCLUSIONS AND OUTLOOK

only perceived by thoroughly studying the statistical properties of local observables
when crossing this (mean-field) critical point. This is a research line that is still in
its infancy [29,301,302], but certainly deserves further development.
The second route, encouraged by the results presented here, arises from the clear
demonstration that alternative models of disorder are worth studying in the con-
text of Dirac-Weyl semimetals. Our experience showed that going from the simplest
Anderson potential to a slightly more realistic random arrangement of vacancies is
enough to create radical changes in the electronic structure of the emerging Weyl
fermions. These changes are deemed to have major consequences in the electro-
dynamic properties of topological semimetals, which may serve to explain future
experimental results. Overall, our results hint that the theoretical consideration
of models hosting more realistic sources of disorder, such as random alloy mod-
els [277, 303] or more sophisticated lattice defects [276], may be a fruitful research
path that is worth following.
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A. A Crash Course on Spectral
Methods to Disordered Lattices

Throughout this work, we have often turned to numerical simulation methods in
order to analyze the physical behavior of a Weyl semimetal in the presence of per-
turbations that break translation symmetry. This was done mainly by studying
single-particle physical observables derived from tight-binding Hamiltonian of the
general form,

HTB =
ÿ

R
�†

R ·V R ·�R ≠
ÿ

R

ÿ

R ”=RÕ
�†

RÕ ·T RÕ,R ·�R, (A.1)

where R and R
Õ are Bravais lattice vectors, �†

R =
Ë
c†

1,R, c†
2,R, · · · , c†

No,R
È

T

is a fermionic
creation operator that acts on the space of local orbitals, T RÕ,R is the inter-cell
hopping matrix, and V R is the intra-cell Hamiltonian (both in the space of local
orbitals). Typically, on disordered problems the HTB is not a lattice periodic oper-
ator, for it contains some random component, e.g., the local energies in the a scalar
Anderson potential. In that case, one cannot use Bloch’s Theorem to block diago-
nalize the Hamiltonian in k-space and is forced to work with the full matrix, which
must necessarily refer to a finite lattice system 1. Remarkably, in this case, it often
becomes more useful to work directly in a real-space representation. Electrons in
a disordered (or even amorphous) solid-state system still propagate across a set of
Wannier orbitals that are pinned to fixed positions in space. Since these orbitals are
well localized, only short-ranged hoppings are allowed and, therefore, the real-space
Hamiltonian is typically a very sparse matrix.

A.1. Spectral Functions

If one knows all eigenvalue/eigenvectors of HTB, all single-particle properties can be
suitably obtained. However, for very large lattice (with N orbitals), this route is not
a viable option as full diagonalization [304] have a very disadvantageous scaling with
N in both CPU-time (usually cubic) and memory (usually quadratic 2). Meanwhile,
one is usually interested in functions of the Hamiltonian itself [237,238], such as:

1As infinite lattices have Œ-dimentional Hamiltonians.
2Note that most full exact diagonalization algorithms require all eigenvectors to be calculated

and saved at once, in order to ensure numerical stability [305].
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• The global density of states per unit volume (DoS),

fl(E)= 1
Nvc

Tr [” (E≠HTB)] , (A.2)

where vc is the volume of the Bravais lattice’s unit cell.
• The longitudinal dc conductivity given by the Kubo-Greenwood Formula [78,

306],

‡jj

dc
(EF )= fi~e2

Nvc

Tr
Ë
V j” (EF ≠HTB) V j” (EF ≠HTB)

È
, (A.3)

where V is the velocity operator [defined in Eq. (A.6)], e is the electron’s
charge, EF is the Fermi energy, and j =x, y, z are cartesian indices.

• The linear dynamical conductivity tensor given by the Kubo formula in a basis-
independent way (see João et al. [291]),

‡jl(Ê) = e2

i~ÊNvc

ˆ
dEfE

FDTr
Ë
V jGr

0

1
≠~

≠1E ≠ Ê
2

V l” (E ≠ HTB) (A.4)

+V j” (E ≠ HTB) V lGa
0

1
≠~

≠1E + Ê
2

+ i~V jl” (E ≠ HTB)
È

,

where Gr/a
0 are the single-particle Green’s functions (SPGFs) of HTB [defined

in Eq. (A.5)], V i (V ij) are cartesian components of the (generalized) veloc-
ity operator [defined in Eq. (A.6)], fE

FD is the Fermi-Dirac distribution of the
system in equilibrium, and Ê is the angular frequency of the excitation field.

In Eqs. (A.3)-(A.4), almost all essential elements are well-known by now; We have
several Dirac-” distributions of E≠HTB, as well as retarded/advanced SPGF oper-
ators which are defined as,

Gr
÷

(x) = [x+i÷≠HTB]≠1 and Ga
÷

(x) = [x≠i÷≠HTB]≠1 , (A.5)

where ÷ æ 0+. But, other than these, we also have the operators V j and V jl which
are generalized velocity operators:

V j = 1
i~

Ë
Rj, Hl

È
and V jl =≠ 1

~2

Ë
Rj,

Ë
Rl, Hl

ÈÈ
, (A.6)

where Ri is the ith cartesian component of the position operator. At this point, it
is important to note two important details: (i) All the large matrices involved in
the strings of operators in Eqs. (A.2)-(A.4) are typically sparse real-space matrices 3,
and (ii) all these quantities are expressed as traces over the entire Hilbert space of
the single-particle system. In the following section, we will show how the aforemen-
tioned properties can be used to e�ciently calculate these spectral functions using
Chebyshev expansions and stochastic evaluation of the trace (see Weisse et al. [237]
for an extensive review).

3Note that, since HTB is sparse matrix in real-space, so are the generalized velocities.

158



A.2 CHEBYSHEV EXPANSIONS

A.2. Chebyshev Expansions

The Kernel Polynomial Method (KPM) or, more generally, the Chebyshev Iteration
Method (CIM) is based upon the expansion of any function h(x), defined for x œ
[≠1, 1] as an infinite Chebyshev series, i.e.,

h(x) =
Œÿ

n=0

2µnTn (x)
1 + ”n0

, (A.7)

where Tn (x) = cos (n arccos x) are the first-kind Chebyshev polynomials that obey
the orthonormality condition,

ˆ 1

≠1
dx

Tn (x) Tm (x)
fi

Ô
1 ≠ x2

= ”nm

1 + ”n0

2 , (A.8)

and the following three-term recursion relation,

Tn+1 (x) = 2xTn (x) ≠ Tn≠1 (x) , (A.9)

initialized by T0 (x) = 1 and T1 (x) = x. In principle, every function defined in x œ
[≠1, 1] can be expanded as a Chebyshev series, with the coe�cients µn universally
given as

µn =
ˆ 1

≠1
dx

h(x)Tn(x)
fi

Ô
1 ≠ x2

. (A.10)

For our purposes, we are interested in two particular expansions, h1(a, x) = ”(a≠x)
and h2(z, x) = 1/(z≠x), where a is a real value and z is a complex value of the form
z = a ± i÷ with ÷ æ 0+. In both cases, the form of the Chebyshev coe�cients is
known analytically [42,307,308], namely

” (a≠x) =
Œÿ

n=0

2µ”

n
(a) Tn (x)

1 + ”n0
, where µ”

n
(a)= Tn (a)

fi
Ô

1 ≠ a2
(A.11)

1
a ± i÷ ≠ x

=
Œÿ

n=0

2µg±
n

(a, ÷) Tn (x)
1 + ”n0

, where µg±
n

(a, ÷)=± eûin arccos(a±i÷)

i
Ò

1≠(a ± i÷)2
.

(A.12)

In practice, such a series is only useful if it allows accurate approximations when
truncated to a finite order Nc. In Fig. A.1, we show the convergence of the expansion
for the function ”(x), as a function of the number of polynomials kept in the expan-
sion. Since the ”-function is singular, the convergence of this series is poor due to
the so-called Gibbs phenomenon; higher-order polynomials dominate the expansion
while trying to reproduce point discontinuities in the expanded function [237,309].
This problem, however, can be mended by introducing a damping kernel in the
expansion, that is,
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δ(x)

1
iη − x

 (in units of )x σKPM =π/Nc  (in units of )x η

Real Part

Imaginary Part

With Kernel
Without Kernel

Figure A.1.: Example of the Chebyshev approximation of a Dirac-” function (left)
and a complex-valued green’s function, both centered in x = 0. For ”(x) we
compare two expansions (Nc = 128 and 512 polynomials) with and without a
Jackson damping kernel. For the green’s function, there is no damping kernel.

” (a ≠ x) ¥
Ncÿ

n=0

2µ”

n
(a) Tn (x)

1 + ”n0
æ

Ncÿ

n=0

2gn (Nc) µ”

n
(a) Tn (x)

1 + ”n0
, (A.13)

where gn (Nc) depends on the truncation order but is not unique. The optimal choice
for expanding Dirac-” functions is to use the positive-definite Jackson’s kernel [310],
defined as

gNc
n

=
(Nc ≠ n + 1) cos

1
fi n

Nc+1

2
+ sin

1
fi n

Nc+1

2
cot

1
fi

Nc+1

2

Nc + 1 . (A.14)

The introduction of this kernel e�ectively broadens the ”-function into a gaussian-like
function of width ‡KPM ¥ fi/Nc [237]. In this case, the resolution of the expansion is
therefore indexed to the number of polynomials alone. In contrast, for the function
1/ (a ± i÷ ≠ x), Fig. A.1 shows that the convergence is much more controlled so long
as ÷ (an e�ective “lorentzian broadening”) is finite. Then, the resolution is built into
the expanded function. In the following, we will employ both kinds of expansions.

A.3. Chebyshev Spectral Expansions

The main idea of the Chebyshev spectral methods is that all the ideas of func-
tional expansion presented in Sect. A.2 can be translated to arbitrary functions of
a bounded hermitian operator [237, 311]. The only care that must be taken is to
shift and normalize the corresponding operator, so that its spectrum lies fully inside
the interval [≠1, 1], for which the Chebyshev series converges. More precisely, if we
have an intensive physical quantity that can be expressed as
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Q(X) = 1
Nvc

Tr [f(X, HTB)] , (A.15)

where X is a set of parameters and Hl is the tight-binding Hamiltonian. We start
by transforming HTB æ H̃TB = (HTB ≠ a) /⁄, where a centers the spectrum around
0 and ⁄ rescales it. Then, we can expand the function f in terms of Chebyshev
polynomials of the Hamiltonian operator, i.e.,

Q(X) = 1
vc

Œÿ

n=0

2µn(X)
1 + ”n0

3 1
N

Tr
Ë
Tn

1
H̃l

2È4
, (A.16)

where µn (X) are the Chebyshev-expansion coe�cients of f (with respect to the
second argument) and, importantly, the term in (· · · ) 4 can be e�ciently calculated
using the recursion relation,

Tn+1
1
H̃l

2
= 2HlTn

1
H̃l

2
≠ 2Tn≠1

1
H̃l

2
, (A.17)

with T0
1
H̃l

2
= I and T1

1
H̃l

2
= H̃l. In addition, if N is very large, the trace can

be calculated using a few stochastic vectors [237], namely

1
N

Tr
Ë
Tn

1
H̃l

2È
æ 1

R

Rÿ

r=0
È‰r| Tn

1
H̃l

2
|‰rÍ , (A.18)

where |‰rÍ are a set of R independently generated vectors, whose elements can be
chosen as random complex phases. Equations (A.15)-(A.18) form the basis of any
computation that uses a variant of the Kernel Polynomial Method (KPM) [237].
Now, we will specialize the calculation to the three quantities indicated in Sect. A.1.

Global Density of States: The density of states is perhaps the easiest quantity
of all to calculate with KPM. The Dirac-” of Eq. (A.2) is expanded in a truncated
Chebyshev series that is complemented by a Jackson damping kernel,

fl̃KPM(Ẽ, Nc)= 1

vc

Ò
1 ≠ Ẽ2

A

1 + 2
Œÿ

n=1
gNc

n
Tn

1
Ẽ

2
�n

B

, (A.19)

where Nc is the number of polynomials in the expansion, �n = Tr [Tn (Hl)] /N and
Ẽ = (E ≠ a) /⁄. Since this quantity is a spectral density, returning to the original
energy variable involves the following transformation:

flKPM(E, Nc)=⁄≠1 fl̃KPM ((E ≠ a) /⁄, Nc) . (A.20)

Before proceeding, it is important to remark that this expression has a finite reso-
lution ‡KPM ¥ fi⁄/Nc which will a�ect its comparison to possible analytical results

4Usually called the nth-Chebyshev Moment.
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that may exists. Since, we encounter this situation in Chapter 3, here is a way to
compare these results, accounting for the finite resolution of the calculation,

fl‡KPM

analy
(E, Nc) = 1Ô

2fi‡KPM

ˆ Œ

≠Œ
dxflanaly(x) exp

C

≠(E ≠ x)2

2‡2
KPM

D

, (A.21)

where the analytical expression for the DoS, flanaly(x), is convoluted with a gaussian
that has a broadening consistent with the spectral resolution of the KPM calculation.

Longitudinal DC Conductivity: Like the DoS, the dc conductivity as defined in
Eq. (A.3), involves only velocity operators and two Dirac-” functions of the lattice
Hamiltonian that could be expanded in a was similar to what was done prior. How-
ever, we follow the alternative approach of Ferreira et al. [42], and rewrite the dc
conductivity as

‡jj

dc
(EF )=≠ ~e2

fiNvc

Tr
Ë
V j ⁄

Ë
G0r

÷
(EF )

È
V j ⁄

Ë
G0r

÷
(EF )

ÈÈ
. (A.22)

which, as we will see, allows for a more e�cient computational method. In this
form, and after a proper normalization of the lattice Hamiltonian, we can proceed
with a double expansion of the SPGFs, i.e.,

⁄
Ë
GKPMr

÷̃

1
Ẽ, Nc

2È
=

Ncÿ

n=0
µg+

n

1
Ẽ, ÷̃

2 Tn

1
H̃l

2

1 + ”n0
, (A.23)

where the coe�cients µg±
n

are defined as in Eq. (A.12). Using this expansion into
Eq. (A.22), one obtains

‡jj

KPM

1
ẼF , Nc

2
=≠~e2

fivc

Ncÿ

n,m

µg+
n

1
ẼF , ÷̃

2
µg+

m

1
ẼF , ÷̃

2
Q

a 1
N

Tr
S

UV j
Tn

1
H̃l

2

1 + ”n0
V j

Tm

1
H̃l

2

1 + ”m0

T

V

R

b

(A.24)

for which the numerically expensive part is to perform the trace over the Hilbert
space. In the notation of Ref. [291], we can define

�j,l

nm
= 1

N
Tr

S

UV j
Tn

1
H̃l

2

1 + ”n0
V l

Tm

1
H̃l

2

1 + ”m0

T

V (A.25)

and therefore, the KPM dc conductivity simply reads

‡jj

KPM
(EF , Nc)=≠~e2

fivc

Ncÿ

n,m

µg+
n

((EF ≠ a) /⁄, ÷̃) µg+
m

((EF ≠ a) /⁄, ÷̃) �j,j

nm
. (A.26)

Note that the trace in �j,j

nm
can be calculated using stochastic vectors in the normal

way 5 but, in the end, all elements of an Nc◊Nc matrix of double Chebyshev moments
have to be build and saved in order to reconstruct ‡jj

KPM
for all values of the Fermi

energy. However, if a single Fermi energy is of interest, one could get away with an
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Figure A.2.: Comparison between analytical results and the SSCM for a range
Fermi energies, EF , in both the two-dimensional square lattice and the three-
dimensional cubic lattice. The calculation was done using the implementation of
QuantumKITE [238].

O(Nc) number of operations by using the so-called Single-Shot Conductivity Method
(SSCM) [42,238] in which one starts with a random vector |‰rÍ and simultaneously
calculate

---‰R
r

f
= 1

N

Œÿ

n=0
µg+

n
((EF ≠ a) /⁄, ÷̃) V j

Tn

1
H̃l

2

1 + ”n0
|‰rÍ (A.27a)

---‰L
r

f
= 1

N

Œÿ

n=0
µg+

n
((EF ≠ a) /⁄, ÷̃)

Tn

1
H̃l

2

1 + ”n0
V j |‰rÍ (A.27b)

which can be cast in the form of a couple of independent two-point Chebyshev
recursions in the random vector. Finally, after doing this, the conductivity can be
recovered as

‡jj

KPM
(EF , Nc)=≠ ~e2

fivcR

Rÿ

r=1

e
‰L

r
| ‰R

r

f
. (A.28)

In Fig. A.2, we showcase two calculations done using the SSCM for di�erent Fermi
energies, in the simple models of a 2D square lattice and 3D cubic lattice with only
nearest-neighbor hoppings. The comparison with the analytical result is perfect.

Note that, for each value of EF and ÷, this calculation involved 2Nc ◊ R opera-
tions, against the N2

c
◊ R operations needed for the full-spectrum dc conductivity

calculation. Physically, this simplification only arises because the longitudinal dc
conductivity only depends on the Fermi energy, which does not hold true in general.

5Note that here, and in all the following steps, the application of generalized velocity operators
has the exact same computational complexity as a Hamiltonian-vector operation.
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APPENDIX A CHEBYSHEV METHODS

Linear Dynamical Conductivity: The most complex observable we compute in
this work is the linear conductivity tensor, ‡jl(Ê), which is a function of the electric
field’s frequency Ê. The expression of Eq. (A.4) involves Dirac-” functions of Hl as
well as SPGF. All of these can be expanded as Chebyshev series, with analytically
known coe�cients and Chebyshev moments that can be determined by recursion.
This representation have already been explored in previous work [238,291,312–314]
and we limit ourselves to the final expressions. Following João et al. [291], we have

‡jl

KPM

1
ẼF , Ễ, Nc

2
= e2

ivc~
2Ễ

S

U
Ncÿ

n=0
�jl

n
�n +

Ncÿ

n,m=0
�j,l

nm
�Ễ

nm

T

V (A.29)

where all the energy scales are properly re-scaled by ⁄. In Eq. (A.29), the symbols

�jl
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N
Tr

S

UV jl
Tn

1
H̃l

2

1 + ”n0

T

V (A.30a)
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1
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2
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1
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2

1 + ”m0

T
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denote traces that have to be evaluated stochastically, while

�n = 2
fi

ˆ
dẼ

f Ẽ

FDTn(Ẽ)
Ò

1 ≠ Ẽ2
(A.31a)
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FD

Ë
Ÿ+

n

1
~
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~
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2È

Ò
1 ≠ Ẽ2

,(A.31b)

which are energy-integrals that must be done by numerical quadrature. All in all,
the calculation of the dynamical conductivity with KPM requires Nc◊Nc operations
but the scaling with system size (N) remains unaltered. In addition, one can also see
that, unlike what was happened in the DoS, conductivities evaluated with rescaled
Hamiltonians retain their nominal value, with Ê and EF being measured in units of
rescaled energies.

A.4. Comments on Implementation E�ciency

Before closing this Appendix, it is worth remarking some important features of the
previous methods which makes them stand as go-to tools for the study of non-
interacting lattice models. In fact, the whole power of the KPM method is that
the bottleneck operation is a matrix-vector product, H̃l |‰rÍ. This is a feature that
the Kernel Polynomial Method shares with other (so-called) iterative O(N) ma-
trix methods, such as the Lanczos-Arnoldi Methods (used in Chapters 4 and 5 for
numerical diagonalization) or the Generalized Minimal Residual Method (GMRES).
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A.4 COMMENTS ON IMPLEMENTATION EFFICIENCY

Complex Lattice Periodic Pattern

Figure A.3.: Scheme of the local Pattern used in the matrix-free implementation
of KPM in the QuantumKITE [238].

The e�ciency of these methods rely on both their iterative nature, but crucially,
on the sparse nature of the matrices. In fact, a matrix-vector usually involves N2

elementary operations but, if the matrix is very sparse 6 this number is lowered to
only N . In addition, for a disordered or defective solid-state system, there is always
an underlying periodic lattice structure. This structure allows the matrix-vector
product to be performed without ever building the matrix explicitly, but rather us-
ing a matrix-free approach in which a repeated local pattern acts independently on
each spacial index of |‰rÍ. Any deviation from this pattern can then be applied
on top of this periodic structure, usually involving a substantially smaller num-
ber of operations. In simpler words, the periodic part of the Hamiltonian can be
encoded as a local graph, which is schematically represented in Fig. A.3. These tech-
niques, together with an e�cient CPU-parallelization of the matrix-vector product
by domain-decomposition, are the main cornerstones that make the implementation
of the QuantumKITE [238], extensively used here, a particularly e�cient and capable
of reaching enormous lattice sizes.

6As the Hamiltonian is in a real-space representation.
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B. Superlattices and Twisted
Boundary Conditions

One of the main drawbacks when simulating finite Dirac-Weyl semimetal lattices
comes from the highly unfavorable scaling of the mean-level spacing near the nodal
energy with the simulated system size. For example, if one considers our working
tight-binding model, whose Bloch Hamiltonian reads

H0
l
(k) = ~vF

a
‡ · sinak, (B.1)

the eigenstates are Bloch-waves with a crystal momentum k œ [≠fi/a, fi/a]3 and
with the dispersion relation,

Ek =±~vF

a

Ò
sin2 akx+sin2 aky +sin2 akz. (B.2)

If the finite lattice is considered to have dimensions Lx◊Ly◊Lz and standard Periodic
Boundary Conditions (PBC), the usual quantization condition in k applies, i.e. 1,

k=fia≠1
A

nx

Lx

,
ny

Ly

,
nz

Lz

B

with integers ni =
;

≠Li

2 + 1, · · · ,
Li

2 ≠ 1,
Li

2

<
, (B.3)

which translate into a corresponding quantization of the spectrum in a discrete set
of energy levels. Exactly at E =0, the lattice system has 16 degenerate energy levels
corresponding two the 8 Kramers’ doublets (see Subsect. 1.3.2 for a discussion of
Kramers Theorem) placed at the TRIM of the fBz. The nearby energy levels will
be symmetrically placed around E = 0 and will be due to k that are distanced by
±fi/ max(aLx, aLy, aLz) which corresponds to a spacing in energy of

”E ¥ ~vF/ max(Lx, Ly, Lz). (B.4)

Therefore, we conclude that the linear dispersion relation of the system around
E = 0 leads to a mean level spacing around the node that scales as N

1

3 , where
N is the total number of lattice sites. This is obviously a problem for the use of
spectral methods in lattice simulations as, ultimately, the resolution is limited by
the mean-level spacing. Therefore, if one eight-fold increases the simulated system,
the CPU-time is also eight-folded but the mean-level spacing gets only diminished
by a factor of two.

1Note that we are assuming Li to be even numbers.
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APPENDIX B TWISTED BOUNDARY CONDITIONS

B.1. Phase-Twisted Boundary Conditions

In k-space, a finite lattice looks like a compact first Brillouin zone (fBz) which is
discretized in a regular lattice of points allowed by the boundary conditions in the
real-space lattice. If one changes the boundary conditions in real-space, then so will
change the lattice of quantized k-points. The choice to impose PCB in a lattice
simulation is mostly a matter of convenience; These do not break any symmetries of
the infinite lattice, do not give rise to unwanted boundary phenomena and, in the
limit of a very large lattice, physical results are expected to match the ones found
in a truly infinite lattice. Nevertheless, this is not the only choice that matches
the above criteria as, for instance, one may impose the generalized condition in the
real-space wavefunctions,

�(R+Liai) = exp
A

iÏi

ai · bi

2fi

B

�(R), (B.5)

where ai(bi) are the primitive generators of the real-space (dual) lattice and Ïi œ
[0, 2fi] is a phase-angle. Clearly, the boundary condition defined in Eq. (B.5) includes
the PBC as a particular case, for which the phase-twists are Ï = (Ï1, Ï2, Ï3) = 0.
However, it further defines a much broader class of boundary conditions, which we
collectively call Twisted Boundary Conditions (TBC). In fact, one can easily show
that the quantization condition for k-space, as induced by a set of phase-twists Ï
is given as

k=
A

n1 + Ï1/2fi

L1

B

a1 +
A

n2 + Ï2/2fi

L2

B

a2 +
A

n3 + Ï3/2fi

L3

B

a3, (B.6)

where ni are the usual integers (defined in Eq. B.3) and the lattice was assumed
to have dimensions L1 ◊ L2 ◊ L3 along the primitive real-space directions. Equa-
tion (B.6) o�ers a very transparence description of the e�ects of TBC in the k-space
quantization: It leads to a global shift of the lattice of allowed ks by a vector
�k = (Ï1/L1, Ï2/L2, Ï3/L3) /2fi. This is depicted in Fig. B.1 a for the special case
of a 2D hexagonal lattice.

B.2. Superlattices by Monte-Carlo Sampling

The poor scaling of the mean-level spacing with the the system size can be seen as
caused by a “poor sampling” of the first Brillouin zone near the TRIM, which is
imposed by the boundary conditions. If one fixes the boundary conditions, the only
way to increase the quality of this sampling is to increase the size of the simulated
system and that has great cost in both memory usage and CPU-time. However, the
previous analyses of the more general TBC entails a di�erent strategy to increase the
sampling in k: Fix the system size but average over random boundary twists. More
concretely, we define a tight-binding Hamiltonian with a boundaries characterized
by a vector of twist phase-angles, i.e. Hl(Ï), and for an arbitrary observable
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B.2 SUPERLATTICES BY MONTE-CARLO SAMPLING

Δk

a1

a2

Γ

(a) (b)

Figure B.1.: (a) Shift of the lattice of quantized ks in the presence of a boundary
phase-twist. The black (red) intersections refer to the values allowed by peri-
odic (twisted) boundaries (b) Superlattice used to understand the meaning of
an average over twisted boundary conditions. The arrows represent the primi-
tive translation vectors associated to the superlattice, while the di�erent colors
identify four di�erent supercells.

Q(X) = 1
Nvc

ÈTr [f (X, Hl(Ï))]ÍÏ , (B.7)

where È· · · ÍÏ is an arithmetic average over a uniform sampling of the vector Ï œ
[0, 2fi]3. In practice, we will do a KPM evaluation of Q(X), performing a simul-
taneous averaging over boundary twists and random vectors to evaluate the trace
over the Hilbert space. Clearly, if Hl is a lattice periodic tight-binding Hamiltonian
the Tr [· · · ] can be replaced by a summation over the allowed k’s in the fBz, and
therefore this boundary-averaging procedure is equivalent to a Monte-Carlo (MC)
evaluation of a fBz integral. Hence, the method becomes exact if the system is a
periodic one.
For a non-periodic simulated system, the situation turns out to be analogous. The
easiest way to see this would be to establish an analogy with the manipulation
done to obtain Eq. 1.4 in the introductory chapter of this thesis. There, we saw
that solving an eigenvalue problem in a compact space complemented by twisted
boundary conditions is the same as treating that same problem for a given Bloch
k in an infinite periodic superlattice. By summing over the phase-twists, one is
e�ectively summing over all k’s within the superlattice’s fBz. In conclusion, by
calculating any observable of a lattice Hamiltonian with TBCs, and then averaging
the result over the phase-twists, one is e�ectively simulating that observable in an
infinite superlattice obtained by repeating the finite simulated lattice. Although this
may prove an useful resource for boosting numerical convergence, care must taken
at all instances, so as to guarantee that there are no periodicity artifacts being
introduced this way.
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C. The Dirac Equation in Spherical
Coordinates

In Chapter 3, it was crucial to have the analytical solution for the eigenstates of a
continuum single-node Dirac Hamiltonian in the presence of a spherical scattering
potential. The possibility of achieving a separation of variables of a rotationally
invariant Dirac (or Weyl) equation in the spherical coordinates is a known problem
in relativistic quantum mechanics’ literature (see, for example, Björken and Drell
[315]), whose results we have adapted for our purposes. However, due to its technical
nature, we find it useful to write this Appendix providing the reader with clear details
on how to solve this problem.
Even though in Chapter 3 we restricted ourselves to the gapless case, here we provide
a more general treatment of a gapped Dirac fermion, which is represented by a four-
component wavefunction, � (t, r), and whose quantum dynamics is determined by
the Hamiltonian,

HD = ≠i~vF–·Ò + mv2
F— + U (r) , (C.1)

where U (r) = eV (r) I4◊4 is a generic scalar potential,

— =
A

I2◊2 O2◊2
O2◊2 ≠I2◊2

B

, (C.2)

is a Dirac-mass term and the 4 ◊ 4 –-matrices can be written as

–i =
A

O2◊2 ‡i

‡i O2◊2

B

, (C.3)

in terms of the usual Pauli matrices ‡i. Note that, unlike Chapter 3, here we opted
to use a Dirac representation for the spinor matrices. The two representations are
equivalent and related by a unitary transformation.

C.1. Angular Momentum and Rotation Invariance

In the absence of the scalar potential 1, the Hamiltonian of Eq. (C.1) is rotationally
symmetric and thus has good quantum numbers associated to angular momentum.

1Or consider that the potential is spherically symmetric, i.e., U (r) = U (r).
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APPENDIX C DIRAC EQUATIONS IN SPHERICAL COORDINATES

Nevertheless, unlike in the Schrödinger problem, the wavefunction � (t, r) has itself
non-trivial rotation properties due to its spinor character. From the relativistic Dirac
theory, one has an angular momentum associated to orbital degrees of freedom,

L = i~ (yˆz ≠ zˆy, zˆx ≠ xˆz, xˆy ≠ yˆx) I4◊4, (C.4)

and an intrinsic one related to the spin of the four-component wavefunction,

S= ~

2

AA
‡x O2◊2

O2◊2 ‡x

B

,

A
‡y O2◊2

O2◊2 ‡y

B

,

A
‡z O2◊2

O2◊2 ‡z

BB

. (C.5)

Equation (C.5) implies that the spin (or pseudo-spin) degree of freedom, in the Dirac
representation, is a block-diagonal operator in the four-dimensional spinor space.
Joining together both components of the angular momentum, we can establish that
the cartesian components of the total angular momentum operator read as follows,

Jx = Lx + Sx =
A

Lx + ~

2‡x O2◊2
O2◊2 Lx + ~

2‡x

B

(C.6a)

Jy = Ly + Sy =
A

Ly + ~

2‡y O2◊2
O2◊2 Ly + ~

2‡y

B

(C.6b)

Jz = Lz + Sz =
A

Lz + ~

2‡z O2◊2
O2◊2 Lz + ~

2‡z

B

(C.6c)

Now, we will see that all components of the operator J = (Jx, Jy, Jz) 2 commute
with HD, provided the applied potential, U (r), is spherically symmetric. To prove
it, we treat each term in Eq. (C.1) separately:

• Massless Term: H(1)
D = ≠i~vF–·Ò = vF– · p, where p is the linear momen-

tum operator. In this notations, one has

JiH(1)
D =

A
O2◊2 ‡jLipj + ~

2‡i‡jpj

‡jLipj + ~

2‡i‡jpj O2◊2

B

(C.7)

H(1)
D Ji =

A
O2◊2 ‡jpjLi + ~

2‡j‡ipj

‡jpjLi + ~

2‡j‡ipj O2◊2

B

, (C.8)

where repeated indices are summed over 1, 2 and 3. The commutator between
the massless term and the components of the angular momentum then read

Ë
Ji, H(1)

D

È
=

A
O2◊2 ‡j [Li, pj] + ~

2 [‡i, ‡j] pj

‡j [Li, pj] + ~

2 [‡i, ‡j] pj O2◊2

B

. (C.9)

Now, we only need to recognize that, since [xk, pl] = i~”k,l and Li = Ái,j,kxjpk,
we have

[pn, Lj] = Ájkl [pn, xkpl] = Ájkl [pn, xk] pl = ≠i~Ájkl”nkpl = i~Ánjlpl. (C.10)
2Which are the generators of three-dimensional rotations.
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Simultaneously, we also have [‡i, ‡j] = 2iÁijk‡k. Using these su(2) algebraic
relations into Eq. (C.9), we arrive at

Ë
Ji, H(1)

D

È
= i~Áijk

A
O2◊2 ‡jpk + ‡kpj

‡jpk + ‡kpj O2◊2

B

= O4◊4, (C.11)

since Áijk (‡jpk + ‡kpj) is a contraction of a symmetric with an antissymetric
tensor in the j and k indices.

• Mass Term: H(2)
D = Mv2

F—. For this term we have

JiH(2)
D = mv2

F

A
Li + ~

2‡i O2◊2
O2◊2 ≠Li ≠ ~

2‡i

B

(C.12)

H(2)
D Ji = mv2

F

A
Li + ~

2‡i O2◊2
O2◊2 ≠Li ≠ ~

2‡i

B

, (C.13)

which immediately yields
Ë
Ji, H(2)

D

È
= O4◊4.

• Potential Term: H(3)
D = U (r) I4◊4. In this case, the result is obvious since

the spinor structure is irrelevant, as the operator is scalar and Li, once written
in spherical coordinates, does not involve derivatives with respect to the radial
coordinate.

Summing up all the previous results, i.e. HD =H(1)
D +H(2)

D +H(3)
D , we have

[Ji, HD] = O4◊4 =∆
Ë
|J|2 , HD

È
=

ÿ

i=1,2,3

Ë
J2

i
, HD

È
=O4◊4. (C.14)

Unsurprisingly, if the scalar potential term does not have angular dependences, the
massive Dirac Hamiltonian is rotationally symmetric and, consequently, one may
build eigenstates of well-defined eigenvalues associated to both Jz and |J|2.

C.2. Total Orbital and Spin Angular Momenta

The spherically symmetric Dirac Hamiltonian has a conserved total angular momen-
tum that is composed of two components: an orbital part, L, and a spin-1/2 part, S.
The cartesian components of these two operators are not conserved, by themselves,
but the same does not happen for the operator,

|S|2 = ~
2

4

A q
i=1,2,3 ‡2

i
O2◊2

O2◊2
q

i=1,2,3 ‡2
i

B

= 3~2

4 I4◊4, (C.15)

which with HD, as it is proportional to the identity operator. In contrast, although
the orbital operator |L|2 commutes both with H(2)

D and H(3)
D , we can show that it

does not commute with the massless term, i.e.
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Ë
|L|2 , H(1)

D

È
= i~

A
O2◊2 Áijk‡jLipk

Áijk‡jLipk O2◊2

B

+ i~

A
O2◊2 Áijk‡jpkLi

Áijk‡jpkLi O2◊2

B

= i~

A
O2◊2 ÁijkÁilm‡jxlpmpk

ÁijkÁilm‡jxlpmpk O2◊2

B

(C.16)

+ i~

A
O2◊2 ÁijkÁilm‡jpkxlpm

ÁijkÁilm‡jpkxlpm O2◊2

B

.

Now, using the identity ÁijkÁilm = ”jl”km ≠ ”jm”lk, and recognizing that one must
have j ”= k, or otherwise the product of Levi-Civita symbols would yield zero, it is
clear that pkxj = xjpk and xkpk = pkxk + i~. Hence, Eq. (C.16) can be written as

Ë
|L|2 , H(1)

D

È
= ≠~

2
A

O2◊2 ‡jpj

‡jpj O2◊2

B

”= O4◊4, (C.17)

which means that |L|2 does not provide good quantum numbers to label eigenfunc-
tions of HD.

C.3. The Conserved Spin-Orbit Operator

Till now, we have identified that Jz, |J|2 and |S|2 provide common good quantum
numbers for a spherically symmetric massive Dirac Hamiltonian. Notwithstanding,
there is another conserved operator built out of these two, the Spin-Orbit Operator,
S · L. Actually, it will be useful to consider a shifted version,

K = “0
1
2S · L + ~

2
I4◊4

2
=

Q

a ~
≠æ‡ · ≠æ

L + ~
2
I2◊2 O2◊2

O2◊2 ≠~
≠æ‡ · ≠æ

L ≠ ~
2
I2◊2

R

b , (C.18)

where “0 =diag (1, 1, ≠1, ≠1) is a diagonal matrix, and which can be shown directly
to commute will all terms in the Hamiltonian of Eq. C.1. But does this quantity
provide new good quantum numbers, compatible with the previously found ones?
In order to see that, we must calculate the commutators of K with these operators.
This is an easy operation for each individual component of J, i.e

KJi =
A

~‡jLjLi + ~2

2 Lj‡j‡i + ~
2Li + ~

2 ‡i O2◊2
O2◊2 ≠~‡jLjLi ≠ ~2

2 Lj‡j‡i ≠ ~
2Li ≠ ~

2 ‡i

B
(C.19)

JiK =
A

~‡jLiLj + ~2

2 Lj‡i‡j + ~
2Li + ~

2 ‡i O2◊2
O2◊2 ≠~‡jLiLj ≠ ~2

2 Lj‡i‡j ≠ ~
2Li ≠ ~

2 ‡i

B
, (C.20)

meaning that the commutator between the components of J and K take the form,

[K, Ji] =
A

~‡j [Li, Lj] + ~
2

2 Lj [‡i, ‡j] O2◊2

O2◊2 ≠~‡j [Li, Lj] ≠ ~
2

2 Lj [‡i, ‡j]

B

. (C.21)

Since we know that [Li, Lj] = i~ÁijkLk and [‡i, ‡j] = 2iÁijk‡k, we get
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C.4 SPIN-1/2 SPHERICAL HARMONICS

[K, Ji] = i~2
A

Áijk [Lk, ‡j] O2◊2
O2◊2 Áijk [Lk, ‡j]

B

= O4◊4 (C.22)

and then arrive at the final conclusion that K is also a scalar operator. This is enough
to a�rm that HD, Jz, |J|2 , |S|2 and K are complete set of commuting observable for
the spherically symmetric Dirac equation.

C.4. Spin-1/2 Spherical Harmonics

Following Refs. [244,245,315], we now build common eigenspinor of Jz, |J|2 and the
conserved operator K. To do this, we being by remind the explicit form of these
operators in the question as 4 ◊ 4 matrices in spinor space. Namely, we have

Jz =

Q

ccca

Lz + ~

2 0 0 0
0 Lz ≠ ~

2 0 0
0 0 Lz + ~

2 0
0 0 0 Lz ≠ ~

2

R

dddb (C.23)

K =

Q

ccca

~
2 + ~Lz ~L≠ 0 0
~L+ ~

2 ≠ ~Lz 0 0
0 0 ≠~

2 ≠ ~Lz ≠~L≠
0 0 ≠~L+ ≠~

2 + ~Lz

R

dddb , (C.24)

|J|2 = |L|2 + |S|2 + 2S · L =
A

A O2◊2
O2◊2 A

B

(C.25)

with

A=
A

|L|2 + ~Lz + 3~2

4 ~L≠

~L+ |L|2 ≠ ~Lz + 3~2

4

B

, (C.26)

and where L± = Lx ± iLy are the orbital angular momentum ladder operators. The
first step is to write the four-component wavefunction in spherical coordinates,

�(r, ◊, Ï) =

Q

ccca

Â1 (r, ◊, Ï)
Â2 (r, ◊, Ï)
Â3 (r, ◊, Ï)
Â4 (r, ◊, Ï)

R

dddb , (C.27)

and then express the Lz operator as a di�erential operators in spherical coordinates,
Lz = i~ˆÏ,which allows Jz to be expressed as follows:

Jz = ~

Q

cccca

i ˆ

ˆÏ
+ 1

2 0 0 0
0 i ˆ

ˆÏ
≠ 1

2 0 0
0 0 i ˆ

ˆÏ
+ 1

2 0
0 0 0 i ˆ

ˆÏ
≠ 1

2

R

ddddb
. (C.28)
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As it is, the Jz operator is already diagonal in spinor space, meaning that we can
write the eigenvalue problem Jz�(r, ◊, Ï)=~⁄ �(r, ◊, Ï) as four uncoupled di�eren-
tial equations,

Y
]

[
i ˆ

ˆÏ
Â1/3 (r, ◊, Ï) =

1
1
2 ≠ ~

≠1⁄
2

Â1/3 (r, ◊, Ï)
i ˆ

ˆÏ
Â2/4 (r, ◊, Ï) = ≠

1
1
2 ≠ ~

≠1⁄
2

Â2/4 (r, ◊, Ï)
. (C.29)

Separation of variables allows us to solve Eqs. (C.29), yielding the solution

�⁄ (r, ◊, Ï) =

Q

ccccca

„⁄

1 (r, ◊) eiÏ

!
~

≠1
⁄≠ 1

2

"

„⁄

2 (r, ◊) eiÏ

!
~

≠1
⁄+ 1

2

"

„⁄

3 (r, ◊) eiÏ

!
~

≠1
⁄≠ 1

2

"

„⁄

4 (r, ◊) eiÏ

!
~

≠1
⁄+ 1

2

"

R

dddddb
, (C.30)

where we must guarantee that �⁄ (r, ◊, Ï + 2fi) = �⁄ (r, ◊, Ï). Note that this peri-
odicity condition holds if and only if ~≠1⁄ ± 1

2 are integers, so that we must have

�jz (r, ◊, Ï) =

Q

ccccca

„jz
1 (r, ◊) eiÏ

!
jz≠ 1

2

"

„jz
2 (r, ◊) eiÏ

!
jz+ 1

2

"

„jz
3 (r, ◊) eiÏ

!
jz≠ 1

2

"

„jz
4 (r, ◊) eiÏ

!
jz+ 1

2

"

R

dddddb
. (C.31)

In this form, we have Jz�jz (r, ◊, Ï) = ~jz�jz (r, ◊, Ï) and jz is a half-integer. Equa-
tion C.31 gives the most general form of an eigenspinor of well-defined angular mo-
mentum along z. Let us further restrict its form, for it have a well-defined eigenvalue
of |J|2as well. The latter operator is not originally in diagonal form, but it is block-
diagonal, being enough to solve a single 2◊2 block. Therefore, we have

Y
]

[

1
|L|2 + ~Lz + 3~2

4

2
Âjz

1 (r, ◊, Ï) + ~L≠Âjz
2 (r, ◊, Ï) = µÂjz

1 (r, ◊, Ï)
~L+Âjz

1 (r, ◊, Ï) +
1
|L|2 ≠ ~Lz + 3~2

4

2
Âjz

2 (r, ◊, Ï) = µÂjz
2 (r, ◊, Ï)

. (C.32)

All the operators in Eq. (C.32) are purely angular, which allows the separation of
variables,

Âjz
1 (r, ◊, Ï) = R (r) �1

jz
(◊, Ï) and Âjz

2 (r, ◊, Ï) = R (r) �2
jz

(◊, Ï) , (C.33)

where the radial function R (r) is the same in both equations. The angular functions
�1

jz
(◊, Ï) and �2

jz
(◊, Ï) can be expanded in the basis of normalized scalar Spherical

Harmonics, Y l

lz
(◊, Ï), with the restriction that lz = jz ±1/2, respectively. Hence, the

two first components of the Dirac spinor take the form,

Âjz
1 (r, ◊, Ï) = R (r)

Œÿ

l=0

ÿ

jz

al,jzY l

jz≠1/2 (◊, Ï) (C.34)

Âjz
2 (r, ◊, Ï) = R (r)

Œÿ

l=0

ÿ

jz

bl,jzY l

jz+1/2 (◊, Ï) , (C.35)
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where the summations over jz are always restricted to ≠l Æ jz ± 1/2 Æ l. Then, we
have

Y
________]

________[

q
l,lz

al,jz

1
~

2l (l + 1) + ~
2jz + ~

2

4 ≠ µ
2

Y l

jz≠1/2 (◊, Ï)

+bl,jz~
2
Ú1

l + jz + 1
2

2 1
l ≠ jz + 1

2

2
Y l

jz≠1/2 (◊, Ï) = 0
q

l,lz
al,jz~

2
Ú1

l ≠ jz + 1
2

2 1
l + jz + 1

2

2
Y l

jz+1/2 (◊, Ï)
+bl,jz

1
~

2l (l + 1) ≠ ~
2jz + ~

2

4 ≠ µ
2

Y l

jz+1/2 (◊, Ï) = 0

, (C.36)

or, equivalently
Y
]

[

q
l,jz

Ë
al,jz

1
~

2l (l + 1) + ~
2jz + ~2

4 ≠ µ
2

+ bl,jz~
2
Ò!

l + jz + 1
2
" !

l ≠ jz + 1
2
"È

Y l
jz≠1/2 (◊, Ï) = 0

q
l,jz

Ë
al,jz~

2
Ò!

l ≠ jz + 1
2
" !

l + jz + 1
2
"

+ bl,jz

1
~

2l (l + 1) ≠ ~
2jz + ~2

4 ≠ µ
2È

Y l
jz+1/2 (◊, Ï) = 0

.

(C.37)

Since the spherical Harmonics are a complete and orthogonal basis of functions in
a 3D unit spherical surface, the previous homogenous system has a single solution;
All the coe�cients must be zero, which implies that

Y
__]

__[

al,jz

1
~

2l (l+1)+~
2jz + ~

2

4 ≠µ
2

+ bl,jz~
2
Ú1

l+jz + 1
2

2 1
l≠jz + 1

2

2
= 0

al,jz~
2
Ú1

l≠jz + 1
2

2 1
l+jz + 1

2

2
+ bl,jz

1
~

2l (l+1)≠~
2jz + ~

2

4 ≠µ
2

= 0
, (C.38)

which only has a non-trivial solution if
Y
]

[
l (l + 1) + 1

4 ≠ ~
≠2µ = l + 1

2
l (l + 1) + 1

4 ≠ ~
≠2µ = ≠l ≠ 1

2
∆

Y
]

[
µ = ~

2
1
l2 ≠ 1

4

2
= ~

2
1
l ≠ 1

2

2 1
l + 1

2

2

µ = ~
2

1
l2 + 2l ≠ 3

4

2
= ~

2
1
l + 1

2

2 1
l + 3

2

2 (C.39)

and therefore implies that µ = ~
2j (j + 1) with j = l ± 1/2. This is an expected

result from the Addition Theorem of Angular Momenta and, for each case, we have
the following relation between the al,jz and bl,jz coe�cients:

• For l = j + 1/2:

bl,jz = ≠
Û

j + jz + 1
j ≠ jz + 1al,jz (C.40)

• For l = j ≠ 1/2:

bl,jz =
Û

j ≠ jz

j + jz

al,jz . (C.41)

Hence, we have the following general form for the eigenspinors of Jz and |J|2:

177



APPENDIX C DIRAC EQUATIONS IN SPHERICAL COORDINATES

�j,jz (r, ◊, Ï) =

Q

cccccca

R1 (r) Y j+1/2
jz≠1/2 (◊, Ï) + R2 (r) Y j≠1/2

jz≠1/2 (◊, Ï)
≠

Ò
j+jz+1
j≠jz+1R1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
R2 (r) Y j≠1/2

jz+1/2 (◊, Ï)
F1 (r) Y j+1/2

jz≠1/2 (◊, Ï) + F2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1F1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
F2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

ddddddb
.(C.42)

From Eq. (C.42) it is already evident that �j,jz (r, ◊, Ï) does not have a well-defined
value for |L|2, because it is a linear superposition of states with l = j ± 1/2, for
a fixed half-integer j. Therefore setting jz and j is not enough to fully specify
the angular part of the Dirac spinor components. However, we still have a further
conserved quantity to work with, the spin-orbit operator K. Let us impose that

K�j,jz (r, ◊, Ï) = ~
2‹�j,jz (r, ◊, Ï) , (C.43)

where ‹ is to be determined. Despite our problem being intrinsically 4-dimensional,
the operator K, as written in block-diagonal form, as shown in Eq. C.24. Hence, we
can work with

3
~ + Lz L≠

L+ ~ ≠ Lz

4 Q

a
R1 (r) Y j+1/2

jz≠1/2 (◊, Ï) + R2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1 R1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
R2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

b

(C.44)

= ~‹

Q

a
R1 (r) Y j+1/2

jz≠1/2 (◊, Ï) + R2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1 R1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
R2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

b

and
3

~ + Lz L≠
L+ ~ ≠ Lz

4 Q

a
F1 (r) Y j+1/2

jz≠1/2 (◊, Ï) + F2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1 F1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
F2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

b

(C.45)

= ≠~‹

Q

a
F1 (r) Y j+1/2

jz≠1/2 (◊, Ï) + F2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1 F1 (r) Y j+1/2

jz+1/2 (◊, Ï) +
Ò

j≠jz

j+jz
F2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

b ,

separately. Taking only Eq. (C.44), we arrive at two independent linear systems,
namely

Y
]

[
R1 (r)

11
jz + 1

2 ≠ ‹
2

≠ (j + jz + 1)
2

Y j+1/2
jz≠1/2 (◊, Ï) = 0Ò

j+jz+1
j≠jz+1R1 (r)

1
(j ≠ jz + 1) +

1
jz ≠ 1

2 + ‹
22

Y j+1/2
jz+1/2 (◊, Ï) = 0

, (C.46)

and
Y
]

[
R2 (r)

11
jz + 1

2 ≠ ‹
2

+ (j ≠ jz)
2

Y j≠1/2
jz≠1/2 (◊, Ï) = 0Ò

j≠jz

j+jz
R2 (r)

1
(j + jz) +

1
1
2 ≠ jz ≠ ‹

22
Y j≠1/2

jz+1/2 (◊, Ï)
. (C.47)

The system in Eq. (C.46) admits a single non-vanishing solution, provided
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3
jz + 1

2 ≠‹
4

≠ (j+jz +1) = ≠ (j≠jz +1) ≠
3

jz ≠ 1
2 +‹

4
= j+ 1

2 +‹ = 0

or, equivalently ‹ = ≠j ≠ 1/2. On the contrary, the system of Eq. (C.47) requires
that

3
jz + 1

2 ≠ ‹
4

+ (j ≠ jz) = (j + jz) +
31

2 ≠ jz ≠ ‹
4

= j + 1
2 ≠ ‹ = 0

or ‹ = j +1/2. In summary, R1 (r) = 0 if v = j +1/2 and R2 (r) = 0 if ‹ = ≠j ≠1/2.
Both functions will be zero for any other value of ‹.
Finally, if we turn our attention to Eq. (C.45), we find an analogous situation with
role of both radial functions reversed, i.e. F1 (r) = 0 if v = ≠j ≠ 1/2 and F2 (r) = 0
if ‹ = j + 1/2. Hence, if we add ‹ = ± (j + 1/2) to the list of angular quantum
numbers (jz, j) we uniquely classify the angular part of the eigenspinors. Namely,
we have

�j,jz ,‹=j+1/2 (r, ◊, Ï)=

Q

cccccca

R2 (r) Y j≠1/2
jz≠1/2 (◊, Ï)Ò

j≠jz

j+jz
R2 (r) Y j≠1/2

jz+1/2 (◊, Ï)
F1 (r) Y j+1/2

jz≠1/2 (◊, Ï)
≠

Ò
j+jz+1
j≠jz+1F1 (r) Y j+1/2

jz+1/2 (◊, Ï)

R

ddddddb
, (C.48)

and

�j,jz ,‹=≠(j+1/2) (r, ◊, Ï) = N

Q

cccccca

R1 (r) Y j+1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
j≠jz+1R1 (r) Y j+1/2

jz+1/2 (◊, Ï)
F2 (r) Y j≠1/2

jz≠1/2 (◊, Ï)Ò
j≠jz

j+jz
F2 (r) Y j≠1/2

jz+1/2 (◊, Ï)

R

ddddddb
. (C.49)

Now, we can use the same notation used in the Weyl system with rotational symme-
try. Namely, we define the (normalized) spin-1/2 spherical harmonics (with quantum
numbers j and jz) as:

�+
j,jz

(◊, Ï) =
Q

a

Ò
j≠jz+1

2j+2 Y j+1/2
jz≠1/2 (◊, Ï)

≠
Ò

j+jz+1
2j+2 Y j+1/2

jz+1/2 (◊, Ï)

R

b (C.50a)

�≠
j,jz

(◊, Ï) =
Q

a

Ò
j+jz

2j
Y j≠1/2

jz≠1/2 (◊, Ï)
Ò

j≠jz

2j
Y j≠1/2

jz+1/2 (◊, Ï)

R

b . (C.50b)

with these definitions, the previously found eigenspinors read

�j,jz ,‹=+(j+1/2) (r, ◊, Ï) = �+
j,jz

(r, ◊, Ï) =
A

R+ (r) �≠ (◊, Ï)
F + (r) �+ (◊, Ï)

B

(C.51)

�j,jz ,‹=≠(j+1/2) (r, ◊, Ï) = �≠
j,jz

(r, ◊, Ï) =
A

R≠ (r) �+ (◊, Ï)
F ≠ (r) �≠ (◊, Ï)

B

, (C.52)
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respectively. Note that �±
j,jz

(◊, Ï), as defined in Eqs. (C.50a)-(C.50b) are orthogonal
and properly normalized in the sense,ˆ

fi

0
sin ◊d◊

ˆ 2fi

0
dÏ

Ë
�±

j,jz
(◊, Ï)

È†
· �±

j,jz
(◊, Ï) = 1. (C.53)

This implies that the normalization condition for �j,jz ,‹=±(j+1/2) (r, ◊, Ï) read simply
1
�±

j,jz
(r, ◊, Ï)

2†
·�±

j,jz
(r, ◊, Ï) =

ˆ Œ

0
drr2

Ë1
R± (r)

2ú
R± (r) +

1
F ± (r)

2ú
F ± (r)

È
= 1,

(C.54)

which is just a radial integral.

C.5. Spherical Separation of Variables

Defining the spin-orbit quantum number, Ÿ = ‹/(j + 1/2) = ±1, we can write a
general spherically symmetric Dirac eigenstate as

�Ÿ

j,jz
(r, ◊, Ï) =

A
RŸ (r) �≠Ÿ

jjz
(◊, Ï)

F Ÿ (r) �Ÿ

jjz
(◊, Ï)

B

(C.55)

and now we will use this general form to derive radial ODEs that allow to determine
the functions F (r) and R(r) in the presence of a potential that depends only on
the radial coordinate. For that purpose, it is useful to write the Hamiltonian of
Eq. (C.1) in the matrix form,

HD =
A

(U (r) + mv2
F) I2◊2 ≠i~vF‡ · Ò

≠i~vF‡ · Ò (U (r) ≠ mv2
F) I2◊2

B

, (C.56)

where we can use the fact

‡ · Ò = ‡ · r̂

C

r̂ · ≠æÒ ≠
≠æ‡ · L

~r

D

, (C.57)

in order to write down

HD =
Q

a (U (r) + mv2
F) I2◊2 ≠i~vF‡ · r̂

Ë
r̂ · ≠æÒ ≠ ≠æ

‡ ·L
~r

È

≠i~vF‡ · r̂

Ë
r̂ · ≠æÒ ≠ ≠æ

‡ ·L
~r

È
(U (r) ≠ mv2

F) I2◊2

R

b , (C.58)

where r̂=r/r is a radial unit vector. Furthermore, if we recognize that

‡ · r̂�± (◊, Ï) = (‡ · r̂)2 �±
jjz

(◊, Ï) = �±
jjz

(◊, Ï) (C.59a)

‡ · L�+ (◊, Ï) = ≠~

3
j + 3

2

4
�+

jjz
(◊, Ï) (C.59b)

‡ · L�≠ (◊, Ï) = ~

3
j ≠ 1

2

4
�≠

jjz
(◊, Ï) . (C.59c)
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Since |J|2, Jz and K are all conserved quantities of HD, we only need to analyze how
the Dirac Hamiltonian acts on the states �Ÿ

j,jz
(r, ◊, Ï), as defined in Eqs. (??)-(??).

This yields the following results:

HD�+
j,jz

(r, ◊, Ï)=
3#

≠i~vFˆrF +(r) ≠ i~vF
r

!
j+ 3

2
"

F +(r) +
!
U(r)+mv2

F
"

R+(r)
$

�≠
jjz

(◊, Ï)#
≠i~vFˆrR+(r) + i~vF

r

!
j≠ 1

2
"

R+(r) +
!
U (r)≠mv2

F
"

F +(r)
$

�+
jjz

(◊, Ï)

4

(C.60)

HD�≠
j,jz

(r, ◊, Ï)=
3#

≠i~vFˆrF ≠(r) + i~vF
r

!
j≠ 1

2
"

F ≠(r) +
!
U(r)+mv2

F
"

R≠(r)
$

�+
jjz

(◊, Ï)#
≠i~vFˆrR≠(r) ≠ i~vF

r

!
j+ 3

2
"

R≠(r) +
!
U(r)≠mv2

F
"

F ≠(r)
$

�≠
jjz

(◊, Ï)

4
.

(C.61)

Finally, if we incorporate the previous results into the eigenvalue problem for HD,

HD�Ÿ

j,jz
(r, ◊, Ï) = E�Ÿ

j,jz
(r, ◊, Ï) , (C.62)

we arrive at the radial equations,
Y
]

[
≠i~vF

d

dr
F + (r) ≠ i~vF

r

1
j + 3

2

2
F + (r) + (U (r) + mv2

F) R+ (r) = ER+ (r)
≠i~vF

d

dr
R+ (r) + i~vF

r

1
j ≠ 1

2

2
R+ (r) + (U (r) ≠ mv2

F) F + (r) = EF + (r)
, (C.63)

for �+
j,jz

(r, ◊, Ï) and
Y
]

[
≠i~vF

d

dr
F ≠ (r) + i~vF

r

1
j ≠ 1

2

2
F ≠ (r) + (U (r) + mv2

F) R≠ (r) = ER≠ (r)
≠i~vF

d

dr
R≠ (r) ≠ i~vF

r

1
j + 3

2

2
R≠ (r) + (U (r) ≠ mv2

F) F ≠ (r) = ER≠ (r)
, (C.64)

for �≠
j,jz

(r, ◊, Ï). In order to conform with the simpler notation of Chapter 3, we
define the following objects

fŸ(r)=rRŸ(r) and gŸ(r)=≠irF Ÿ(r) , (C.65)

such that

d

dr
R± (r) = 1

r

d

dr
f± (r)≠ 1

r2 f± (r) and d

dr
F ± (r) = i

r

d

dr
g± (r)≠ i

r2 g± (r) . (C.66)

Finally, in terms of these new functions, we arrive at the following coupled system
of radial ODEs:

Y
]

[

d

dr
gŸ

Á
(r) + Ÿ

r

1
j + 1

2

2
gŸ

Á
(r) = (Á ≠ u (r) ≠ µ) fŸ

Á
(r)

d

dr
fŸ

Á
(r) ≠ Ÿ

r

1
j + 1

2

2
fŸ

Á
(r) = ≠ (Á ≠ u (r) + µ) gŸ

Á
(r)

. (C.67)

where u (r) = U (r) /~vF, µ = mvF/~ and Á = E/~vF. Note that these equations are
entirely equivalent to the Eq. (3.11) of Chapter 3, upon setting µ=0 and performing
a unitary transformation in spinor space. The latter di�erence is due to the use a
(o�-diagonal) Dirac representation for the –-matrices, rather than the (diagonal)
Weyl representation.
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D. Evaluation of the Lattice Green’s
Function

To analyze the emergence of nodal bound states and calculate changes in the eDoS
induced by clusters of atomic-sized impurities in the lattice WSM model, an essential
ingredient was to know the clean lattice Green’s function (lGF). Computing the
lGF of an arbitrary tight-binding Hamiltonian in an infinite lattice is, by itself, a
relevant problem and many methods have been invented to do so [316–325]. For
our particular case, the lGF can be expressed as

G
0r
ab

(Á; �L)= a

8fi3~vF

ˆ
C
dq

Á ≠ ‡ · sinq

(Á+i÷)2≠|sinq|2
eiq·�L, (D.1)

where Á is a dimensionless energy and the triple-integral is over C = [≠fi, fi]3. In
addition, we have further showed that this function can be expressed in terms of
two simpler integrals, i.e.,

G
0r
ab

(Á; �L)= a

8fi3 [Á ”ab I0 (Á; �L) ≠ ‡ab · I (Á; �L)] , (D.2)

with the dimensionless constitutive integrals, (I0, Ix, Iy, Iz), being defined as follows:

I0 (Á; �L) =
ˆ

C
dq

eiq·�L

(Á+i÷)2≠|sinq|2
(D.3a)

Ij (Á; �L) =
ˆ

C
dq

sin qjeiq·�L

(Á+i÷)2≠|sinq|2
(D.3b)

which are to be taken in the limit ÷ æ 0+. In this Appendix, we present a tailor-
made semi-analytic method that we have devised to calculate the lGF of our lattice
model in the limit ÷ æ 0+. This was the method used to obtain the examples
plotted in Fig. 4.3.

D.1. Analytical Evaluation of the First Integral

Starting directly from the integrals of Eqs. (D.3a)-(D.3b), it is clear that these cannot
be determined analytically in any simple way. However, some analytical progress
can be achieved by rewriting them as
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Figure D.1.: Analysis of |fl±
z

| as a function of a complex number z = zÕ +izÕÕ. For
zÕ < 0.5 (zÕ > 0.5) only both fl+ (fl≠) are inside the unit circle, thus contributing
to the value of the contour integral in Eq. (D.7).

In,m,l
0 (z) =

ˆ
fi

≠fi

du

ˆ
fi

≠fi

dveiuneivmI l

1

1
z2≠ sin2u ≠ sin2v

2
(D.4a)

In,m,l
x

(z) =
ˆ

fi

≠fi

du

ˆ
fi

≠fi

dv sinu eiuneivmI l

1

1
z2≠ sin2u ≠ sin2v

2
, (D.4b)

where z is a complex variable, �L = (n, m, l),(u, v) = (qx, qy) and I l

1(z) is the
complex function

I l

1(z)=
ˆ

fi

≠fi

dw
eiwl

z ≠sin2w
, (D.5)

that has an obvious læ≠l symmetry. Due to this symmetry, all we have to evaluate
is

I l

1(z)=
ˆ

fi

≠fi

dw
eiw|l|

z ≠sin2w
. (D.6)

This latter may be cast into a contour integral along the unit circle of the complex-
plane. To accomplish this, we change the integration variable from µ=eiw æ dw =
≠idµ/µ, which yields

I l

1(z)=
‰

|µ|=1

≠4iµ|l|+1dµ

µ4+2 (2z≠1) µ2+1 . (D.7)

The integral in Eq. (D.7) can be solved using the Residue Theorem, so that we have
to pick up the poles inside the unit circle, given any value of the complex parameter
z. The integrand has four poles: the complex roots of µ4 +2 (2z≠1) µ2 +1. These
come in two symmetric pairs, whose square is given by

fl±
z

=(1≠2z)±
Ò

(2z≠1)2≠1. (D.8)

By definition, the poles contributing to the integral in Eq. (D.7) are the ones having
moduli smaller than one. In Fig. D.1, we analyze |fl±

z
| as a function of z, where
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one sees that, if Ÿ [z] < 1/2( Ÿ [z] > 1/2) only the square-roots of fl≠
z

(fl+
z

) lie inside
the unit circle. Furthermore, since each root corresponds to a simple pole of the
integrand, their residues are simple to calculate, and we arrive at the final final
result

I l

1(z)=

Y
___]

___[

4fi

!
fl

≠
z

" |l|
2

fl
≠
z ≠fl

+
z

1
1+(≠1)|l|

2
for Ÿ[z]< 1/2

4fi

!
fl

+
z

" |l|
2

fl
+
z ≠fl

≠
z

1
1+(≠1)|l|

2
for Ÿ[z]> 1/2

. (D.9)

From Eq. (D.9), it is already clear that I l

1(z)=0 whenever l is an odd integer and, also
using the fact that I≠l

1 (z)=I l

1(z), we can re-write the answer in a more condensed
form:

I l

1(z)=

Y
___]

___[

4fi

1
1≠2z+sign(Ÿ[2z≠1])


(2z≠1)2≠1

2 |l|
2

sign(Ÿ[2z≠1])


(2z≠1)2≠1
l even

0 l odd
. (D.10)

On top of all this, we can also take the formal limit of z = x+i÷ æ x+i0±, which
yields

I l

1(x, 0±)=

Y
______]

______[

û
2fii

1
1≠2x±2isign(2x≠1)


x(x≠1)

2 |l|
2


x(x≠1)

xœ [0,1]

2fi

1
1≠2x+2sign(2x≠1)


x(1≠x)

2 |l|
2

sign(2x≠1)


x(1≠x)
x /œ [0,1]

, (D.11)

a real-valued quantity outside the interval [0,1], but still complex within it. Note
that, if x œ [0, 1], there is actually a branch cut in the real axis, such that the
I l

1(x, 0+) ”= I l

1(x, 0≠) , with two square-root singularities located at the borders of
the branch cut.

D.2. Numerical Evaluation of the Second Integral

With the analytical expression for I l

1(z), we can now evaluate the remaining integrals
by numerical quadrature. From Eqs. (D.4a)-(D.4b), the only integral we really need
is

Im,l

2 (a)=
ˆ

fi

≠fi

dveivmI l

1

1
a≠sin2(v)

2
(D.12)

with a real parameter a. By the symmetry v æ≠v, this integral reduces to

Im,l

2 (a)=2
ˆ

fi

0
dv cos(vm)I l

1

1
a≠sin2(v)

2
(D.13)
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but can be further broken into,

Im,l

2 (a)=2 (1+(≠1)m)
ˆ fi

2

0
dv cos(vm)I l

1

1
a≠sin2(v)

2
. (D.14)

Equation D.14 is nonzero if and only if m is an even integer, in which case it equals

Im,l

2 (a)=4
ˆ fi

2

0
dv cos(vm)I l

1

1
a≠sin2(v)

2
. (D.15)

Since the integral of Eq. (D.15) is defined in the interval v œ [0, fi/2], we can change
variables from ‡ = a≠sin2(v) æ d‡ = ≠2 cos v sin vdv, which turns it into

Im,l

2 (a)=4
ˆ

a

a≠1

cos(m arcsin
Ô

a≠‡)I l

1(‡)d‡
Ò

(a≠‡)(‡≠a+1)
. (D.16)

This expression has the advantage of clarifying that the integrand only has integrable
square-root type singularities which appear in ‡ = 0,1 1 and at the borders of the
integration interval. Nevertheless, there are three exception to this, for if a=0,1,2,
at least two of these singularities coincide and become (non-integrable) first-order
poles. These points appear as logarithmic divergences or discontinuities in the values
of Im,l

2 (a). In order to deal with the integrable singularities properly in our numerical
calculations, it useful to consider three separate cases:

The parameter a is between 0 and 1: In this case, we have the ‡ = 0 pole
inside the integration domain, which can be separated into four disjoint intervals of
integration, each with a single (one-sided) square-root singularity at the boundary,
i.e.,

Im,l

2 (a)=
ˆ a≠1

2

a≠1
d‡

fm,l

‡Ò
‡(1≠‡)(a≠‡)(‡≠a+1)

+
ˆ 0

a≠1

2

d‡
fm,l

‡Ò
‡(1≠‡)(a≠‡)(‡≠a+1)

(D.17)

+
ˆ a

2

0
d‡

fm,l

‡Ò
‡(1≠‡)(a≠‡)(‡≠a+1)

+
ˆ

a

a
2

d‡
fm,l

‡Ò
‡(1≠‡)(a≠‡)(‡≠a+1)

,

wherefm,l

‡
=cos(m arcsin

Ô
a≠‡)

Ò
‡(1≠‡)I l

1(‡) are a regular functions of ‡. In each
term of Eq. (D.17), we can change variables so as to eliminate the singularity within
that interval. Sequentially in Eq. (D.17), we do · =

Ô
‡≠a+1, · =

Ô
≠‡ · =

Ô
‡ and

· =
Ô

a≠‡. After these changes, we arrive at the equivalent integral

Im,l

2 (a)=
ˆ 

1≠a
2

0
d·

2fm,l

·2+a≠1Ò
(1+· 2)(· 2+ a≠1)(· 2+a+2)

+
ˆ 

1≠a
2

0
d·

2fm,l

≠·2Ò
(1+· 2)(· 2+ a≠1)(· 2+a)

(D.18)

+
ˆ 

a
2

0
d·

2fm,l

·2Ò
(1+· 2)(· 2+ a≠1)(· 2+a≠2)

+
ˆ 

a
2

0
d·

2fm,l

a≠·2Ò
(1≠· 2)(a≠· 2)(· 2≠a+1)

.

Note that, now, all the integrands are regular in their respective integration domains,
and can be evaluated with standard methods of quadrature very easily.

1Which may or not be inside the integration interval.
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The parameter a is between 1 and 2: In this case, we have a situation analogous
to the previous one, but with the ‡ =1 pole inside the integration interval. To pro-
ceed, we similarly split the integration region and perform suitable variable changes,
thus casting the integral into the form

Im,l

2 (a)=
ˆ 

2≠a
2

0
d·

2
1
fm,l

·2+a≠1+fm,l

1≠·2

2

Ò
(· 2≠1)(· 2+a≠2)(· 2+a≠1)

+
ˆ 

a≠1

2

0
d·

2fm,l

1+·2Ò
(1+· 2)(· 2≠a+2)(· 2≠a+2)

+
ˆ 

a≠1

2

0
d·

2fm,l

a≠·2Ò
(· 2≠1)(· 2≠a)(· 2≠a+1)

. (D.19)

Once again, all the integrals in Eq. D.19 are of completely regular functions.

Parameter a

<latexit sha1_base64="3pQdQAcjao79uZqnR6SbXiP1uEg=">AAACF3icbVDLSgMxFM3UV62vUZduRotQQcpMUXRZdKO7CvYBnTpk0rQNzTxI7ghDmL9w46+4caGIW935N6btLLR6IOFwzr0k5/gxZxJs+8soLCwuLa8UV0tr6xubW+b2TktGiSC0SSIeiY6PJeUspE1gwGknFhQHPqdtf3w58dv3VEgWhbeQxrQX4GHIBoxg0JJnVt0Aw4hgrq4zT9WyO+VKIlgM+Q0ppyo45lnm7lfwkWeW7ao9hfWXODkpoxwNz/x0+xFJAhoC4VjKrmPH0FNYACOcZiU3kTTGZIyHtKtpiAMqe2qaK7MOtdK3BpHQJwRrqv7cUDiQMg18PTlJIee9ifif101gcN5TLIwToCGZPTRIuAWRNSnJ6jNBCfBUE6x70H+1yAgLTEBXWdIlOPOR/5JWreqcVu2bk3L9Iq+jiPbQAaogB52hOrpCDdREBD2gJ/SCXo1H49l4M95nowUj39lFv2B8fAN4+6C0</latexit>

Im,l

2 (a)

Figure D.2.: Examples of Im,l

2 (a).

The parameter a is not between 0 and 2:
Finally, we consider the case in which there
are no singularities in the integration domain,
except for the ones at the borders. In this
case, we only need to split the interval in
half and change variables in order to elimi-
nate the integrable singularities in each case.
This procedure yields

Im,l

2 (a)=
ˆ 1

2

0
d·

2fm,l

·2+a≠1Ò
(· 2≠1)(· 2+a≠2)(· 2+a≠1)

+

+
ˆ 1

2

0
d·

2fm,l

a≠·2Ò
(· 2≠1)(· 2≠a)(· 2≠a+1)

.

(D.20)

Using the previous expressions, we can eas-
ily evaluate Im,l

2 (a) for any real value of
a. Some examples are shown in Fig. D.2,
where the discontinuous/divergent behavior
near the special points, a=0, 1 and 2 are ev-
ident.

D.3. Numerical Evaluation of the Third Integral

The two basic integrals of Eqs. (D.4a)-(D.4b) may be expressed in terms of the
double integral Im,l

2 (a) which was evaluated in the previous section. However, we
provide a detailed explanation, starting by reminding the following symmetries,
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In,m,l
0 (Á+i÷)=≠[In,m,l

0 (≠Á+i÷)]ú (D.21a)
In,m,l

x
(Á+i÷)=≠[In,m,l

x
(≠Á+i÷)]ú . (D.21b)

which allow us to considering only ÁØ0, and therefore express both integrals, already
in the ÷ æ0+ limit, as

In,m,l
0 (Á)=

ˆ
fi

≠fi

dueiunIm,l

2

1
Á2≠sin2u

2
(D.22a)

In,m,l
x

(Á)=
ˆ

fi

≠fi

du sinu eiunIm,l

2

1
Á2≠sin2u

2
. (D.22b)

Both these integrals can be written in a reduced region, using the same symmetries
invoked in the previous section. Without surprise, we conclude that In,m,l

0 is only
nonzero i� n, m and l are all even, while In,m,l

x
needs n to be odd, with m, l even. In

case each integral is non-zero, we can cast them into the forms,

In,m,l
0 (Á)=4

ˆ fi
2

0
du cos(nu)Im,l

2 (Á2≠sin2u) (D.23a)

In,m,l
x

(Á)=4i

ˆ fi
2

0
du sinu sin(nu)Im,l

2 (Á2≠sin2u). (D.23b)

And, finally, we change variables from u æ fl=Á2≠sin2u, which yields

In,m,l
0 (Á)=4

ˆ
Á

2

Á2≠1

cos(n arcsin
Ô

Á2≠fl)Im,l
2 (fl)dfl

Ò
(Á2≠fl)(fl≠Á2+1)

(D.24a)

In,m,l
x

(Á)=4i

ˆ
Á

2

Á2≠1

Ô
Á2≠fl sin(n arcsin

Ô
Á2≠fl)Im,l

2 (fl)dfl
Ò

(Á2≠fl)(fl≠Á2+1)
, (D.24b)

where clearly two square-root singularities remain at the borders of the integration
interval. However, unlike our starting point, in the integrals of Eqs. (D.24a)-(D.24a)
we are assured to only have integrable singularities, whenever the value of Á is. These
singularities can be well-estimated by numerical quadrature with a mesh of points
that samples well the values of the integrand around the said singularities.

188



E. Multi-Valley Continuum
Approximation

In this Appendix, we determine the low-energy continuum limit of the lattice Green’s
function determined in Chapter 4. Here, we properly consider the Weyl fermion
excitations around all eight inequivalent valleys fo the lattice model,

H0
l
=

ÿ

RœLC

C
i~vF

2a
�†

R ·‡j ·�R+aêj
h.c.

D

, (E.1)

for a Weyl semimetal in a simple cubic lattice LC. The results obtained here are
the ones used to compare with the numerically exact results for the lGF, as shown
in Fig. 4.3. Our starting point is the original expression for the lGF as an integral
over the first Brillouin zone, i.e.,

G
0r
ab

(Á; �L)= a

8fi3~vF

ˆ
C
dq

Á”ab + ‡ab · sinq

(Á+i÷)2≠|sinq|2
eiq·�L, (E.2)

Figure E.1.: First Brillouin zone of
the lattice model. The blue cube
represents the partitioning of the
fBz used to obtained the multi-
valley low-energy Green’s function.

where Á = Ea/~vF, and the crystal momenta
were normalized to the inverse lattice spac-
ing, q = ak. Near Á = 0, the important
contributions to the integral will arise from
states which are nearby the nodes at the
TRIM. These are represented in the scheme
of Fig. E.1 and are simply,

K1 =(0, 0, 0) ; K2 =(fi, 0, 0)
K3 =(0, fi, 0) ; K4 =(0, 0, fi)
K5 =(fi, fi, 0) ; K6 =(fi, 0, fi)
K7 =(0, fi, fi) ; K8 =(fi, fi, fi).

In order to obtain an analytical expression
for low-energies, we break the fBz into eight
equal small cubic pieces centered on each of
the Kj-points. This is also depicted in Fig. E.1 and turns Eq. (E.2) into

G
0r
ab

(Á; �L)= a

8fi3~vF

ÿ

Kj

ˆ
CÕ

dp
Á”ab + ‡ab · sin (Kj + p)
(Á+i÷)2≠|sin (Kj + p)|2

ei(Kj+p)·�L, (E.3)
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where CÕ = [≠fi/2, fi/2]3 and p are the deviations relative to the each TRIM. The
integrand can be further simplified by recognizing that

sin (Kj + p) =
1
cos Kx

j
sin px, cos Ky

j
sin py, cos Kz

j
sin pz

2
= cos Kj¢sin p = ± sin p,

(E.4)

which gives

G
0r
ab

(Á; �L)= a

8fi3~vF

ÿ

Kj

eiKj ·�R̂

CÕ
dp

Á”ab + ‡ab · [cos Kj ¢ sin p]
(Á+i÷)2≠|sinp|2

eip·�L. (E.5)

Now, in the limit Á æ 0, we can approximate the lattice’s dispersion relation as
linear, which yields

G
0r
ab

(Á; �L) ¥“ab (�L) I1c(Á, �L) ≠ ‡ab (�L) · �L I2c(Á, �L) , (E.6)

where

“ (�L)=”ab

ÿ

Kj

eiKj ·�L and ‡l(�R)=‡l

ab

ÿ

Kj

eiKj ·�L cos K l

j
. (E.7)

This SPGF in real-space is fully determined by two integrals, just like the one
obtained for the continuum model of a single Weyl node. These integrals read
simply

I1c (Á, �L)= 1
4fi2

ˆ Œ

0
dpp2

A
Á

(Á+i÷)2≠p2

Bˆ
fi

0
d◊ sin ◊eip|�L| cos ◊ (E.8)

I2c (Á, �L)= 1
4fi2

ˆ Œ

0
dpp2

A
p

(Á+i÷)2≠p2

Bˆ
fi

0
d◊ cos ◊ sin ◊eip|�L| cos ◊, (E.9)

where the angular integral can be easily integrated and, therefore,

I1c (Á, �L)= Á

4fi2 |�L|

ˆ Œ

≠Œ
dp

p2 sin (p |�L|)
(Á+i÷)2≠p2

(E.10)

I2c (Á, �L)= i

4fi2 |�L|2
ˆ Œ

≠Œ
dp

p sin (p |�L|)≠p2 |�L| cos (p |�L|)
(Á+i÷)2≠p2

, (E.11)

or, equivalently,

I1c (Á, �L)= Á

8ifi2 |�L|

Cˆ Œ

≠Œ

peip|�L|

(Á+i÷)2≠p2
dp ≠
ˆ Œ

≠Œ

pe≠ip|�L|

(Á+i÷)2≠p2
dp

D

, (E.12)

I2c (Á, �L)= 1
8fi2 |�L|2

Cˆ Œ

≠Œ
dp

A
p (1≠ip |�L|) eip|�L|

(Á+i÷)2≠p2

B

≠
ˆ Œ

≠Œ
dp

A
p (1+ip |�L|) e≠ip|�L|

(Á+i÷)2≠p2

BD

. (E.13)
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Both these integrals can be solved by using the Residues Theorem, and do not require
any kind of regularization. In contrast, the on-site Green’s function requires us to
introduce a regularization scheme, exactly as it happened in the single node model
of Chapter (3). The final results obtained for real-space SPGF are

I1c (Á, �L)=≠ Á

4fi |�L|e
i(Á+i÷)|�L| ≠æ

÷æ0+

≠ ÁeiÁ|�L|

4fi |�L| (E.14)

I2c (Á, �L)=≠i [1 ≠ i (Á+i÷) |�L|]
4fi |�L|2

ei(Á+i÷)|�L| ≠æ
÷æ0+

≠i [1 ≠ iÁ |�L|]
4fi |�L|2

eiÁ|�L|,

(E.15)

so that we can finally write down the Green’s function in the continuum approxi-
mation (and at a finite distance) as

G
0r
ab

(E; �L) ¥≠a2E exp (iE |�L| /~vF)
4fi~2v2

F |�L| “ab (�L)

+ (‡ab (�L) · �L) a [1≠iE |�R| /~vF] exp (iE |�L| /~vF)
4ifi~vF |�L|2

,

(E.16)

All we have done relied on the existence of the finite distance, �L, which regularizes
the p integrals. However, this is not the case when dealing with �R=0. Then, one
has the following expressions:

gd(E, 0)= 1
8fi3a3

ˆ̂ˆ
[≠ fi

2
,

fi
2

]3
dp

A
(E+i÷)

(E+i÷)2 ≠ t2 |p|2

B

(E.17)

go(E, 0) = 1
8fi3a3

ˆ̂ˆ
[≠ fi

2
,

fi
2

]3
dp

A
tp

(E+i÷)2 ≠ t2 |p|2

B

, (E.18)

which amounts to a solution of the following integrals

I1c(E, 0)= 1
4fi2

ˆ Œ

≠Œ
dp

A
p2

(E+i÷)2≠p2

B

, (E.19)

I2c(E, 0)= 1
4fi2

ˆ Œ

0
dp

A
p3

(E+i÷)2≠p2

Bˆ
fi

0
d◊ sin ◊ = 0. (E.20)

The first integral is divergent, while the second is zero by symmetry. The first
integral then must be regularized and, for that, we make use of a Pauli-Villars
regularization (also called “smooth cut-o� ” in the main text), which corresponds to
placing a lorentzian filter into the integrand, i.e.,

I1c(E, 0; M)= 1
4fi2

ˆ Œ

≠Œ
dp

A
p2

(E+i÷)2≠p2

B A
M2

p2 + M2

B

. (E.21)
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This integral, for a finite cut-o� scale M ∫ E, can be solved analytically by using
the residues theorem, one again. This yields

I1c(E, 0; M)= ≠M + iE

4fit2 (E.22)

which implies that

gd(E, 0)= ≠ME + iE2

4fit3a3 . (E.23)

Furthermore, for �R=0, we see that “ =8 I4◊4 and the full on-site Green’s function
reads

G0(E, 0)=≠ 2E

fit3a3 (M + iE) I4◊4. (E.24)

From here, it is clear that the density of states in this system is simply

flc (E) = ≠ 1
fi

⁄
Ë
G0(E, 0)

È
= 2E2

fi2t3a3 , (E.25)

a result which is just eight times the density of states in a single-node model, while
the real part of the on-site Green’s function is linearly dependent on the cut-o�
scale M . Given a particular lattice model, this cut-o� scale can be adjusted by
determining the slope of G0 (E, 0) at E = 0, i.e.,

M = ≠fit3a3

2
d

dE
Ÿ

Ë
G0(E, 0)

È
. (E.26)

For our lattice model, this cut-o� has the value M ¥1.588t.
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F. Perturbative Dressing of a Single
Level by Disorder

In this short Appendix, we describe the statistics of the low-lying levels when slightly
perturbed by an uncorrelated potential. This discussion justifies some of the results
presented in Sect. 4.3, namely the behavior of the finite-size gap with increasing
disorder strength. Assuming a finite Weyl system with twisted boundary conditions
and odd side length (L), we can study the statistics of the lowest energy levels when
the lattice has an on-site scalar disordered landscape. To be more concrete, the
Hamiltonian of the system reads

H=
ÿ

RœL

Q

a≠it

2
ÿ

i=x,y,z

Ë
�†

R ·‡i ·�R+aei + �†
R+aei

·‡i ·�R
È

+ WVd(R)�†
R ·�R

R

b , (F.1)

where W >0 is the strength of disorder and Vd(R) is a random function which has
uncorrelated gaussian statistics, i.e.,

ÈVd(R)Í
d

= 0; ÈVd(R)Vd(Q)Í
d

= ”R,Q (F.2)

and all other averages of products of Vd are obtained by Wick’s theorem. In partic-
ular, we will require the 4-point correlator

ÈVd(R)Vd(Q)Vd(P)Vd(L)Í
d

= ”R,Q”P,L + ”R,P”Q,L + ”R,L”Q,P. (F.3)

Since Vd(R) is a random function of position, the Bloch states are no longer a good
basis to diagonalize the Hamiltonian H. However, one expects that for low enough
W a perturbative treatment can be used to obtain the energy levels of the disordered
systems. Since we are assuming that our boundary conditions are such that the clean
energy levels are non-degenerate, we can write use a standard non-degenerate time-
independent perturbation theory to study those in the presence of the disordered
landscape. Hence, in 2nd-order perturbation theory in W , we have

E±
0 [Vd (R)] = ±Á0+W

e
�±

0

--- V̂d

---�±
0

f
≠W 2ÿ

kœFBZ

ÿ

s=±

e
�±

0

--- V̂d |�s

kÍÈ�s

k| V̂d

---�±
0

f

Ás(k) û Á0
, (F.4)

such that H0
---�±

0

f
=±Á0

---�±
0

f
. The previous summation over k excludes the lowest

available momentum, k = 2fiÏ/L, where Ï is the vector containing the boundary
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phase-twists applied to the system [see Sect. (4.3) for context], and s there stands
for the band index.

Equation (F.4) basically defines the energy of the two non-degenerate levels closest
to the node as a function of the random field Vd(R). This implies that E±

0 will
also be a random variable that inherits the statistical properties of the disordered
landscape. We will now characterize their statistics by measuring the mean and
standard-deviation for a finite sample of size L. Before anything, we note that, by
construction

---�±
0

f
=

ÿ

R

ei2fiÏ·R/L

L
3

2

|R, ±Í ; |�s

kÍ=
ÿ

R

eik·R

L
3

2

|R, sÍ (F.5)

and, since the disorder is assumed to act as a scalar within a unit-cell, we have
e
�±

0

--- V̂d

---�±
0

f
= 1

L3

ÿ

R,Q
ei2fiÏ·(R≠Q)/L ÈQ, ±| V̂d |R, ±Í = 1

L3

ÿ

R
V (R) (F.6)

and, likewise,
e
�±

0

--- V̂d |�s

kÍÈ�s

k| V̂d

---�±
0

f
= 1

L6

ÿ

R,Q

ÿ

P,S

ÿ

s=±
eik·(Q≠P)ei2fiÏ·(R≠S)/L◊ (F.7)

◊ Vd(R)Vd(Q)”R,P”Q,S

= 1
L6

ÿ

s=±

ÿ

R,Q
ei(k≠2fiÏ/L)·(Q≠R)Vd(R)Vd(Q),

and finally we get to

E±
0 [Vd (R)] = ±Á0 + W

L3

ÿ

R
V (R) ≠ W 2

L6

ÿ

R,Q
Vd(R)Vd(Q)◊

◊
S

U
ÿ

kœFBZ

ei(k≠2fiÏ/L)·(Q≠R)

Á+(k) û Á0
+

ÿ

kœFBZ

ei(k≠2fiÏ/L)·(Q≠R)

Á≠(k) û Á0

T

V , (F.8)

which is the explicit formula of the functional. Considering only the case + only,
we get

E+

0 [Vd (R)] = Á0 + W

L3

ÿ

R
V (R) ≠ W 2

L6

ÿ

R,Q
Vd(R)Vd(Q)◊

◊
S

U
ÿ

kœFBZÕ

ei(k≠2fiÏ/L)·(Q≠R)

Ák ≠ Á0
≠

ÿ

kœFBZ

ei(k≠2fiÏ/L)·(Q≠R)

Ák + Á0

T

V , (F.9)

By definition, we will be considering only samples for which the summation over the
entire lattice is zero. Hence, the functional gets an even simpler form,
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E+

0 [Vd (R)] = Á0 ≠ W 2

L6

ÿ

R,Q
Vd(R)Vd(Q)◊

◊
S

U
ÿ

kœFBZÕ

ei(k≠2fiÏ/L)·(Q≠R)

Ák ≠ Á0
≠

ÿ

kœFBZ

ei(k≠2fiÏ/L)·(Q≠R)

Ák + Á0

T

V

= Á0 ≠ W 2

L6

ÿ

R,Q
Vd(R)Vd(Q)

S

U
ÿ

kœFBZÕ

A
2Á0ei(k≠2fiÏ/L)·(Q≠R)

Á2
k ≠ Á2

0

B

≠ 1
�L

gap

T

V

(F.10)

Now, we can evaluate the average over disorder realizations, i.e.,

e
E+

0

f

d
= Á0 + W 2

L3

S

U
ÿ

kœFBZÕ

3 1
Ák ≠ Á0

≠ 1
Ák + Á0

4
≠ 1

�L
gap

T

V

= Á0 ≠ W 2

L3

S

U
ÿ

kœFBZÕ

A
2Á0

Á2
k ≠ Á2

0

B

≠ 1
�L

gap

T

V (F.11)

where we have put aside the coupling between the two lowest-lying states. In the
limit L æ Œ, we can see that

ÿ

kœFBZÕ

A
2Á0

Á2
k ≠ Á2

0

B

≥ L2 ; and 1
�L

gap
≥ L, (F.12)

which means that the leading correction to the average value of the first energy level
will be

ÈE±
0 Í

d
= ±Á0 û KÏ

W 2

L
+ O[ 1

L2 ] (F.13)

This expression indicates what will be the average shift caused by the disorder on
the two levels closest to the Weyl node. Note that both levels are equally drawn
towards the node by the e�ect of disorder and, in addition, the shift is proportional
to 1/L. Since Á0 is also proportional to 1/L, we conclude that the size of the finite
size gap is renormalized by disorder as follows:

�d

gap(L) ≠ �0,L

gap(L)
�0,L

gap(L)
= ≠K◊

W 2

Á0L
Ã L0. (F.14)

From now on, we will always disregard de 1/�L

gap, which is always non-leading in
1/L. Meanwhile, an analogous analysis can be done to obtain the width of the
distribution for this first level. For this, we calculate the squared-average of E±

0 ,
that is
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e
(E+

0 )2
f

d
= Á2

0 ≠ 4Á0
W 2

L6

ÿ

R,Q
ÈVd(R)Vd(Q)Í

d

S

U
ÿ

kœFBZÕ

A
2Á0ei(k≠2fi◊/L)·(Q≠R)

Á2
k ≠ Á2

0

BT

V

+ 16W 4

L12

ÿ
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ÿ

L,S
ÈVd(R)Vd(Q)Vd(L)Vd(S)Í

d
◊
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S

U
ÿ

k,qœFBZÕ
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U Á2
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0)
1
Á2

q ≠ Á2
0

2

T

V ei(k≠2fi◊/L)·(Q≠R)ei(q≠2fi◊/L)·(Q≠R)

T

V

(F.15)

and, now, we can make use of the statistical properties of V (R), given in Eqs. (F.2)-(F.3),
which yields a total of five non-zero terms, i.e.,

e
(E+

0 )2
f

d
= Á2

0 ≠ 8Á0
W 2

L3

S

U
ÿ
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(Á2
k ≠ Á2

0)
1
Á2

q ≠ Á2
0

2

T

V

+ 16W 4

L12

S

U
ÿ

k,qœFBZÕ

S

U Á2
0

(Á2
k ≠ Á2

0)
1
Á2

q ≠ Á2
0

2

T

V
ÿ

R,Q
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S

U
ÿ
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(F.16)

Now, the first three terms can be identified as ÈE±
0 Í2

d
, meaning that the variance of

E±
0 reads simply
e
(E±

0 )2
f

d
≠ÈE±

0 Í2
d

= 32W 4

L12

S

U
ÿ

k,qœFBZÕ

S

U Á2
0

(Á2
k ≠ Á2

0)
1
Á2

q ≠ Á2
0

2

T

V
ÿ

R,Q
ei(k≠q)·(Q≠R)

T

V ,(F.17)

which, finally yields
e
(E±

0 )2
f

d
≠ ÈE±

0 Í2
d

= 4W 4

L6

ÿ

kœFBZÕ

C
Á2

0

(Á2
k ≠ Á2

0)
2

D

. (F.18)

Once again, we can show that
ÿ

kœFBZÕ

C
Á2

0

(Á2
k ≠ Á2

0)
2

D

≥ L2, (F.19)

meaning that
e
(E±

0 )2
f

d
≠ ÈE±

0 Í2
d

Ã
3

W

L

44
, (F.20)

which yields a broadening that goes as W 2/L2, in perturbation theory.
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Nomenclature

”-impurities Point-Like Impurities in a Continuum Model

‘0 Transitional Energy Scale between fl(‘) Ã ‘2 and fl(‘) Ã
Ô

‘

Ni Number of Impurities in the System

Nv Number of Weyl Cones

2D Two-dimensional

2PAI Two-Point Asymmetric Interference

3D three-dimensional

AQC Avoided Quantum Criticality

BD Box-Distribution

BT Bloch’s Theorem

CIMs Chebyshev Iteration Methods

DoS Density of States (per unit volume and unit energy)

DSMs Dirac Semimetals

DWSMs Dirac-Weyl Semimetals

eDoS Density of States (per unit energy)

FSR Friedel’s Sum Rule

GD Gaussian Distribution

HEP High-Energy Physics

IPR Inverse-Participation Ratio

KPM Kernel Polynomial Method

LD Lanczos Diagonalization
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Nomenclature

lGF Lattice Green’s Function (Real-Space Propagator of a Tight-Binding
Model)

LSE Lippmann-Schwinger Equation

LT Levinson’s Theorem

LT Levinson’s Theorem

MC Monte-Carlo

MIT Metal-to-Insultator Transition (Anderson Transition)

NN Nearest-Neighbor

NNN Next-Nearest-Neighbor

ODEs Ordinary Di�erential Equations

PBC Periodic Boundary Conditions

pGF Projected Green’s Function

RG Renormalization Group

s-fBz Surface First Brillouin Zone

SCBA Self-Consistent Born Approximation

SFT Statistical Field Theory (Euclidean QFT)

SMMT Semimetal-to-Metal Transition

SPGF Single-Particle Green’s Function

SSCM Single-Shot Conductivity Method

TBC Twisted Boundary Conditions

TI Topological Insulator

TRIM Time-Reversal Invariant Momenta (T-Invariant Points of the First
Brillouin Zone)

WSMs Weyl Semimetals
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