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Abstract

The ever growing globalization of the modern world requires online applications to maintain high
levels of availability that are only achieved through replication, while applications’ functionality
often does not require strong levels of consistency. Conflict-free Replicated Data Types (CRDTS)
are abstract data types that provide eventual consistency guarantees in distributed systems,
automatically dealing with concurrent operations with no need for synchronization. Society
concerns about security and privacy are also on the rise, but despite the extensive study of
CRDTs in literature and their use in the industry, very little development exists in relation to
privacy-preserving CRDT solutions. Existing work requires each construction to be designed

specifically on a per-case basis.

I present an approach to privacy-preserving CRDTs that leverages Multi-Party Computation
(MPC) in order to lift any CRDT construction to its secure variant. The proposed system
maps each replica in the CRDT network to a group of MPC parties that are responsible for
all computation over secret values, while being agnostic to the network topology and to the

multi-party protocols inner workings.

I build on this approach by proposing designs for register, counter, maximum value and
set CRDTs. These designs are experimentally validated with an implementation that uses
Sharemind MPC protocols, exhibiting the impact each construction has on performance through

an evaluation of latency and throughput for each operation.






Resumo

A crescente globalizacdo do mundo moderno requer que aplicagdes online mantenham altos niveis
de disponibilidade que apenas sdo atingiveis com recurso a replicagdo, enquanto que frequente-
mente a funcionalidade dessas aplicagdoes nao exige consisténcia forte. Conflict-free Replicated
Data Types (CRDTSs) sao um tipo abstrato de dados que fornece garantias de consisténcia
eventual e, sistemas distribuidos, lidando automaticamente com operacgdes concorrentes sem
necessitar de sincronizacdo. A preocupagao da sociedade com seguranca e privacidade tem vindo
também a crescer, mas apesar do extenso estudo de CRDTS na literatura e o seu uso na industria,
existe muito pouco desenvolvimento no que toca a solugdes de CRDTs que preservem privacidade.
O trabalho existente requer que cada construgao seja desenhada especificamente para cada caso

de uso.

Apresento uma abordagem a CRDTs privados que se baseia em Multi-Party Computation
(MPC) para elevar qualquer construgdo de CRDT & sua variante segura. O sistema proposto
mapeia cada réplcia na rede de CRDTs a um group de entidades MPC que sdo responsaveis por
todas as computacOes sobre valores secretos, sendo ao mesmo tempo agndstica a topologia da

rede e as peculariedades dos protocolos de MPC usdos.

Desenvolvo esta abordagem propondo desenhos de CRDTs para registos, contadores, valor
méximo e conjuntos. Estes desenhos sdo validados eexperimentalmente com uma implementagao
que utiliza os protocolos Sharemind para MPC, mostrando o impacto que cada construcao tem

no desempanho através da avaliagdo da laténcia e débito para cada operacao
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Chapter 1

Introduction

As modern technology adapts in order to better serve an ever more globalized world, large-
scale distributed systems are becoming more and more prevalent [15, 16, 23]. Replication and
consistency are thus essential features of any such system. One popular class of distributed
applications are replicated stores: systems composed of several computers that act as replicas,
often geo-replicated, that maintain multiple copies of shared information and routinely perform
exchanges to stay synchronized, while clients can interact with data from any of these replicas at
any given time. Consider, for example, online applications that may combine cloud-deployed

replicas with on-device replicas in order to support offline use.

These types of systems require special attention to the balance between consistency (the
property that says that every replica in the system has the same view of data at a given point
in time) and awvailability (the property that says a system will respond to any request in an
acceptable time interval). The standard approach of strong consistency serializes updates in a
global total order. However, this approach, which requires permanent synchronization betwen
all replicas, often results in availability problems and limits performance and scalability. An
alternative is to provide eventual consistency: updates happen locally at any given replica,
without synchronization, and are later sent to other replicas. Eventually, if all updates cease and
enough propagation operations have been executed, every update takes effect on all replicas. As
these updates do not follow a global total order, concurrent updates may generate conflicts, which
often require manual arbitration and even rolling back updates. Although eventual consistency
is enough for a myriad of applications, conflict resolution may prove to be troublesome. Some
ad-libitum solutions such as Dynamo, Amazon’s highly available key-value store [16], are prone

to concurrency anomalies.

Conflict-free Replicated Data Types (CRDTSs) [34] are a class of distributed data structures
that provide eventual consistency. These structures leverage mathematical properties such as
commutativity and monotonicity in order to guarantee that replicas that have received the same
updates have the same state, automatically merging conflicting updates without synchronization.
Some examples of systems built using CRDTs include collaborative text editors [26], geo-replicated

databases [1] and chat systems for world-wide online video games [31].
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This widespread adoption of cloud-based systems has increased awareness about privacy, and

this concern extends to CRDT-based systems. European data protection policies state [3]:

(...) the controller shall, both at the time of the determination of the means for
processing and at the time of the processing itself, implement appropriate technical
and organisational measures, (...), which are designed to implement data-protection

principles (...).

Ensuring data protection in a CRDT-based system is not easily achieved through standard
encryption techniques, as it would require computations over encrypted data on the replica’s
side of the system in order to perform propagation which is exactly what these techniques are
designed to avoid, in order to provide integrity guarantees. Barbosa et al. [6] present the first
theoretically sound proposal to secure CRDTs, defining tailor made constructions for registers,
sets and counters. Each construction is carefully designed in order to perform the necessary

computations over encrypted data.

Much of the literature on CRDTs [19, 33, 34] is focused on the design of new structures with
slightly different behaviors, to suit different application requirements. The above-mentioned
approach to security has no answer this constant expansion of available CRDT constructions, as
each construction would have to be given special attention, which is not an efficient process. An
interesting development would be the ability to directly lift any CRDT construction to its secure
variant. The approach used in [6] does not allow this, as computations over encrypted data have

limited expressiveness and the behavior of each CRDT would need to be manually determined.

MPC denotes a collection of cryptographic protocols that enable multiple untrusted parties
to compute a function on joint input while not disclosing their private data. These techniques
are well suited for privacy-preserving operations in a distributed system. The theory behind
this technique is fairly well developed, and recent practical advances have prompted a myriad of

MPC frameworks [18] for easily writing distributed MPC protocols over partitioned secret data.

Using MPC to enable the necessary computations in CRDT systems would be ideal. This

approach was even considered in [6], but discarded:

Intuitively, privacy-preserving CRDT operations is realisable using (...) general secure
multi-party computation. However, [MPC] solutions (...) would require sharing secret
data between multiple nodes, which goes against the purpose of CRDTs in the first

place.

At first sight, CRDT and MPC might seem two antagonistic concepts if each CRDT replica
is mapped to an MPC party. On the other hand, this is in fact not the case if each CRDT replica
is mapped to a group of MPC parties that communicate between each other in order to compute
its functionality. As an example, a system could be composed of several geo-replicated replicas,
each of which comprised of several MPC parties deployed in separate cloud providers, at the

replica’s location. In this work I study this possibility.



My contributions. This dissertation presents the following contributions:

o I propose an approach to CRDT security that leverages Multi-Party Computation (MPC)
to directly transpose CRDT construction to their secure variant, while not limited by

functionality;

o I present detailed secure CRDT constructions for a register, grow-only counter, pn-counter,

maxvalue, boundedcounter and grow-only set;

e I provide an open-source implementation of these protocols, and their experimental

validation.

After this introduction, Chapter 2 starts by providing a background knowledge on several
essential security concepts such as confidentiality and adversary models, MPC and CRDTs.
Chapter 3 covers the related literature and details the current state of the art, concerning
distributed storage, CRDTs and multi-party computation. Chapter 4 introduces the design of
the proposed system, as well as developed specifications for the following CRDT construction
archetypes: registers, counters, maximum value and sets. Chapter 5 details the implementation of
this system and its experimental validation. It presents the used methodology, the experimental
setup characteristics and the results, as well as discussion on the obtained results. Finally,
chapter 6 reiterates the problem, consolidates results and personal opinions and provides

potential approaches for future work.






Chapter 2

Background

This chapter presents in a concise manner all the background knowledge necessary to understand
the present work. It starts with an introduction to security concepts such as confidentiality
and availability. Then, it goes into Conflict-free Replicated Data Types (CRDTs), explaining
what they are, what problem they solve and how they can be constructed. Finally, it addresses
multi-party computation, some of its most known methods, and assesses its strengths and

weaknesses.

2.1 Security

Systems and information security measures are guided by and evaluated through the CIA triad, a
model composed by three factors: confidentiality, integrity and availability. A proper knowledge
of these factors is of extreme importance in order to understand what the problem is and what is
trying to be accomplished in any project that relates to systems and information security, and

thus the present chapter begins with this topic.

Availability

Figure 2.1: Confidentiality, integrity and availability triad

o Confidentiality refers to the guarantees that certain data remains secret or private. It
encompasses all efforts and measures taken to inhibit data from being accessed by anyone

other than the authorized entities. Taking this into account, confidentiality has two main
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components: making sure that unauthorized entities have access to the information, and
making sure that authorized entities have that access whenever necessary. As mentioned
in the introductory section of this document, guarantees of confidentiality are the main
objective of the secure system proposed in this work, and so it is given the most attention

out of the three factors.

This guarantee can be achieved through several methods (usually combined), such as the
use of encryption, the implementation of an access control system based in authentication

and authorization mechanisms or the use of secure multi-party computation protocols.

e Integrity involves all methods to detect unauthorized data alterations. As the main focus

of this work is confidentiality, integrity is beyond its scope, it will not be developed further.

e Availability relates to the guarantee that the data can be accessed whenever necessary. It
holds a special place in relation to the two previously explained factors, as even confidential
data whose integrity has been assured is useless if it is not available. It includes not only if
the access to the data is possible, but also how quickly it is done. This factor is another also
important to the present work, as the main purpose of eventual consistency is to provide

better availability than strong consistency.

2.1.1 Cryptographic mechanisms for security

A multitude of cryptographic mechanisms and standards were created to provide guarantee for

the aforementioned security factors.

Confidentiality is achieved mainly through the use of encryption with standards such as
Advanced Encryption Standard (AES), which is a way of scrambling data so that only authorized
entities can understand the information. It requires the use of cryptographic keys, a set of
mathematical values that both the sender and recipient of an encrypted message agree on,
which can be symmetric (both users have the same key that is used for their communication)
or asymmetric (each user has a pair of keys: the public key can be used by any other user to
encrypt data so that it can only be decrypted by the former, with the use of its private key).

Encryption can be applied directly to information or to channels, such as in the SSL standard.

Integrity is usually achieved through the use of hashing mechanisms, such as Secure Hash
Algorithm (SHA), and Message Authentication Codes (MACs). Hashing mechanisms transform
any data into a usually short and fixed-length value, and this is a deterministic process (a certain
input will always result in the same output, if the hashing protocol and secret is constant). Given
that anyone (even a potential adversary) can compute the output of a secure Hash Function,
MACs are instead used: a secret key is hashed in conjunction with the data to send. This
allows the recipient to verify that a message comes from the intended sender and has not been
tampered with, as a potential attacker would not know the secret key, meaning he couldn’t
forge an authentic MAC. Combining hashes with asymmetric key cryptography results in digital

signatures, which also provide non-repudiation: an entity can use its own private key to encrypt
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the hash of a message. Any other entity with access to the first entity’s public key can use it to

verify that the message was sent by the first entity.

Availability can also be amplified through cryptographic mechanisms, but it has a more direct

relation with measures such as replication and redundancy.

These standard cryptographic mechanisms for confidentiality and integrity make it funda-
mentally impossible to perform computation over secure data. If we have two integers that are
encrypted it is not trivial to get the result of their multiplication without decryption. In order to
provide these desired guarantees while allowing computation over secure data, more advanced

security mechanisms are necessary. One example is secure multi-party computation.

2.1.2 Secure multi-party computation

Secure Multi-Party Computation (SMPC) is a generic cryptographic primitive that enables
distributed parties to jointly compute an arbitrary functionality without revealing their own

private inputs and outputs [4].

Informally, this means that two or more participants (which for simplicity are referred to
as "players") that hold private inputs want to perform some computation over these inputs and
receive the respective output. This must be accomplished while gaining no knowledge over each
other’s inputs, other than what can be inferred from the received output. This definition results
in a broad scope, as any cryptographic procedure that involves two or more participants may
be considered an SMPC procedure. SMPC considers one or more potential corrupt players
(participants that act maliciously), whose intent may be to discover other players; private
information or to cause errors in the procedure. MPC protocols involve some building blocks
such as secret sharing, garbled circuits, oblivious transfer, homomorphic encryption and / or

zero-knowledge proofs. Concretely, we will leverage secret sharing based MPC protocols.

MPC protocols allow for the computation ensuring properties such as:

o Correctness: the computation output must be correct

e Privacy: players must only be able to obtain their own outputs and no information about

other players’ inputs or outputs;

¢ Independence of input: inputs from a player must be independent from the inputs of other

players;

e Guarantee of output: corrupt players must not be able to stop honest players from receiving

their outputs;

e Fairness: corrupt players must receive their outputs if and only if honest players receive

their own.
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2.1.3 Secret sharing

Secret sharing schemes distribute some private data among multiple players, so that the private
data is only accessible if a threshold of players gather their own data. An attacker that achieves
access to some of the shares must gain no information about the private data. Secret shares
possess homomorphic properties such as additive homomorphism, that enable the computations
serving as a base for these schemes. Figure 2.2 exemplifies how an arithmetic protocol that
takes advantage of this properties in a trivial way is implemented through secure multi-party

computation.

40-27=13 34-69=-35 53-36=17

13+ (-35)+17=-5

Figure 2.2: Overview of simple MPC procedure

Two individuals hold a secret number, and wish to know which one has the bigger number.
Each of them divides his number in three shares, and distribute this shares in three machines.
Each machine then calculates the difference between both values it received, and the subsequent
sum of these differences results in the overall difference between the two initial numbers, in a

way that none of the three machines has access to the initial numbers.

This addition protocol is represented in a simplified and visual way in order to facilitate a
quick understanding of secret sharing, but more complex protocols exist. Bogdanov et al. propose
a three-party multiplication protocol [11], also enabled by this additive homomorphism property,

that is quite more interesting as it requires communication between parties.

Specification 1 presents the multiplication protocol, which takes two secret values [[u]] and
[[v]] and returns a secret value [[w]] such that w = u x v. The protocol starts with a resharing of
both inputs, a simple protocol to generate fresh shares for each player, turning [[u]] and [[v]] to
[[u] and [[v"]], respectively, and each party P; then sends their shares to the next party (P4 1)%s)-

Now that every party has access to two shares of each secret value, they calculate their result by
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Specification 1 MPC multiplication protocol, adapted from [11]

Input: Shared value [[u]] and [[v]]

Output: Shared value [[w']] such that v’ =u x v
[[W]] < reshare([[u]]) > simple protocol to generate fresh shares for each player
[v']] ¢ reshare([[v]])

Py sends u} and v} to P,

P, sends uf and v to P3

P3 sends ujs and v4 to Py

P computes wy — u} x v} + u) x v§ + uf X v}
P; computes wg < uh X vh + uh X v + uj X vh
P53 computes ws <— uf X v5 + ufh X vh + uh X vh
Return [[w']] < reshare([[w]])

performing a matrix multiplication of the shares. Consider the following demonstration:

u = (ul +u2+u3)
v=(vl+0v2+0v3)
ul X vl4ul xv24+ul X vd+u2 x vl +u2 X v24+u2 X v3+ud X vl+ud X v2+ud X v3 =
(ul + u2 + u3) * (vl +v2 +0v3) =uxv

This result is then reshared, resulting in [[w']] as the output of the protocol.

2.1.4 Adversary behavior

Threat models are representations of anything that may affects the security of a system or protocol.
Its objective is to improve security by identifying potential threats and defining countermeasures,
and thus the security of a system or protocol can only be discussed under a specific threat model.
Although there are several topics that fall under the threat modeling scope, one of the most

important for the current work is adversary behavior, which can be divided in two main types:

o Semi-honest adversary: Semi-honest adversaries, also known as honest-but-curious, are
those that have access to complete information on the internal status of the system but
may only use that knowledge according to the guidelines of the protocol. Although a weak
adversary model it applies to several real world scenarios: consider a protocol that implies
collaboration between companies, where these companies can not behave in a notoriously
dishonest way due to the potential reputation effect but may try to collect as much private

information about other participants as possible.

e Malicious adversary: Malicious adversaries are not limited to following the protocol as
intended. In order to be secure against this type of adversaries, protocols must be able
to detect manipulation of exchanged messages. As a stronger adversary model, it usually

comes with potentially severe losses in the performance department.
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2.2 Conflict-free Replicated Data Types

One fundamental concept in the study of distributed systems is called replication: the practice
of keeping several copies of data in different places. Plenty of literature is focused on keeping a
global total order, and approach known as "strong consistency" [25]. This approach, although
necessary in some instances, has limited performance and scalability while also responding badly
to faults [17].

On the other hand, the approach known as "eventual consistency" delivers better availability
and performance in regards to networks which are tolerant to delays in the update of inform-
ation. [32, 36]. In networks that implement this approach, operations are executed locally at
any replica, with no synchronization mechanism, and is then propagated to other replicas in an
asynchronous manner. This means that, eventually, every update is received by every replica, in
no mandatory global order. Some work provides guidance on a theoretically-sound approach to
eventual consistency [33, 34|, providing frameworks that leverage mathematical properties such
as commutativity to define some simple data types that can be used in this type of systems, also

known as Conflict-free Replicated Data Types.

Conflict-free Replicated Data Types are a popular class of distributed data structures that
present the desired characteristics: replicas that have received the same updates have the same
state, automatically merging conflicting updates without synchronization. In [33] is presented a

comprehensive portfolio of CRDT designs.

2.2.1 Operations

The environment in which these data types are employed consists of a distributed system with
finite number of processes interconnected by an asynchronous network. Processes can either be

replicas that comprise the CRDTs or unspecified clients that manage the input for the replicas.

CRDTs are composed by two phases that happen sequentially: the local phase, which
encompasses interactions between the client and an available replica, and the downstream phase
(also known as replication phase), which relates to interactions between different replicas. Each

phase is comprised of two functions, these being:

e For the local phase, update receives some value which may or may not change the state of
the replica, while query returns the current state of the replica. These operations are part
of the CRDT’s functional logic.

o For the downstream phase, propagate creates a copy of the replica’s state and sends it to
other replicas, while merge refers to the operation that receives an incoming state from a
different replica and assimilates it. These two operations define how replicas synchronize
their data.
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In the local phase, a client chooses a replica to interact with, ideally based on points such as
availability and closeness. The client can then execute an update operation that modifies the
state of that one replica. The procedure then advances to the downstream phase. Likewise, the
client can also execute a query operation, which retrieves the current state of the chosen replica.
As part of an eventually consistent system, the result returned by the query operation may not

be the most updated result at any given time.

Regarding the downstream phase, and based on communication and application requirements
two main models for CRDTs exist, which make different network assumptions on when and how

replication is executed: the state-based model and the operation-based model.

2.2.1.1 State-based replication

. ‘n‘ 51Au(a] 51.m[52)
@ \ ——@ *—>
' \ S1 Sz
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Figure 2.3: State-based CRDT, adapted from [34]

Figure 2.3 represents the overall idea behind a state-based CRDT. An update, marked as
sl.u(a) where a corresponds to the update payload, modifies the state of the local replica
it is applied to, as explained previously, in an atomic manner. The replica then occasionally
propagates its state to other replicas, as denoted by the black arrows. The receiving replicas
perform a merge operation, marked as s2.m(s1), where s2 corresponds to the replica sending its

state and sl to the replica receiving the incoming state.

This approach is simple to understand and implement as all the required information to
perform synchronization is assimilated in the state, but may become troublesome for large states,
as it may require a large amount of available bandwidth. It lends itself well to container-style
objects and as such the state-based approach is used, for example, in Coda, a distributed file

system [20] and in Dynamo, Amazon’s distributed key-value store [16].

2.2.1.2 Operation-based replication

Figure 2.4 provides an insight into how an operation-based CRDT works. In relation to the
state-based approach, it disposes of the merge operation, and instead splits the update operation

into a two step process: a prepare-update operation, denoted in the figure as s1.p(a) where sl
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Figure 2.4: Operation-based CRDT, adapted from [34]

stands for the initial state and a for the update payload, and an effect-update operation, denoted
in the figure as sl.e(a’) where a’ stands for the payload to send to other replicas. It may or
may nor be the case that a and a’ differ. The prepare-update operation executes locally in the
source replica, immediately followed by an effect-update operation that executes at all other
replicas. In literature, [34] provides proof that the operation-based CRDTs can be equivalent to
the state-based CRDTs.

This approach is more complex than the previous one, as it requires replicas to maintain
insight into its updates history. On the other hand, messages sent between replicas may be
lighter. It has been mainly used in distributed cooperative systems, such as XRay, a collaborative
text editor focused on high responsiveness for group editing [13] or TreeDoc, which achieves a

similar goal [30].

2.2.2 Examples

In this section I present some of the simplest CRDT constructions, in order to make it easier for

the reader to visualize what has been presented until this section of the document.

Specification 2 State-based Increment-only Counter
payload integer[n] P > n: number of replicas

initial [0, O, ..., O]
update (integer v)

i < replical D() > i: source replica
P[i] + Pli] +v
query : integer v
v 0y Pli
return v
propagate (X) : payload Y
Vi € [0,n — 1] : Y.P[i] + X.PJi])
return Y
merge (X, payload Y)
Vi€ [0,n — 1] : X.P[i] < max(X.P[i],Y.PJi])




2.2. Conflict-free Replicated Data Types 13

Starting with a state-based construction for an increment-only counter, which can be found
in Specification 2, consider the state of a replica to be an array of integers, with size equal to the
number of replicas in the system and denoted as n. In order to perform an update operation,
the source replica adds v to the position that corresponds to itself in the array, with v being the
value to add to the counter. Performing a query operation means to return the sum of all the
positions in the array, and thus returning the sum of the updates that were made in each replica.
The propagate operation creates a payload, denoted as Y, with an array that is equal to the
present replica’s array. Lastly, a merge operation the replica receives a payload Y from other
replica, and for each position in the array it stores the max value between its own value and the

incoming value.

Specification 3 Operation-based Increment-only Counter
payload integer ¢

initial 0

update (integer v)
c<c+v
downstream (integer v)

query
return c

On the other hand, Specification 3 corresponds to an operation-based construction for the
same increment-only counter. Each replica simply stores an integer, denoted as ¢ that portrays
the current local state of the counter. To perform a query operation is to simply return this
value. An update is split into two parts: firstly, the replica adds the incoming value, denoted as
v, to its own current value, and then, in the downstream phase, it sends the update value to

every other replica in the system.

This more concrete demonstration of the two approaches shows the main differences between
both of them, demonstrating that each approach has its own merits and disadvantages. It
also serves as a first approach to the language that is used in all specifications throughout this

document, which is explained in chapter 4.

2.2.3 CRDT Security

Based in its characteristics of high availability and scalability, CRDTs are used in several systems
for which confidentiality may be of high concern. Although the study of CRDTs has been going
on for more than a decade, there is very little formal treatment of CRDT security in literature.
In [7], Barbosa et al. propose the first notion in this field, which supports the following data
types: register, set, counter and bounded counter. It defines tailor-made examples of secure
CRDT constructions for these data types, which must be carefully designed to use dedicated

cryptographic techniques in order to perform computations over encrypted data.

This approach to CRDT security through encryption makes use of a layer of security between
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clients writing and reading data, in a way that sensitive data is encrypted before entering an
untrusted network and must be decrypted when exiting the network, while being able to propagate
and merge between replicas in an encoded state. Figure 2.5, taken from [7], captures the stated
scenario. There is a setup phase where cryptographic keys are established by the clients, to be
used in the aforementioned security layer. The presented model attributes no preference to either
symmetric or asymmetric keys, as it is agnostic to this setup phase. Afterwards, an encryption
operation precedes every update (step 1). The server receives the encrypted data, and performs
the update (step 2), followed by several propagations and merges between replicas (step 3). This
step is at the core of the proposed model, as it is specific to each CRDT construction. Querying

a node for data is next (step 4), followed by a decryption of this data (step 5).

Q » » 0
O @)
@ () .

y

Update Query

(2} '! (4)

Merge
(3)

Merge -aff——— Merge

Figure 2.5: State-based CRDT, taken from [7]

In order to better understand this approach to CRDT security, let’s consider the simple
example of a register CRDT, a data structure holding a single value, which may be used as a
building block for more complex data structures. An update replaces the current value and a
query returns it. Merge operations for this CRDT are quite simple, as new data is in no way
related to previous data, meaning that there is no computation over encrypted values. The
update data is encrypted before being sent to a server, which simply substitutes its older value

by the new, to then be returned as plaintext when a query occurs.

The cryptographic overhead of this construction is minimal, as it is only affected by a key
generation progress, on encryption and one decryption. This is only the case because there is no
computation to be done over encrypted data, as the consistency mechanism is simply based on

metadata (the timestamps which allow the construction to decide on which data is new or old).
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The set CRDT requires equality comparison over encrypted data, in order to understand if a
certain value is either already in the set or is to be added. This is achieved with the use of a
deterministic encryption scheme, which assures that equality comparison over encrypted values
is as simple as it is over plaintext values, which maintains the low overhead seen in the previous
case. Unfortunately, this is not the case for every CRDT construction: the counter CRDT, a
numerical data structure which can be incremented and decremented, is proposed in this work
to be implemented as an aggregate of two simple grow-only counters (one for increments and one
for decrements). The model also uses a per-replica Lamport clock [24], stored in plaintext, to
establish partial order of events, and thus reducing the computations over encrypted data to an
addition. This is achieved with the use of additively homomorphic encryption scheme, which

imposes a higher performance overhead than the two previous constructions.

Directly transposing each CRDT implementation to its secure variation is not possible based
on this approach, as the computations that can be done over encrypted data are limited, and
each different scheme must be custom designed. Furthermore, complex constructions were shown
to incur in bigger latency without any growth in throughput, meaning that each operation
took longer and no increase in operations per second was seen. In order to lift general purpose
implementations of CRDTs to their secure variants, without limiting functionality, a possible

approach is the use of secure Multi-Party Computation (MPC).






Chapter 3

State of the Art

This chapter’s purpose is to provide an overview the current state of the art, mainly in relation
to Conflict-free Replicated Data Types (CRDTs) and Multi-Party Computation (MPC). It is
divided in two sections: the first one approaches the objective in a theoretic way, focusing on the
literature, while the second section gives an overview on the current universe of practical tools

and frameworks.

3.1 Related Work

This section succinctly describes the state of literature on several topics that are relevant to the

present work:

e Secure distributed storage: The storage of confidential data in the cloud environment has
been an extensive research topic, starting with the migration of in-premises storage to an
encrypted storage infrastructure in a single cloud provider [28]. More cloud native solutions
such as BlueSky [38] have emerged to provide strong consistency and availability. However,
cloud systems can also be affected by loss of availability and data corruption. DepSky [9]
overcame these limitations with a cloud-of-cloud system and a byzantine fault tolerance
protocol to recover from a cloud failure. DepSky also uses secret sharing to split sensitive
data over multiple parties. However, none of these systems provide neither confidential

computation nor eventual consistency.

o FEventual consistency and CRDTs: FEventual consistency has long been a focal point in
the research of highly-available and scalable asynchronous systems [32, 36]. DeCandia et
al. [16] provide Dynamo, a highly available key-value storage system that some of Amazon’s
core services use to provide an “always-on” experience. In contrast, Shapiro et al. [34]
study eventual consistency with a formal approach grounded on commutativity and semi
lattices, following their separate technical report [33] which serves as a comprehensive

portfolio of CRDT designs. Balegas et al. [6] present a prototype built on top of Riak

17
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for extending eventually consistent cloud databases for enforcing numeric invariants, from
where this document draws inspiration to build a maximum value CRDT. Riak is itself a
key-value store inspired in Dynamo [16] which is built using Riak core [21] as the DHT

communication substrate.

e SMPC: Multi-party protocols have been used as a solution for private computation on
several systems. SDB [39] is a relational database that uses a two-party protocol suite
optimized fore relational queries. NoSQL operations can also be fully supported with
an acceptable performance and security trade-off as shown by d’Artagnan [29], the first
decentralized NoSQL confidential database. These protocols are also used in the commercial
Sharemind platform, which provides secure data analysis [10]. More recently, SMCQL [8]
and ConClave [37] have presented optimized systems for big data workloads in a honest-
but-curious model and a three party setting. Senate [27] has gone one step further and
presented a platform for collaborative analytics secure against an active adversary for any
number of parties. Multi-party protocols have also extended into machine learning with
Cerebro [40].

o Secure CRDTs: Secure CRDTs were first formalized by Barbosa et al. [7]. The authors
also presented multiple constructions for secure registers, counter and set CRDTs that
leverage deterministic encryption and partial homomorphic encryption schemes. Cachin et
al. [14] have proposed Authenticated Data Types (ADTs) for authenticated data outsourcing
in a singe-server/single-client setting. Snapdoc [22] presents a solution for collaborative
document edition with history-privacy. This solution ensures that the join operation of two
documents is authenticated and the privacy of a document’s edition history is preserved.
The work of Shoker et al. presents Byzec [35], a protocol designed to address the lack
of CRDTs resistant to byzantine faults. However, only the work of Barbosa et al., this

document and the adjacent paper consider the problem of secure CRDTs.

3.2 Practical Solutions and Frameworks

3.2.1 For CRDTs

Several frameworks exist that leverage CRDT's in order to provide eventually consistent distributed
systems with strong availability and fault-tolerance. In this subsection three relevant frameworks
are presented, in order to provide an overview of the current state of the art when it comes to

CRDT-based tools.

Automerge is a JavaScript library for data synchronization between mobile devices, which
enables users to interact with data while offline and then when online merges changes even if
made concurrently on different devices. Other similar services and applications are implemented
by storing a main copy in a centralized server, and while some allow the user to interact with

such data offline, others only work while online. The problem with this approach is that the
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centralized server may be located far away from the devices, resulting in high latency even if two
devices in the system are besides each other. Automerge enables devices to swap data directly
via Bluetooth, a local network or peer-to-peer networks through optional end-to-end encryption,
and to synchronize the data it uses a JSON data model implemented as a CRDT. Although data
may be exchanged in an encrypted state between devices, it must be decrypted before merging

states, thus falling short of the goal of this work.

Yjs [26] is an open-source JavaScript implementation for peer-to-peer shared editing. In
relation to automerge, it offers better flexibility in the form of support for mutable objects,
as it was designed for rich text editing instead of fixed application states, and provides better
performance for most operations. It achieves this extra functionality by using an internal linked
list representation in the form of a CRDT and adding a garbage collector to reduce the number
of necessary operations for synchronization. Also in contrast to Automerge, it uses an operation-
based approach for CRDT propagation. As it provides no security features, it stands the case
that developments from this work could potentially be used to enhance Yjs’s functionality from

a privacy-preserving standpoint.

AntidoteDB [1] is a highly-available geo-replicated NoSQL database that uses CRDTs as the
data model. Similarly to both tools previously mentioned, it possesses no security mechanisms,
being developed from a purely functional standpoint. Barbosa et al. used their secure CRDT
constructions presented in [7] to implement a privacy-preserving version of AntidoteDB, that

ultimately faced the constraints described in the previous section.

3.2.2 For MPC

Protocols for secure computation have existed for decades, and in recent years a series of
compilers for executing multi-party computation on arbitrary functions have been developed.
These projects are evolving and changing at such a fast pace that it isn’t easy to be on par with
the various capabilities of every framework. in an attempt to help solve this problem, Hastings
et al. have surveyed several compilers for SMPC [18]. Their work considers eleven systems:
EMP-toolkit, Obliv-C, ObliVM, TinyGarble, SCALE-MAMBA (formerly SPDZ), Wysteria,
Sharemind, PICCO, ABY, Frigate and CBMC-GC. These systems are evaluated in language
expressibility, capabilities of the cryptographic back-end and accessibility. They also provide
a repository that contains a collection of sample programs for all these frameworks, set up in

Docker containers.

Figure 3.1 is presented in this works as a summary of each framework’s defining features and
documentation types. In order to fulfill the needs for the present work’s objectives, frameworks
to consider should support 3 parties and provide (at a minimum) semi-honest security. Good
documentation was also a highly prioritized feature, as would simplify and improve the quality
of the work. Of all the these frameworks, SCALE-MAMBA and Sharemind deserve special

consideration.
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Figure 3.1: Summary of MPC frameworks, taken from [18§]

SCALE-MAMBA implements an hybrid protocol that is secure against malicious adversaries.
It is composed of two distinct parts: MAMBA is a language built on top of Python that can be
used to specify the MPC tasks, while SCALE implements the secure protocol. The framework
has extensive documentation covering installation and running instructions, as well as more
practical examples. Although it allows the definition of custom I/O classes, the framework
provides malicious security through a secure channel that requires users to produce an authority
certificate to run computation. This added layer of security inhibits the removal of shares in the
midst of a computation, which would be required in order to share the state between replicas in a
CRDT system. After a deep investigation into the framework’s documentation and direct contact
with its developers, it was discarded as changing its inner workings in order to accommodate the
desired use case would entail a significant overhead in development, which we considered to be

unjustified, given its alternatives.

Sharemind [10] is a framework for Secure Multi-Party Computation (SMPC) that uses additive
secret sharing and is secure in the honest-but-curious adversary model (explained in chapter 2).
Their traditional model, which is similar to the model used for each CRDT replica the present
work (explained in chapter 4), consists of three server participants and a client application that
orders computation, shares inputs and receives outputs. Although Sharemind is a commercial
framework, its protocols are well documented and open-source and have been implemented by

other projects, one of which is d’Artagnan [29].

d’Artagnan is an open-source multi-cloud NoSQL database that leverages these protocols
to process queries. This database has two main components, SafeClient and SafeServer. The
SafeServer is built on top of a high-level API of SMPC protocols (derived from Sharemind)
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that is designed to abstract the details of the protocol’s implementation from the SafeServer,
which enables the integration of new protocols with no relation to the concepts of a database
but also the integration of the existing protocols in other projects, such as this one. The proper
documentation of the protocols and extreme simplicity of the SMPC library allowed certain
alterations to be made in order to facilitate the removal and introduction of shares from a state.
As a result, this open-source library was the chosen tool for the multi-party computation tasks

that would be necessary for the developed protocols.






Chapter 4

MPC-based Conflict-free Replicated
Data Types

As a follow up, this section presents my contribution. It aims to detail and reason about the
design of the proposed system, as well as developed specifications for the following CRDT
construction families: registers, counters, maximum value and sets. I consider a semi-honest

adversary model.

4.1 System design

My goal with this work is to propose and develop on the possibility to lift general-purpose
implementations of CRDTs to their secure variants using general secure multi-party computation.
As mentioned at the end of chapter 2, the idea that MPC and CRDTs are antagonistic if we map
each CRDT replica to a MPC party is understandable. Nonetheless, the intention is that data is
kept private while stored in the replicas and thus what is proposed is to map each CRDT replica

to a group of MPC parties, which are leveraged for secure computation inside a single replica.

Being successful with this approach for a series of "building-block CRDTs" opens the door
to the feasibility of achieving security for any other more complex CRDT that can use these
basic constructions in its own construction. In order to achieve this goal, the designed system is

modular and can be split into two parts: a CRDT-based network and a MPC service (figure 4.1).

The CRDT network is composed by multiple server replicas that routinely interact between
each other to share their current state, and multiple clients that interact with a single replica at
a time in order to perform updates or queries to the stored data. Each replica consists of three
different parties that can and should be run in different machines so as to provide the intended
level of security (if all three parties are run in the same machine and this is compromised, the
adversary can easily retrieve all three shares that compose a secret and reveal its content). For
a public cloud-based geo-replicated system, this would mean that CRDT replicas would be

distributed around different locations of the globe, and for each location the respective replica

23
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could have its three CRDT parties running on different cloud providers (for example, replicas
could have one party hosted on Google Cloud, one party hosted on Microsoft Azure and one

party hosted on Amazon Web Services).

Update Query /\
A

3
.

Figure 4.1: System overview

Clients would then choose one replica to connect to, a choice that can be based on several
factors, mainly location proximity and latency, and perform the desired operation (update
or query). For an update, the client is responsible for splitting the secret payload into three
shares and sending each share to one of the replica’s CRDT parties accompanied by all the
necessary information to perform the update, such as operation identifiers, timestamps or other
information specific to the CRDT construction. Clients are also responsible, on query operations,
for receiving shares from each CRDT party and performing the necessary steps to recover the
information to a readable state. Each replica would then be responsible for propagating their
state to other replicas according to the implementation-specific constraints, and dealing with
incoming propagations from other replicas. This happens as a direct mapping between parties of
each replica (party 1 of replica A sends its state to party 1 of replica B, party 1 of replica A sends
its state to party 2 of replica B and party 3 of replica A sends its state to party 3 of replica B).

Performing update and merge operations over secret shares may require CRDT parties
to cooperate, which is done through the MPC service. The system may choose to have on
MPC service per replica or one MPC service for all replicas. In order to maintain the high
availability and low latency that is characteristic of CRDT systems, I chose to implement one
MPC service per replica, which means that each CRDT party is accompanied by an MPC
party. The CRDT parties communicate with their respective MPC parties through an interface,
creating an abstraction layer that allows different MPC implementations to be used on a near

plug-and-play basis. Figure 4.2 portrays an high-level view of the architecture of a single replica.

In order to guarantee freshness for all shares received by clients, when a query operation is

performed the SMPC layer is used to create new shares for the secret information, overriding
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Figure 4.2: Replica architecture

existing data. This resharing process can also be set to happen periodically or at every propagation
operation. This ensures that if two different CRDT parties of the same replica are compromised
at different points in time, no secret information is divulged. Because this behavior is common
to all the proposed CRDT constructions, this step is omitted from the presented specifications in

order to simplify its reading.

4.2 Secure CRDT constructions

In alignment with the above-mentioned goal, CRDT constructions were designed in a interactive
functional MPC language that makes an explicit syntactic distinction between public and secret
data, and in which computations over private data are seen as calls to an underlying MPC
system, while computations over public data are processed normally. For our concrete protocols,
we assume that the MPC library supports operations for addition, multiplication, equality

verification and greater-or-equal-than verification.

This chapter presents the designed CRDT constructions for a register, three different counters,
a maximum value, and two different sets. This constructions detail the behavior of each and every
party that composes a replica in a CRDT system, as all three parties have the same behavior.
For each constructions I explain how it is often implemented as a normal, non-privacy-preserving
CRDT, and then detail the designed specification for a secure version. Each specification is

divided in 2 columns and comprised of three parts:

e The top side of the left column is where custom data types are defined. These types can be

public integers (denoted by Int), secret integers (denoted by SInt), strings of characters
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(denoted by two quotation marks with the string content in between), combinations of
these, or even arrays of combinations of these. As a quick example, specification 4’s left

column starts with the following:
S, : SInt, Int

This line means that S, is a custom type that is composed of a secret integer and a public

integer. For another example, we can look at the second line from specification 6:
OP, : "Inc", SInt, Int || "Dec", SInt, Int

This means that OP, is a custom type that is comprised of the string "Inc", a secret integer

and a public integer OR comprised of the string "Dec", a secret integer and a public integer.

e The top side of the right column is where function types are declared in a functional manner.
This section declares, for each function, what data types it takes and what is its output.

Let’s take, for example, the third line from the right column of specification 4:
query :: II - OP;, = S, — SInt

This line declares a function called query, which takes as input a replica id (denoted
throughout all specifications as II), an object of the type OPj, an object of the type S,

and returns as output a secret integer.

e Next is the pseudocode for the functions, spanning across both columns. In this section,
variables that represent a secret value have a line on top, while variables that represent a
public value do not (for example, @ denotes a secret value while a would denote a public
value). This section is explained in text along the rest of the chapter and any further detail
that may not be so trivial will be mentioned in a comment at the end of the line, denoted

as follows:

> this is a comment

4.2.1 Register

The first construction is for a Last-Writer-Wins (LWW) Register, with specification 4. Registers
are data structures that maintain a general opaque value, being considered a container CRDT,
and thus can be directly made to hold secure elements. Its operations perform no secure
computations, because their behavior is agnostic to secret values, so the secure version of this
CRDT is extremely similar to the original proposal by Shapiro et al. [33]. The one change has to
do with the timestamps, where instead of using a now() operation to get the current timestamp,
I established that the client is expected to generate it and present it as an argument (as the

public integer that is part of OP,).

The new function initializes the CRDT with secret shares that represent the value 0 and also

the value 0 as timestamp. The update function takes an OPF, object that includes the secret
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shares for the new value and a public timestamp; if the incoming timestamp is more recent than
the stored timestamp then the secret shares are updated. The query function simply returns the
stored secret shares. The function propagate returns the state of all the parties. The function
merge compares the timestamp of both the incoming state and the stored state, and keeps the

secret shares and timestamp that correspond to the more recent timestamp of the two.

When a party is compromised, the only leaked information is the most recent timestamp.

Specification 4 Register CRDT

S, : SInt, Int new :: II — S,
OP, : "Upd", Slnt, Int update :: Il - OP, — S, — S,
OPF, : 'Get" query :: II - OF, — S, — SInt

propagate :: (ILII) — S, — Msg,
merge :: (ILI) — S, — Msg, — S,

new (id) > id: replica number propagate ((id;, id;), A)
3 < new SInt(0) return A
A<+ (5,0)
return A merge ((id;, id;), A, A’)
(5,t) + A
update (id, op, A) (5,t) « A
case (op = "Upd”,v,1t') if (¢ >1)
(L)« A A<+ (5,1
if (' >1) return A
A+ (u,t)
return A

query (id, op, A)

case (op = "Get”)
(5, ) +— A
return s

4.2.2 Grow-only Counter

Specification 5 portrays the secure construction for a grow-only counter CRDT. A grow-only
counter is a replicated integer that supports the operation to increment by an arbitrary integer.
I start with this limited-functionality counter in order to simplify the approach, as it can be used
as a basis for the next counter, a pn-counter. Shapiro et al. follow the same approach in [33]
when presenting their baseline non-secure constructions for a counter CRDT. Their proposed
state-based construction’s payload is a vector of integers, in which each replica is assigned a
position. The assumption that the number of replicas is known is quite acceptable. To increment
by an arbitrary integer a they add a to the position that corresponds to the local replica that
is performing the operation. Their implementation requires comparison over counter values in

order to check the max value to merge two states, which is an expensive secure operation because
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it requires communication between parties.Given the monotonic nature of the grow-only counter,
I avoid this secure operation by extending the state to include a per-replica public timestamp,
which works similarly to a Lamport clock. This guarantees that a greater timestamp corresponds

to a greater counter value.

The new function initializes the counter by creating an array of pairs (secret integer, public
integer) with the same size as the number of replicas in the system, where each position contains
the secret share of the value for all increments done by that replica (initialized as secret shares of
the value 0) and a the timestamp of the most recent increment done by said replica (initialized
as 0). The update function takes a secret share and a timestamp in the object OP,; it adds the
incoming secret share to the existing share in the correct position of the array, and substitutes the
old timestamp with the incoming one. A query function iterates through the array and returns
the sum of all secret shares. The function propagate simply returns all the state of the parties.
The merge function makes use of the timestamps in order to avoid the need for communication
with other parties; it iterates through the array, and for each position it stores the pair (secret

share, timestamp) with the most recent timestamp.

Leakage, or the information accessible to an attacker who might have compromised one of

the parties, can be summarized as the number of update operations performed at each replica.

4.2.3 PN-Counter

Supporting decrements in a counter with the previous representation is not as straightforward as
one would expect, but Shapiro et al. [33] provide an approach that is followed here. A counter
capable of both increments and decrements no longer displays a monotonic behavior, and thus
both the comparison used in [33] and the timestamps used by my design are no longer effective.
In order to circumvent this, the solution is to build a pn-counter (positive/negative counter)
combining two grow-only counters, where one is used to store increments, and the other is used
to store decrements. The value of the pn-counter corresponds then to the difference between the

two grow-only counters.

This construction is detailed in specification 6. Most pn-counter functions contain calls to
the grow-only counter functions mentioned above. The new function initializes two grow-only
counters. The update function now must check the string that comes in OP,, as there are now
two possible values: "Inc' for an increment operation and "Dec" for a decrement operation;
according to this value an update function is called on the corresponding grow-only counter.
The function query must perform the function of same name for each of the grow-only counters
and return the difference between their resulting secret shares. The function propagate simply
returns all the state of the parties. A merge function retrieves both grow-only counters from the
incoming state and performs a merge function on both the grow-only counters stored, using the

respective incoming state.

Leakage, similarly to the grow-only counter, can be summarized as the number of update
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Specification 5 Grow-only Counter CRDT

Sge : [(SInt, Int)] new :: II — S,

OP, : "Inc", SInt, Int update :: II = OP, — S4c — Sge
OPF, : 'Get" query :: II = OF;, = Sy — SInt
Static n : Int propagate :: (ILII) — S, — Msgg.

merge :: (ILII) — Sgc — Msgge — Sye

new (id) > id: replica number propagate ((id;, id;), A)
S 1] return A
for (iin [0.n —1])
5; < new SInt(0) merge ((id;, id;), A, A’)
Ali] + 5,0 for (iin [0.n —1])
return A (53, t) + Ali
(50, t") < A'li]
update (id, op, A) if (' >1)
case (op = "Inc”,v,t’) Ali] «+ (5,¢)
(55, t) + Alid] return A
Alid] < (5; +v,t)
return A

query (id, op A)

case (op = "Get”)
for (iin [0.m —1])
(55,-) + Ali]
S+ 5 +53

return s

operations performed at each replica.

4.2.4 Maximum Value

Specification 7 for a CRDT that stores a maximum value. It is similar to a register CRDT, but
the value it holds should be updated if and only if the new value is greater than the one stored,
regardless of how recent either one is. A non-privacy-preserving construction like this is trivial

to implement: there must only be one comparison between the old and new values.

Lifting such construction to a privacy-preserving one is not as simple. Although both
previously mentioned counter constructions make use of timestamps as a tactic to avoid
comparison over secret values, this is not always possible, as is the case in this CRDT. Calculating
the maximum between two secret values requires communication between parties, which makes

it an expectedly slower operation in relation to the the ones on previous constructions.

I propose performing this computation arithmetically combining multiplication, equality

comparison and greater-or-equal-than comparison over secret shares. Each of these is done as a
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Specification 6 PN Counter CRDT

Spnc : ng Sgc
OP, : "Inc', SInt, Int || "Dec", SInt, Int
OPF, : "Get"

Static n : Int

new (id) > id: replica number
A + new Sge(id), new Sge(id)
return A

update (id, op, A)
(PLN)«+ A

case (op = "Inc”,v,t')
P + P.update(id, ("Inc”,v,t'), P)

case (op = "Dec”,v,t')
(

new :: I — Sy,

update :: II = OP, = Spne — Spne
query :: II = OF, = Sy, — SInt
propagate :: (ILII) = Sp,c = MSgpne
merge :: (ILII) — Spne = MSgpne — Spne

propagate ((id;, id;), A)

return A

merge ((id;, id;), A, A’)
(P,N)+ A
(P',N") + A
P < P.merge((id;,id;), P, P")
N < N.merge((id;,id;), N,N’)

N + N.update(id, ("Inc”,v,t'), N) A+ (P,N)
A<+ (P,/N) return A
return A

query (id, op A)

case (op = "Get”)
(P,N)+ A
R, « P.query(id, "Get”, P)
R, + N.query(id,”Get”, N)

return R7p — E

call to the underlying Secure Multi-Party Computation (SMPC) system. In order to calculate
the maximum between two values a and b using the above mentioned operations, the formula is

as follows:

maz(a,b) < ax (a>b)+bx (b>a)—ax(a=0)

The new function initializes the CRDT state with secret shares corresponding to the value
0. An update performs the above-mentioned formula in order to keep in store the secret share
that corresponds to the maximum value. The query function returns the secret share currently
stored in the CRDT. The function propagate, simply returns the current state of each party.
Performing a merge function invokes an update function, as merging two states with a single
secret share is the same as simply updating one state with a new value (the relevant content of

both an update and a merge payloads is the same).

This CRDT construction for a maximum value has no leakage, as only one secret share is
kept at all times and its value changes on every single update and merge (even if the value of

the secret remains the same, its shares change).
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Specification 7 Maximum Value CRDT

Sinoe ¢ SInt new :: II — S,
OP, : "Upd", Slnt update :: II = OP, — S,y — Smoe
OPF, : 'Get" query :: II = OF, = Sy, — SInt
propagate :: (ILII) — Sy — MSgme
merge :: (ILI) — S,y = MSgmy — Smw
new (id) > id: replica number propagate ((id;, id;), A)
5+ new SInt(0) return A
A+3s
return A merge ((id;, id;), A, A’)
u < A
update (id, op, A) A « A.update(id;, ("Upd”, ), A)
case (op ="Upd”,v) return A
5« A
A+35Xx(3>20)+0x%x(T>73)
—3x(T=73)
return A

query (id, op, A)

case (op = "Get”)
5+ A

return s

4.2.5 Bounded Counter

It is notoriously difficult to preserve invariants while avoiding synchronization. The original
literature on CRDTs [33] does not present a proper construction for a baseline non-privacy-
preserving bounded counter, but it proposes the possible approach of enforcing a local invariant
that implies the global invariant (i.e., a replica can not generate more decrements than it has
generated increments). This approach is too strong, as it limits functionality that should be
present (a replica should be able to generate decrements if enough increments have been generated

by other replicas).

Balegas et al. show how to extend an eventually consistent cloud database for enforcing
numeric invariants [6] by using a system of rights that manage when a certain operation can be
executed; these rights may be transfered between replicas. They present a baseline, non-privacy-
preserving state-based construction for a bounded counter CRDT that can be incremented and
decremented while maintaining the invariant greater or equal to k. The state maintains the
limit value k£ and information about the rights each replica has. Considering a system with n
replicas, the state maintains a matrix R where R[i][j] holds the rights transferred from replica 4
to replica j (which is a registry of all increment operations executed) and a vector U where U]
holds the rights consumed by replica i (which is a registry of all decrement operations executed).

Lifting this construction to a privacy-preserving alternative, shown in specification 8, means to
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simply represent every value (the limit k, every value in the matrix R and every value in the
vector U) as a pair (secret value, public value) that contains the secret share of the value and a
public timestamp of the last operation that updated the corresponding value. Similarly to the
grow-only counter, tiestamps are used in merge operations to maintain the most recent data, in

order to avoid unnecessary comparisons, which are computationally expensive.

The new function accepts a secret share that represents the limit value & and initializes both
the matrix R and the vector U with secret shares that represent the value 0 and timestamps also

set to 0. the update function supports three different operations:

o an increment gets the position of the matrix R corresponding to the local replica (R[id][id]),
adds the incoming share of the value to increment to the existing share of previous increments

and also increments the local timestamp for that position by 1.

e a decrement must first check if there are enough local rights to act, which is done through
the function local Rights detailed soon; this verification, which is a comparison between the
number of existing rights and the incoming value to decrement, is done through the same
formula as the comparison in the maximum value CRDT - specification 7 - (in this case, a
and b correspond to the number of available rights and the sum between the number of

incoming decrements and the number of existing local decrements stored in Ulid]).

e a transfer operation makes a similar verification to the decrement operation but applied
to R[id][to] instead of U[id]

The query operation iterates through the matrix R in order to get all the increments and
through the vector U in order to get all the decrements; then it returns the current value of
the replica which corresponds to the limit value added to the increments and subtracted the
decrements A propagate function returns all the state of the replica. A merge function iterates
through both the matrix R and the vector U and for each entry it keeps the one that has the
most recent timestamp, be it the incoming state or the existing state. The additional function
local Rights iterates through the matrix R adding both the received rights (stored in R[i][id],
where ¢ corresponds to the iteration lap) and the rights sent to other replicas (stored in R[id][i]);
it then gets the number of available rights by adding the number of local increments to the
number of received rights, subtracting the number of sent rights and subtracting the number of

locally consumed rights.

This construction may be reversed as a bounded counter with an upper limit by using the
matrix R to store decrements and the vector U to store increments. Similarly to creating a PN
counter from two grow-only counters, it can also be used for a bounded counter with upper and

lower limit by combining two of these bounded counters.
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Specification 8 Minimum Bounded Counter CRDT

Spe : Snt, [[(SInt, Int)]], [(SInt, Int)]

OP, : "Inc", SInt || "Dec", SInt ||
"Transfer", SInt, Int

OP, : "Get"

Static n : Int

new (id, k) > id: replica number

R + new (SInt, Int)[n][n]
U < new (SInt, Int)[n]
for (iin [0..n —1])
for (jin [0.n — 1))
v < new SInt(0)
RIi)lj] « (7,0)
U[il<— (v,0)
A+ (&R, U)
return A

update (id, op, A)
(k,R,U) + A
case (op = "Inc”,v)
(5,t) «+ Rlid][id]
R[id)[id) < (5+7,¢+ 1)
case (op = "Dec”,v)
(5,t) + Ulid)
rights < local Rights(id, A)
5« 5 x (rights <) + (5+7v)x
(v < rights) + (5 +7) x
(v = rights)
Ulid) < (5.t +1)
case (op = "Transfer”,v, to)
(3,t) «+ Rlid][to]
rights < local Rights(id, A)
5+ 3 X (rights <) + (5+7v)x
(v < rights) + (5 +7)x

new :: Il — SInt — Sp.

update :: II - OP,, — Spe. — She
query :: II = OP; — Sy — SInt
propagate :: (I, II) — Sp. = Msgpc
merge :: (IL, 1) — Spe — Msgpe — She
localRights :: IT — Sp. — SInt

query (id, op, A)
case (op = "Get”)
for (iin [0.n —1])
(73, +) < A.RI[i][]
(ui, ) « A.U[q]
T T 4T
T U+
5 Ak+7—71
return s
propagate ((idj, idj), A)

return A
merge ((id;, id;), A, A’)
(k,R,U) + A
(& R, U« A
for (iin [0..n — 1])
for (j in [0.n —1])

(7, t) « R[4][4]
. t)" < R'[i][j]
iof (' >t)
R[[j] « (', 1)
(T, t) < Ulq]
@, t") + U'[4]
if (' >t)
7U[i] +— @, t)
A<+ (k,R,U)
return A

localRights (id, A)

for (iin [0.n —1])

(v = rights) (1, ) + A.R[i][4d]
Rlid][to] + (',t+ 1) (72, -) « A.R[id][4]
A« (k,R,U) o+
return A Fol Py + 1o/
(F,-) < A.R[id][:d]
(T, ) + A.U[d]
V—T+7T1 -T2 —7u
return v
4.2.6 Set

Sets are one of the most basic data structures, which usually serve as building blocks for more

complex structures. Although basic, these structures can not be fully implemented as a CRDT,

because their two mutating operations (add and remove) do not commute. This means that a

CRDT can only try to behave close to a set. The simplest way to approximate the behavior of a

CRDT to a set is to consider only a grow-only set. Shapiro et al. [33] proposes a construction

that supports add and lookup operations. Its payload is a set, thus operations are similar to any
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mundane set outside of the literature on CRDTs: performing an add operation is to calculate
the union between two sets; performing a lookup for an element returns true if the element is in

the set and false otherwise.

I propose two different constructions for a grow-only set, both of which support the add
operation for updates and exists or getall operations for queries but deal with the add operation
in different ways: the first construction always adds an element even if it exists, while the second
constructions only adds an element if it does not exist. For simplicity, I encode the set’s payload

as a list, but order is not preserved.

Specification 9 represents the first construction for a grow-only set. In order to distinguish
both constructions, I call this one "Ever-growing set". The new function initializes an empty list
of secret shares. The update function, as discussed, always appends the incoming element to
the list. The query function, distinctively from all previous constructions, supports two very
different operations. getall returns all the elements in the list (which is the same as the propagate
function) exists takes a secret share as input and iterates through the list, calculating the sum
of the equalities between the element to lookup and the element on each entry of the list; this
will result in the shares of the value 1 if the element is in the list and 0 otherwise. Performing a
merge operation is iterating through every element of the incoming set and calling the update

function for each.

The second specification for a grow-only set - specification 10 - differs from the first one on the
way it deals with add operations. Instead of always adding new elements to the set CRDT, this
specification makes use of a SMPC operation that I call "unshare_ internally". Every function
other than update is equal the previous specification, so I refrain from explaining them again.
For an update, this specification starts by iterating over all elements on the list and calculating
a sum of the equalities between the element to add and the elements in each entry of the list
(similarly to the query operation exists); then, the SMPC operation "unshare_internally", which
takes a secret value as input, decodes the value obtained with the sum so that every player knows
if the incoming element is already in the list or not; if the element is not in the list, then it is

appended.

While the first approach can become inefficient quite quickly, with new elements always being
added and passing the duty of checking for repeats to the client, it provides no leakage. On the
other hand, the second approach leaks information when any value is added, as the list only

grows if the set was not previously in the list.

With the overall system design explained and all the CRDT specifications presented, the next

chapter relates to the implementation of this system and subsequent experimental validation.
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Specification 9 Ever-growing Set CRDT

Segs : List <SInt>
OP, : "Add", SInt
OP, : "Getall" || "Exists", SInt
Regs & Segs || SInt

new (id) > id: replica number
[ + new List < SInt >
A1

return A

update (id, op, A)
case (op = "Add”,v)
[+ A
l.append(v)
A+l

return A

query (id, op, A)

case (op = "Getall”)
return A
case (op = "Exists”,v)
I+ A
u + new SInt(0)
for (5inl)
U< u+ (5="0)

return u

new :: II — Scg

update :: II - OP, — Scgs — Segss
query :: II = OP; = Segs — Regs
propagate :: (I, II) = Segs — MSgegs
merge :: (ILII) — Segs = MSGegs — Segs

propagate ((id;, id;), A)

return A

merge ((id;, id;), A, A’)

U+ A
for (Winl)
A + A.update(id;, (" Add”,v), A)

return A
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Specification 10 Leakage Set CRDT

Sis ¢ List <SInt>

OP, : "Add", SInt

OP, : "Getall" || "Exists", SInt
Rys 2 Sis || SInt

new (id) > id: replica number
l < new List < SInt >
A1

return A

update (id, op, A)
case (op = "Add”,v)
I+ A, U<+ new SInt(0)
for (5inl)
U+ u+ (3=7)

res < unshare__internally(id, @)

if (res=0)
l.append(v)
A1
return A

query (id, op, A)

case (op = "Getall”)
return A
case (op = "Exists”,T)
I+ A, U<+ new SInt(0)
for (5inl)
U<+ u+(3="7)

returnu

new :: II — S

update :: Il - OP, — S;s — Siss
query :: II = OF, — S;; — Ry
propagate :: (ILII) — S;s — Msgs
merge :: (I 1) — S;s — Msgis — Sis

propagate ((id;, id;), A)

return A

merge ((id;, id;), A, A’)
U A
for (Winl)
A + A.update(id;, (" Add”, D), A)

return A




Chapter 5

Implementation and Experimental Val-

idation

This section presents the implementation of the system detailed in section 4 and conduct an

experimental evaluation on the proposed constructions that demonstrates the following:

o Conflict-free Replicated Data Type (CRDT) constructions can be lifted to their privacy-

preserving variants efficiently;

o Secure Multi-Party Computation (SMPC) protocols are an efficient alternative to classical

privacy-preserving schemes schemes, frequently used in confidential databases;

e Secure CRDTs are inter-operable and can be reused as building blocks for other constructions

with minimal performance overhead.

5.1 System Implementation

The privacy-preserving CRDT system has been implemented as an open-source Java 8 project.

It is composed of two main parts: the client and replica.

In order to simplify testing and work within the constraints created by the available resources
(hardware and time), the client has been implemented so that it can simulate the behavior of the
CRDT network. This means that the client is not only responsible for generating payloads to
send to the replica for update operations and requesting query operations, but it also manages

the propagate and merge operations.

The replica can be divided in two conceptual objects:

e a CRDT Player that handles the operation requests sent from the client and follows the
CRDT constructions defined in chapter 4;

37
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e a SMPC Player that supports several multi-party protocols over secret shares and exchanges
secrets with the two other SMPC Players of the replica.

My implementation is agnostic to both the underlying network topology as well as to the
SMPC protocols. For the purpose of experimental evaluation, the network is implemented as a
simple mesh network using TCP channels and the chosen SMPC framework is the d’Artagnan
library, an implementation of the Sharemind protocols written in Java. These protocols are
based on an additive secret sharing scheme and are optimized for a static three-party setting
with an honest-but curious adversary. As such, each CRDT replica is composed by three parties
(three CRDT Players and three SMPC players, one of each per party), each of one storing one of

the three sets of shares that compose the value stored in the replica.

5.2 Experimental Setup

The evaluation was conducted on a cluster of 4 machines, each with two Intel(R) Xeon(R) Silver
4210 CPU processores clocked at 2.20GHz and 265GB of RAM. The cluster consisted of a single
client and a single CRDT replica, composed of three independent parties. These 4 processes
communicated between machines using TCP. The network has an average latency of 200 us

between hosts

In order to perform load testing on the system I used Locust [2], an easy to use, scriptable and
scalable python framework. It uses simple Python code to define tasks, that are then executed by
a defined number of users. It also provides a user friendly web interface that shows the progress
of tests in real time, although this feature is not necessary for this work’s sue case. Locust
interacts with applications either through HT'TP or RPC protocols, meaning that a custom
HTTP interface had to be developed for the system. This tool was used with custom CRDT

workloads, which were made public and are explained in the following section.

5.2.1 Procedure and Workloads

For the experimental evaluation I measured the latency and throughput of all CRDT operations
defined in chapter 4 for all privacy-preserving CRDT constructions. The goal of the workloads is
to measure the performance of each operation in isolation and clearly understand the impact
of every different approach. As such, the workload’s requests differ based on the CRDT data
structure that they correspond to. I do not measure the performance of either propagate and
merger operations, as the former requires absolutely no computations (neither private nor public)

and the latter should have similar overhead to the update operation across all constructions.

e Register and Maximum Value CRDTs: the workloads start by initializing the replica with
a default random value. The evaluation of the update operation consists of the insertion of

a series of random values during the benchmark. The evaluation of the query operation is
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-o- Register -o= GCounter -o= PNCounter

0 10 20 30 40 50 60 70 O 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70

Throughput (ops/s * 100)
[=2)

Number of Clients

Figure 5.1: Average throughput of the update operation for the secure Register, GCounter and
PNCounter CRDT.

straightforward, consisting of a series of requests from the client for the most recent value
stored in the replica. As these CRDT constructions do not use multi-party computation

protocols, it is expected that there is no significant performance overhead.

e Counter CRDTs: iimplemented three workloads, one for each counter CRDT: the grow-only
counter, the pn-counter and the bounded counter. The workloads are mostly similar for
all operations across the three CRDTs. They all start by initializing the replica with a
counter set to 1 and for each update operation increment the counter by 1. The pn-counter
and bounded counter workloads differ slightly from the grow-only counter as they can also
decrement the counter. Additionally, each of these operations uses multi-party protocols
differently and as such have different expected performance overheads. To accurately
measure these differences, each operation is measured in isolation and the decrement
operation is measured by initially setting the counter to its highest possible value and then
decrementing by 1 per request. The evaluation of the query operation is straightforward,
consisting of a series of requests from the client for the most recent value stored in the

replica.

e Set CRDTs: the performance of CRDT operations on sets depends on the set size: as the
number of elements in a set increases, more multi-party computation protocols must be
executed. As such, while the workload for the update operation simply consists on starting
with an empty set and for each operation adding a random value, the query operation
differs. For this, I measure its overhead for different set sizes in an exponential scale, from

23 to 26 elements.

I have also implemented a baseline system for each CRDT evaluated. The baseline system
follows the state-of-the art definitions for CRDTs over plaintext, that were briefly mentioned in

4, without any secure multi-party protocols.
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CRDT Operation Baseline SMPC
Query 1387 1376
Register
Update 1388 1385
uer 1388 1360
MaxValue Query
Update 1388 9
Query 1388 1365
GCounter
Update 1377 1385
Query 1388 1363
PNCounter
Update 1387 1385
Query 1387 1163

Bounded Counter Increment 1387 1378
Decrement 1387 9

Table 5.1: Average throughput of update and query operations for the baseline and secure CRDTs

for 64 clients.
5.2.2 Results

For the benchmarks of Counter CRDTs, Register and MaxValue, 1 evaluated the update and
query workloads for an exponentially increasing number of clients, from a single client (2°) to
64 clients (2°). In Table 5.1 I show how my proposed secure CRDT constructions compares
to the baseline in terms of throughput. This table shows the maximum throughput reached
by my constructions with an average peak of 1388 ops/s for 64 concurrent clients across all
workloads. For a higher number of clients, the performance of the secure construction starts
to decrease due to the overhead of sharing and resharing data between three parties for every
request. Figure 5.1 show how the performance of my approach to secure CRDTs compares with
the baseline implementations as the number of concurrent client increases. More specifically, this
image shows how the throughput of the Register, GCounter and PNCounter update operation
scales from ~ 24 ops/s for 1 client up to ~ 1380 ops/s for 64 clients. Overall, the majority of the

CRDT operations presented in Table 5.1 have at maximum overhead of ~ 2%.

It’s important to highlight the overhead of the update operation in the MaxValue counter.
This operation is ~ 154 times slower than the baseline as shown in Table 5.1. This operation
stabilizes at ~ 8 ops/s for 2 concurrent clients. For any number of concurrent clients greater
than 2, the request latency increases significantly. However, this overhead is expected, as the
update operation of the GCounter requires multiple SMPC protocols for equality comparison,

greater than or equal to comparison and integer multiplications. All of these SMPC



5.3. Discussion 41

Figure 5.2: Average Latency of increment and decrement operations on secure MinBounded-

Counter.

SET CRDT Operation Set Size
8 16 32 64
Query 9.77 6.03 341 1.76
SMPC
Update 9.02 580 3.45 2.08
Query 24.04 24.05 23.89 23.66
Baseline

Update  40.10 40.13 40.13 40.12

Table 5.2: Average throughput of update and query operations for the baseline and secure SET
CRDT with a fixed set sizes from 8 to 64.

protocols require multiple communication rounds between the parties and results in a significant
overhead. More specifically, the greater or equal than protocol has the highest communication

overhead whereas the multiplication protocol requires only a single communication round.

The update operation of the MinBoundedCounter also differs in performance to the other
Counters. Figure 5.2 shows that the increment operation has at most a throughput decrease
of ~ 0.6% in comparison to the baseline as it does not require any SMPC protocol. However,
the decrement operation uses the equality and the greater than or equal to SMPC
protocols to ensure the counter does not decrease bellow it’s lower bound. As such, the decrement

operation has a maximum throughput of ~ 9 ops/s which is reached with two concurrent users.

For the evaluation of the secure SET CRDT, I measure the throughput of a construction
that discloses some information. More specifically, it discloses when an element exists in the set
during the update operation. The query operation can retrieve a value from the set without any
information disclosure. This evaluation was done with a single client for different set sizes as
defined in the workload specification. In Table 5.2 I show how the throughput of update and
query operations of the secure SET compares to the baseline. Overall, the secure SET update
operation has a maximum throughput of ~ 9 ops/s for the smallest set size, and decreases to
~ 2 ops/s for a set size with 64 elements. The baseline CRDT has a consistent throughput of
~ 40 ops/s for the update and ~ 24 ops/s for the query operations.

5.3 Discussion

Overall, this experimental results show that the majority of secure CRDT construction have a

small overhead of ~ 0,26% for both update and query operations. The constructions with the
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highest overhead are the the MaxValue update, Bounded Counter decrement and Set operations
which are at most ~ 154x lower than the baseline. This overhead results from multiple factors,
including my preliminary implementation of the secure CRDTs that can be significantly optimized

and the underlying SMPC protocols.

Optimizing CRDT Constructions The current implementation of the secure CRDTs
constructions and the overall communication framework is only an initial prototype. These
implementations have several possible optimizations that can result in increased throughput. For
example, both the MaxValue update and Bounded Counter decrement operations use at least 3
SMPC protocols for secret comparison per operation. This number of operations can be reduced
at least to 2 and as such removing multiple communication rounds. Similarly, optimizations can

be done by designing specialized SMPC protocols for CRDTs, a topic not explored in this paper.

Multi-Party Protocols 1 can also improve the performance of my constructions by using
a different protocol suite. For this evaluation, I leveraged the Sharemind protocols which are
optimized for data analysis in the three-party setting, but my contributions as well as my
implementation are abstracted from the underlying protocols. The protocols can be replaced by
recent optimizations to the three-party model where they reduce the number of communication
rounds of the protocols [5] or by using a different class of protocols such as function secret sharing

that have a constant number of communication rounds [12].

The results of this experimental evaluation, even though preliminary, demonstrate the
practical applicability of my theoretical contributions. Secure CRDTs can have throughput
similar to a baseline system by minimizing the number of multiparty protocols and still ensure
the confidentially of the data.



Chapter 6

Conclusions

With the ever-growing use of distributed eventually consistent systems, which use Conflict-free
Replicated Data Types (CRDTSs) as their core data structures, it’s important to provide a secure
way for data aggregation. The presented dissertation aims to prove the potential to directly
transpose any CRDT construction to its privacy-preserving variant, problem for which solutions

are currently inexistent in literature.

The proposed approach leverages Multi-Party Computation (MPC) to enable computations
over secret data that are not possible using standard encryption methods because of their limited
expressiveness. This new generalized approach allows for faster development of privacy-preserving
systems, as there is no need to carefully design each construction individually. The modularity
of the system with its agnosticism to both network topology and MPC protocols allows for
independent developments in either fields while maintaining an almost plug-and-play level of
compatibility. Another objective was to show that simple MPC-based CRDT constructions can
easily be used as building blocks for other more complex constructions with minor drawbacks,

which was proved by the use of two grow-only counter CRDTs to build a pn-counter CRDT.

The results from the experimental validation are overall on par with expectations, which

proves the feasibility for the use of MPC in the creation of secure CRDTs.

6.1 Future Work

Being the first work that uses MPC to build secure CRDT constructions, there are several
improvements that can be done. For example, the arithmetic formula used to privately
compute comparisons between secret values can be optimized in order to reduce the necessary
communication round-trips, something that was considered but not implemented for the lack of
time. More efficient set implementations can also be implemented, specially in relation to sets
with a limited universe of possible elements. The proposed approach can also easily be extended
to other more complex data types, either built from scratch or using the proposed constructions

as building elements.
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