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Abstract

In this work we present different classes of materials, mainly investigated by Ra-

man spectroscopy. It will be shown that even local symmetry changes influences the

macroscopic properties of a material, and that Raman spectroscopy is a versatile tool,

also in combination with other experimental and theoretical techniques, to investigate

complex materials.

Optical microscopy, micro-photoelectron spectroscopy and micro-Raman spectroscopy

showed in Y0.63Ca0.37TiO4 that the temperature-driven conducting properties arise by

the percolation of local conducting phases, forced by local structural changes. Simul-

taneously measured resistivity and macro-Raman spectroscopy on Ca2Ru0.99Ti0.01O4 ,

along with phonon mode calculations, demonstrated the impact on the metal-insulator

transition and the magnetic ordering by an applied electric current. Polarization-

dependent Raman scattering and density functional studies point to the conclusion in

BiSbTeSe2 that the preferred local structure breaks inversion symmetry and explains

consequently the unexpectedly high number of Raman active phonon modes. Time-

resolved spontaneous Raman scattering spectroscopy on surface aligned 7-atom wide

armchair graphene nanoribbons revealed that the exciton dynamics can be traced by

optically induced changes of the phonon population.



Chapter 1

Introduction

My childhood’s favorite toy was a box full of standardized colored bricks. I remember

that I never got tired of creating something new with these little building blocks, over

and over again. Later, I learned that nature consists also of little bricks. At that

time (and even much later) three different bricks were enough for me, namely neu-

tron, proton, and electron, to create everything between a bacterium and the stars.

Of course, these are only a fraction (and even not the most basic ones) of the huge

particle zoo of the standard model, but many of our explanations in physics, chem-

istry, or biology, are motivated by the interplay and the temporal connection of these

three, interacting to compounds, forming complex structures, in order to decay back

to its individual parts after some time. Over and over again. Two things dawned on

me. First, I was the result of some recycled building blocks∗ and second, reincarna-

tion must be a scientific concept. Therefore, it is surprising that although the basic

building blocks are everywhere the same, e.g. in quantum objects or galaxies or inside

us, the fundamental laws which describe the interactions between the particles and

their environments depend on the considered length scales, at least in our scientific

frameworks. Accordingly, physics is divided into different research fields, e.g., nuclear

physics, condensed matter physics, astronomy, etc., where different fundamental forces

become relevant.† An exception is the laws of thermodynamics which seems to be

applicable all over the universe and at all times.‡ But, experimental findings and the

∗The widespread belief is that all ever existing matter was created suddenly by the Big Bang.
The estimated lifetime of a proton and an electron is 1.67 × 1034 yr and 6.6 × 1028 yr, respectively,
which is pretty long compared to the age of the universe or the earth, 13.8× 109 yr and 4.5× 109 yr,
respectively.

†Namely, gravitational, electromagnetic, strong, and weak force.
‡This is not necessarily true for the other fundamental forces. It is claimed that the universe

needed some time to cool down after the Big Bang before the fundamental laws came to light. This
took probably a few hundred years.

1



1.1. CONDENSED MATTER PHYSICS

ongoing theoretical attempts to connect physical concepts by unifying theoretical mod-

els, try to understand how the universe is entangled.§ A very general concept which

is relevant on all length scales is symmetry. Hermann Weyl described it as follows:

”A thing is symmetrical if there is something you can do to it so that after you have

finished doing it, it looks the same as before.”, where the ”thing” describes the laws

of physics, implying a close connection between symmetries and the fundamental laws

of nature. This in turn demands invariant laws at any time and point in the universe.

Emmy Noether realized the connection between geometric properties of space/time and

physical quantities, showing the connection between symmetries and the conservation

quantities like energy, momentum and angular momentum [1]. This result can not be

overestimated. Also in condensed matter physics symmetry plays a key role, simplify-

ing many calculations or allowing statements about possible transitions. An even more

general approach to describe geometries is by the language of topology which describes

objects and space by the number of their holes. Within the framework of topology it is

possible to generate general statements about the universe as well as the geometry of

the Fermi surface of a material (see, e.g. Ref. [2,3]). The results of the past decades in

condensed matter physics (CMP) showed that quantum effects drive the macroscopic

properties of many different materials. Therefore, CMP is a nutshell, equipped with

a toolbox full of little bricks, which can be used on earth to understand the universe,

because in the end everything is made of the same stardust.

1.1 Condensed Matter Physics

The material properties depend on various degrees of freedom which sometimes also

interact with each other, e.g. SOC [4]. Often cited modern issues, such as spintronics

or quantum computing, require the understanding of materials on a quantum level.

Although the properties of quantum materials could in the most cases be approxi-

mated by a classical description, the origin is dictated by the quantum physical wave

function of the electrons. Here, it is important to distinguish whether the effects come

from interactions between electrons (anti-ferromagnetism, superconductivity, etc.) or

from the the topological character of the wave function (topological insulators, Dirac

semimetals, etc.). Combining these two effects generate even new classes of materi-

als (spin liquids, topological superconductors, etc.). The properties of these materials

§An examples for the attempts to build a bridge between the different theories is the unification of
the quantum field theory of electromagnetism and the weak force by assuming a common ’electroweak’
force.
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CHAPTER 1. INTRODUCTION

occur in many cases by the reduction of dimensionality, e.g. by the confinement of

electrons in two-dimensional layers (Graphene) or one-dimensional strings (Graphene

nanoribbons) which lead to collective excitations (quasiparticles) by the strong inter-

action of electrons [5]. Roughly, the materials can be split up into correlated electron

and strong spin-orbit coupled (SOC) systems. Correlated electron physics describes

the properties of 3d transition metal oxides and explains the insulating behavior of

electronic materials by the interaction between electrons which fill the same orbital,

leading to an enhanced Hubbard repulsion, U , between these electrons [4].

Many phenomena, e.g., local moment formation, magnetism, quantum critical-

ity, and unconventional superconductivity, can be described by correlated electron

physics [4]. SOC becomes relevant by increasing the atomic number (∝ (atomic

number)4). Prominent examples are TIs (BiSbTeSe2 ), Ruthenates (Ca2RuO4 ), or

Iridates (Na2IrO3). SOC is defined as the interplay between the electron spin and the

orbital angular momentum of an atom [4], considered in theory as a perturbation of

the equilibrium Hamiltonian. By going from 3d to 5d elements, the 4d orbitals be-

come more extended and consequently decreases the electronic repulsion U (Hubbard

repulsion), as well as the correlation effects [4]. Thus, the splitting between degenerate

states, orbitals and bands, caused by SOC, also reduces U and the kinetic energy [4].

Figure 1.1: Examples of different material classes and materials, depending on λ and
U , normalized by the hopping parameter t.

3



1.2. RAMAN SPECTROSCOPY AS A BASIC TOOL TO STUDY
COMPLEX-EXOTIC MATERIALS

Fig.1.1 sketches a phase diagram depending on the relative strength of the in-

teraction U/t, where t is the hopping amplitude, and the SOC λ/t, together with

examples for the resulting material classes [4]. In transition metal materials, e.g.

Y0.63Ca0.37TiO4 , SOC is negligible and if U is in the order of the bandwidth, W ,

a conventional metal-insulator transition (MIT) can take place [4, 6]. Increasing SOC

at small U converts a metallic or semiconducting state into a semi-metal or to a topo-

logical insulator (TI), e.g., BiSbTeSe2 . Potentially, an insulating state is created when

SOC and correlations are present in the system and they rather cooperate than com-

pete [4]. The definition of cooperative systems is not uniformly given, but it describes

systems where the behavior of sub-units strongly influence the macroscopic properties

of the material by interacting together (e.g. percolation). Otherwise, highly corre-

lated and competing interactions mostly lead to disorder. Current examples for highly

quantum entangled phases of matter are quantum spin liquids, i.e. one-dimensional

spin chain systems (e.g. KCuF3), kagome antiferromagnet (e.g. ZnCu3(OH)6Cl2), and

Kitaev honeycomb materials (e.g. α-RuCl3) [7]. The latter mentioned is a candidate

for fermionic Majorana excitation, where SOC forces a favoured bond directional in-

teraction and leads to frustration on the hexagonal lattice. Disorder by frustration

is also known from anti-ferromagnetically coupled Ising spins on a triangle, where no

preferred magnetic ordering is possible [8]. The complexity and variety of the interac-

tions steadily increase and bring regularly new (topological) phases to light, e.g. Weyl

semimetals [9, 10] or axion insulators [11].

1.2 Raman Spectroscopy as a Basic Tool to Study

Complex-Exotic Materials

Phase transitions mostly go together with a symmetry change, at least locally. There-

fore, a symmetry sensitive and non-invasive technique is needed to observe such sym-

metry changes. Raman spectroscopy is one of this ”working horses” in CMP which

is capable to provide this information and characterize materials under relatively sim-

ple experimental conditions [12]. Light-matter interaction create a lot of different

phenomena. Luminescence (also fluorescence and phosphorescence) denotes the ab-

sorption and the subsequent spontaneous emission of light, where the emitted photons

are in the most cases lower in energy (longer wavelength) than the one which was ab-

sorbed. When the energy of the incoming and the outgoing photon is identical then

it is elastic light scattering and is called Rayleigh scattering [13]. For inelastic light

4



CHAPTER 1. INTRODUCTION

scattering the energy of the outgoing photon changes. Examples for this are Brillouin

scattering, Compton scattering, and Raman scattering which describe inelastic scatter-

ing of acoustic waves in crystals, scattering of charged particles, and the creation and

annihilation of phonons, respectively [13]. Under convenient conditions, Raman scat-

tering is able to measure all of these types of light-matter interactions, and probe both

electronic and vibrational properties. Besides the most used spontaneous Raman spec-

troscopy exist more than two dozen different kinds of Raman spectroscopy techniques,

e.g. hyper-Raman scattering, coherent anti-Stokes Raman scattering (CARS), stimu-

lated Raman scattering, surface-enhanced Raman scattering (SERS), or tip-enhanced

Raman scattering (TERS) [13].

In the past, numerous Raman spectroscopy experiments were done to investigate

and characterize materials, e.g., 2D materials [14], transition metal dichalcogenides [15],

phonon modes in crystals [16–18], counting (mono)layers [14,19], the breathing between

the layers and their shear modes [19], the level of doping [20–26], graphene edges [27,28],

disorder [29–31], thermal conductivity [15, 32, 33], anisotropy [34], strain and stress

[35–38], the degree of crystallinity of cellulose [39], oxidation [40], hydrogenation [41],

chemical functionalization [42], electrical mobility [43], thermal conductivity [32, 33],

electron–phonon [31,33,44–46], and electron–electron [45,47,48] interactions, magnetic

field [49–54], and interlayer coupling [55–57].

1.2.1 Enhanced Raman Spectroscopy

The signal of the spontaneous Raman spectroscopy signal is increased by various ap-

proaches, e.g. by resonance Raman spectroscopy, SERS [58] or TERS [59, 60] . Res-

onance Raman spectroscopy can probe both electronic and vibrational properties at

once and is proven for low-dimensional materials, like graphene or transition metal di-

calchogenides [61]. It probes the number of layers [19,62], strain fluctuations on small

scales [35, 63–66], the distribution of doping domains [65, 67, 68], excitonic effects [69],

the lattice temperature [32], phonon and electron lifetimes [49,70–72].

The signal enhancement of the Raman signal can be achieved by different ap-

proaches, e.g. TERS and SERS which manipulates the surface nanostructure [73, 74]

and uses charge density oscillations (plasmons) to enhance locally the light-matter

interaction [75].

The spatial resolution of TERS is in the nanometre regime [76–78] and can be

therefore used forvery thin and small crystalline materials [79] e.g. carbon nanotubes

[74,80,81], single strands of RNA/DNA [82,83], redox reactions [84], or the investigation

5



1.3. THESIS OVERVIEW

and mapping of molecules [13,60].

1.2.2 Coherent Raman Spectroscopy

Stimulated Raman scattering (SRS) is a general term for a lot of different nonlinear

techniques. In contrast to spontaneous Raman scattering is SRS a coherent process

which increases the signal and follows the time evolution of the excitation [13, 85].

Coherent light-scattering events need several incident photons (induced by several laser

beams) which brings the material out-of-equilibrium [13].

There is a broad variety of applications for SRS, e.g. plasma physics [86], atomic

interferometry [86–89], monitoring chemistry in living cells [90], and supercontinuum

generation [91]. The latter is achieved by an intense light pulse passing through a

nonlinear material [13, 87,91].

But also techniques like CARS has a broad field of applications, such as biological

medicine [92, 93], single-photon fluorescence [94], µ-CARS for live cell imaging [92],

skeletal stem cells [95], tracing toxity in nano-materials [96], and tumour detection [97].

Because of its high temporal and spatial resolution, CARS is also used als thermography

technique for electronic and opto-electronic device characterisation [98].

1.3 Thesis Overview

This thesis presents the manifold possibilities of modern Raman spectroscopy on the

basis of selected materials. Chapter 1 motivates the topics discussed in this work and

put the techniques and the investigated materials in the current research framework.

Chapter 2 gives a brief overview of the theoretical background which is needed in the

following Chapters.

In Chapter 3, the peculiar composition of Y0.63Ca0.37TiO3 is presented. It exhibits

a temperature driven change in the resistivity from conducting at low temperatures, to

insulating at high temperature and shows, similar to VO2, stripe-like patterns below

the crystalographic transition temperature. The lattice vibrations of Ca2RuO4 influ-

enced by an applied current are discussed in Chapter 4. Additionally, the magnetic

ordering of Ca2RuO4 is susceptible to an applied current, shown in Chapter 5. Chapter

6 presents the local structure of the topological insulator BiSbTeSe2, revealed by the

investigated phonon modes. In contrast to the previous chapters, where spontaneous

Raman spectroscopy is used, shows Chapter 7 the time-resolved Raman spectroscopy

measurements of 7-atom Graphene Nanoribbons which reveal exciton dynamics.

6



Chapter 2

Theory

2.1 Spontaneous Raman Scattering

The Raman effect is caused by inelastic scattering of light in a medium (e.g. crystals,

liquids, gases). It origins from optical modes of quasi-particles (e.g. phonons, magnons,

plasmons) generated by the polarizibility change of molecules or the susceptibility

change of the medium. Therefore, the Raman effect is the result of the response

modulation generated by vibrations in the system [16,99]. Raman spectroscopy is able

to investigate novel states of matter both in the frequency and in the time domain.

2.1.1 First-Order Raman Effect

The first-order Raman effect is an one-photon-in and one-photon-out process which

takes place approximately in 1 of 107 cases. Thus, the significant amount of the inci-

dent light is scattered elastically, called Rayleigh scattering. The inelastic scattering

is divided into frequencies smaller and larger than the incident photon energy, ωi, as-

sociated with a loss or gain of energy by creating or annihilating a phonon, denoted

as Stokes and Anti-Stokes scattering, respectively. Fig. 2.1a shows a simple quantum

mechanical sketch of the Raman process in which the system is raised from a real (i) to

a virtual (v) state by the incident light ωi, followed by a relaxation of the system back

to a real state (f) by emitting light with the frequency ωs. Without external forces

(e.g. additional light sources) this process takes place spontaneously and is therefore

denoted as spontaneous Raman spectroscopy. Infra-red (IR) - spectroscopy is a comple-

mentary technique to Raman spectroscopy that allows the investigation of vibrational

modes that are not visible in the Raman process for reasons of symmetry. In IR- spec-

troscopy the wavelength of the irradiated light is of the order of the (optical) phonon

7



2.1. SPONTANEOUS RAMAN SCATTERING

wavelength and the electric field of the light (transverse to the propagation direction)

and the transverse optical (TO) phonon are directly coupled. For the case of photo

luminescence the incoming photon has several times the energy of an optical phonon,

where excited electrons (or holes) thermalize emitting optical and acoustic phonons

until they recombine [100]. Both, Stokes and Anti-Stokes, give potentially the same

spectra with the same energies, but differ mostly in their intensities, Fig. 2.1b. Anti-

Stokes scattering requires the presence of phonons in the material which is naturally

given at higher temperatures, according to the Bose-Einstein factor [100]. This is the

reason why mostly Stokes scattering is presented in this thesis, unless it is otherwise

indicated.

Figure 2.1: Sketch of the a) IR, Stokes, Rayleigh, and Anti-Stokes scattering process,
where Ω is the energy of the resulting excitation (phonon), and b) are the corresponding
spectra.

The Raman light-scattering processes in Fig. 2.1 measures the difference between

the incoming and outgoing light and can be summed up by energy conservation

h̄ωi = h̄ωs ± h̄Ω (2.1)

and momentum conservation

8



CHAPTER 2. THEORY

h̄ki = h̄ks ± h̄q, (2.2)

where ωi and ωs are the laser frequencies for the incoming and outgoing light, Ω

is the frequency of the excitation, ki and ks are the momenta of the incoming and

outgoing light, and q is the momentum of the excitation. The sum and the subtraction

in Eq. 2.1 and Eq. 2.2 stands for creation and annihilation of the excitation. First-

order Raman spectroscopy considers excitations close to the Brillouin zone center (Γ−
point), i.e. q ≈ 0, due to the conservation of energy and momentum of the incoming

photons. The magnitude of the photon momentum is small compared to the reciprocal

lattice constant∗ which is indicated by the nearly vertical arrows, Fig. 2.2. This

explains also the unavailability of acoustic phonons by first-order Raman spectroscopy.

But, under special conditions and in some materials, e.g. Silicon, also phonons from

the high symmetry points of the Brillouin edges are measurable, e.g. by two-phonon

excitation.

Figure 2.2: Optical and acoustic phonon dispersion relation.

Historically, inelastic light scattering is described in two different ways, microscop-

ically and macroscopically. In the microscopic view the classical harmonic-oscillator is

quantized, Equ. 2.1, and the matrix elements of the electric-dipol operator describes

the atom-light interaction. The macroscopic view is valid directly for extended me-

dia in which the individual atomic dipole moments form a macroscopic polarization

vector and the scattered beam is radiated by the oscillatory macroscopic polarization,

described by Maxwell equations [17].

∗The optical frequency of a photon is k = 2π/λ ∼ 107 m−1, whereas the electron wave vector is
k = π/a ∼ 1010.
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2.1. SPONTANEOUS RAMAN SCATTERING

2.1.1.1 Macroscopic Raman Theory

The change of the polarizability, α0, describes the preference of a material to distort

the electron density distribution by an external oscillating electric field E(ω), where

ω = 2πν is the angular frequency of the monochromatic radiation. Generalized, it is

connected to the frequency-dependent linear induced electric-dipole moment by

p(1) = α · E, (2.3)

where p(1) is the modulated electric-dipole moment vector which is linear in E,

indicated by the superscript, and α is the polarizability (second-rank) tensor of the

molecule [18]. Hence, one has to consider also higher order dipoles to obtain the total

time-dependent induced electric dipole moment vector, such as

ptot = p(1) + p(2) + p(3) + h.o., (2.4)

where the higher order dipol moments require also higher rank tensors, i.e. p(2) =
1
2
β : EE,p(3) = 1

8
γ

...EEE, etc. [18]. Especially, the second order Raman effect becomes

relevant latter in this thesis. If the molecule does not rotate and only vibrates at its

equilibrium position the variation of the polarizability can be approximated by a Taylor

series for the components αρσ of the polarizability tensor α

αρσ = (αρσ)0 +
∑
k

(
∂αρσ
∂Qk

)
0

Qk +
1

2

∑
k,l

(
∂2αρσ
∂Qk∂Ql

)
0

QkQl + ..., (2.5)

where Qk and Ql are normal coordinates for the vibrational frequencies ωk and ωl

of the molecule [18]. The subscript ‘0’ denotes the equilibrium configuration. For now,

only the first derivative in Eq. 2.5 is considered so that

αk = α0 + α1Qk (2.6)

Inserting Eq. 2.6, the time dependence of Qk = Qk0 cos(Ωt+ δk), and the frequency

dependence of E = E0 cosωt into Eq. 2.3, one obtain

p(1) = α0E0cos(ωt) + α1E0Qk0 cos(Ωt+ δk) cos(ωt). (2.7)

By applying the trigonometric identity† this becomes

†cosA cosB = 1
2 [cos (A+B) + cos (A−B)]

10



CHAPTER 2. THEORY

p(1) = α0E0 cos(ωt) + α1
E0

2
cos((ω + Ω)t+ δk) + α1

E0

2
cos((ω − Ω)t+ δk), (2.8)

where the first part is the Rayleigh scattering, the second and the third describe the

Anti-Stokes and Stokes scattering, respectively [99]. A necessary condition for Raman

scattering is

(
∂α

∂Q
)Q=0 6= 0. (2.9)

This means that that at least one component of α compared to Q has a non-

zero gradient at the equilibrium position. p(1) is directly connected to the dielectric

polarization P‡ and the electric susceptibility tensor, χij, by

P = Np(1) = NαE = ε0χijE, (2.10)

where N counts the molecules per unit volume. The Raman cross section is derived

by applying the fluctuation-dissipation theory to the polarization (more details can be

found in Ref. [17,18,99]) and depends on various parameters, i.e. the frequency of the

incident light, the scattering volume, the refractive index, the Raman tensor, etc. The

polarization dependent macroscopical cross section is defined as

d2σ

dΩdωs
=
h̄ωIω

3
SV νηS|ε0eiSe

j
Iχij,k(ωI ,Ω)|2{S/AS}

(4πε0)22c4ηINΩ
L(Ω), (2.11)

where ω are the frequencies of the EM fields, ν is the scattering volume, V is the

scattering sample volume, L(Ω) describes the excitation line shape (specified in Sec.

2.1.3), N is the number of atoms, η is the refractive index, Ω is the energy of the

involved excitation, S/AS is either n(Ω) + 1 or n(Ω), depending on whether Stokes

or Anti-Stokes is considered, n(Ω) is the Boltzmann factor§, e is the polarization of

the in or outgoing light, and the subscripts I and S denotes incident and scattered

light, respectively [17]. The Raman tensor, χij,k =
∂χij
∂Qk
|0, describes material specific

polarization dependent selection rules for the scattering process, compare Eq. 2.9.

‡Defined by Maxwell equation, D = ε0E + P, where D is the dielectric displacement, ε0 is the
dielectric constant, and E is the electric field.

§The ratio of probabilities of two states is known as the Boltzmann factor, depending on the
energy difference between the states εj − εi: pi

pj
= e(εj−εi)/(kBT ), where kB is the Boltzmann-factor,

and T is the temperature.

11



2.1. SPONTANEOUS RAMAN SCATTERING

With the aid of group theoretical considerations and the symmetry of the Raman tensor

Raman active modes can be found [16,99]. The scattering intensity is proportional to

ptot
2 and Eq. 2.11 can be simplified if the experimental conditions are fixed (e.g.

scattering volume, laser wavelength, etc.) to

|ptot|2 ∝ I ∝ C|
∑
ij

esjχjl,ke
i
l|2, (2.12)

where C is a constant containing all fixed values of Equ. 2.11 [99].

2.1.1.2 Microscopic Theory of Inelastic Light Scattering

Microscopic theory of inelastic light scattering is based on time-dependent perturbation

theory. It is needed, because the classical theory can not explain for example the

thermal evolution of the response or resonance phenomena [17,18,101]. Following Ref.

[18], the first-order electric dipole moment p(1) has to reformulated into the quantum

mechanical language

(
p(1)
)

= 〈Φ(1)
f |p̂|Φ

(0)
i 〉+ 〈Φ(0)

f |p̂|Φ
(1)
i 〉 , (2.13)

where Φ
(0)
i/f stands for the unperturbed time-dependent wave functions of the initial

i and final state f , respectively, Φ
(1)
i/f are the first-order perturbed time-dependent wave

functions, and p̂ is the electric dipole moment operator [18]. The polarizability is then

derived as

(αρσ)fi =
1

h̄

∑
r 6=i,f

[
〈f |p̂ρ|v〉 〈v|p̂σ|i〉
ωvi − ω0 − Γv

+
〈f |p̂σ|v〉 〈v|p̂ρ|i〉
ωvf + ω0 + iΓv

]
, (2.14)

where Γv is the full width of the (virtual) level v, i and f are initial and final levels,

respectively. The left and the right term in the square bracket describes the Stokes and

Anti-Stokes scattering as sketched in Fig. 2.1. For detailed derivation and for further

reading see Ref. [17,18,99,101,102].

2.1.2 Second-Order Raman Effect

In contrast to the first order scattering, in the second order Raman scattering all

phonons throughout the entire Brillouin zone can be active. In the macroscopic ap-

12



CHAPTER 2. THEORY

proach one has to expand the susceptibility derivative to a higher order. Therefore,

the cross section for a two-phonon process is [17]:

d2σ

dΩdωs
=
h̄ωIω

3
SV νηS

4πε0)22c4ηI

h̄2

4N2

∑
σ,σ′

∑
q

|ε0eiSe
j
Iχ

ij,0
σσ′(ωI ,Ω)|2(ωσqωσq)

−1 (2.15)

×[n(ωσq + 1)][n(ωσq + 1)]δ(ω − ωσq − ωσ′q)

2.1.3 Spectral Line Shapes

Spectral lines are radiation fields with a narrow frequency spectrum, caused by return-

ing electrons from higher orbitals to the ground state after a transition probability

determined lifetime [99]. For the analysis and interpretation of the data the line shape

and its origin is of fundamental importance.

2.1.3.1 The Natural Line: Lorentzian

An excited atom (electron) losses energy by sending out EM radiation, described clas-

sically by the equation of motion of a damped oscillator

ẍ+
µ

m
ẋ+

k

m
x = 0, (2.16)

where k is the spring constant, µ is the friction coefficient, and the m is the mass

[103]. In this section we follow the approach described in Ref. [103]. Often, two

definitions are made, first, ω2
0 = k/m, which gives an simple estimate of the phonon

frequency depending on the involved atomic mass, and second, γ = µ/m, which is the

damping constant. The differential equation can be solved by the Ansatz x(t) = Ce−λt,

where C is a constant. For small damping γ � ω0 and the boundary conditions

x(0) = x0 and ẋ(0) = 0 the solution is

x(t) = x0e
−(γ/2)tcos(ωt), with ω =

√
ω2

0 − γ2/4, (2.17)

The natural frequency ω0 of the undamped oscillator corresponds to the transition

from one energy level Ef to another Ei, i.e. h̄ω0 = h̄ωfi = Ef − Ei. The amplitude of

the oscillation decays with time. As a consequence the frequency of the radiated EM

wave is not monochromatic anymore, showing a spectrum of frequencies. x(t) in Eq.

13



2.1. SPONTANEOUS RAMAN SCATTERING

2.17 is a superposition of frequencies with the amplitudes A(ω) which is then described

by a Fourier-transform

x(t) =
1

2π

∫ ∞
0

A(ω)eiωtdω. (2.18)

One obtain A(ω) by

A(ω) =
1

2π

∫ ∞
∞

x(t)e−iωtdt =
1

2π

∫ ∞
0

x0e
−(γ/2)tcos(ω0t)e

−ωtdt (2.19)

assuming x(t) = 0 for t < 0. In the area of ω0, i.e. (ω − ω0)2 � ω2
0, the intensity

distribution is given by

I(ω − ω0) = A(ω) · A∗(ω) (2.20)

=
C

(ωσ − ω0)2 + (γ/2)2
(2.21)

The constant C is chosen that the total intensity is such

∫ +∞

−∞
I(ω − ω0)d(ω − ω0) ∼=

∫ +∞

0

I(ω)d(ω) = I0. (2.22)

This results for C in Eq. 2.21 then to C = I0γ/2π. The normalized intensity profile

is called Lorentzian and is given by

I(ω)/I0 = L(ω) = IL =
γ/2π

(ωσ − ω0)2 + (γ/2)2
, (2.23)

where
∫∞

0
L(ω)dω = 1 is valid and γ is the natural line width.

The connection between the lifetime, τ , and the line width, γ, can be derived by

Eq. 2.16 by multipliying it by mẍ

mẍẋ+mω2
0xẋ = −γmẋ2 (2.24)

This can be reformulated to the total energy W by interpreting the left hand side

14
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as kinetic and potential energy

d

dt

(m
2
ẋ2 +

m

2
ω2

0x
)

=
dW

dt
= −γmẋ2, (2.25)

using x as defined in Eq. 2.17 one obtain, assuming γ � ω0,

dw

dt
= −γmx2

0ω
2
0e
−γt sin2 (ω0t). (2.26)

The average over one Periode is

〈dW
dt
〉 = −

(
1

2

)
γmx2

0ω
2
0e
−γt. (2.27)

From this one can derive that the emitted intensity I(t) is proportional to 〈dW
dt
〉,

decaying from the start value I(0) to 1/e after a time τ , defined as

τ =
1

γ
. (2.28)

2.1.3.2 Gaussian

Another common profile that in many cases represents inhomogenous broadening, e.g.

caused by thermal motion of atoms, is the Gaussian

IG(ω − ω0) =
1

σ
√

2π
e−

1
2(ω−ω0

σ )
2

, (2.29)

where σ and σ2 are the standard deviation and the variance of the distribution,

respectively.

2.1.3.3 Voigtian

The convolution between a Gaussian and a Lorentzian line is analytically not solvable

and is called Voigtian [99]:

V (x; γL, γG) = (IG ∗ IL)(x) =

∫
G(τ)L(x− τ)dτ. (2.30)
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2.1. SPONTANEOUS RAMAN SCATTERING

If γL and γG are the widths for the Lorentzian and Gaussian lines, respectively, the

resulting line width is approximately given by [99]:

γ = 0.5346γL +
√

0.2156γ2
L + γ2

G. (2.31)

An approximation to an Voigt is a pseudo-Voigt which is an linear combination of

Gaussian and Lorentzian such as

Vp(x) = η · L(x) + (1− η) ·G(x), (2.32)

where 0 < η < 1.

2.1.3.4 Fano Resonance

Fano resonance effects occur if oscillators with a discrete frequency interact with a

continuum transition [99]. This special emission scattering cross section is characterized

by a so-called Fano profile

σ =
(ε+ q)2

ε+ 1
, (2.33)

where q is a phenomenological shape parameter and ε is a reduced energy, defined

by 2E−Er
Γ

; EF is a resonant energy, and Γ is the width of the resonance.

There are three special cases of resonance profiles:

q = 0: Antiresonance characteristic where a dip trough appears at the center of the

resonance.

0 < q <∞: Asymmetric resonance with maximum peak and minimum trough.

q = ∞: Lorentzian shape resonance, which is typically seen in oscillating systems

[104].

2.1.4 Raman Shift

The Raman shift measured in a Raman experiments is given in the unit wavenumbers,

∆ν̄. It is defined as the frequency difference between the scattered radiation (νscatter)

and the incident light (ν0) [105]:
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∆ν̄ =
1

c
(ν0 − νscatter) (2.34)

The common unit used in Raman spectroscopy is cm−1.

2.1.5 Lattice Temperature Determination

In principle, there exist two different ways to calculate the lattice temperature. The first

possibility is to follow the peak shift by changing the temperature. One would expect

for an increased temperature a decreased vibrational energy according to the increased

bond length [106]. To investigate the temperature like this one need narrow Raman

bands. This method is not very easy from the practical point of view. It needs a very

precise calibration for a given material, since different materials have different shifts of

their phonons or even none. In addition, on lowering the temperature some phonons

might show a decrease rather than an increase in energy. Finally, phase transitions

might give shifts in frequencies (1st order) and also change the temperature derivative

of the frequency. The second, and the more convenient possibility is to compare the

intensity of selected Raman bands at the Stokes and anti-Stokes side, calculating the

temperature by the Boltzmann distribution [106]. The expressions, which describes

this is

IAS
IS

=
(ω0 + Ω)4

(ω0 − Ω)4
exp

− hΩ
kBT , (2.35)

where ω0 is the laser frequency and Ω is the phonon frequency [99]. There exist also

variation of this equation where the exponent is ’3’ instead of ’4’. The first variant is

reported to be more convenient for energy-based detection. The latter one is needed

for measurements where photon counting is more important [106, 107] which is the

case when a charge-coupled device (CCD) is used for detection. One has to admit that

in many experimental issues the difference between the two exponents are negligible,

because of the experimental error bars.

2.1.6 Resonant and Electronic Raman Scattering

In contrast to the previously described Raman process, the electron is not excited to

a virtual level, but to an eigenstate of the system. This considerably increases the

probability that a phonon will be generated, which becomes directly visible in the

increased magnitude (intensity). The Heisenberg uncertainty principle describes the

lifetime of an excitation excited to a intermediate virtual state which becomes more
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stable the closer it is to the energy of an eigenstate, because the energy conservation

is not violated anymore [99]. Discrete excited states or critical points in the density of

states are important for the resonance scattering process [99].

2.2 Magnetic Raman Scattering

2.2.1 One-Magnon Scattering

Following here the derivations from Cottam et al. [108] which are based on results

mentioned in Ref. [17,109]. χ has to be expanded in terms of variables which describe

the excitation propagation within the solid. Therefore, the effective Hamiltonian H′

represents the interaction of light with the magnetic system and is related to χ by

H =
∑
r

∑
α,β

Eα
I χ

αβ(r)Eβ
S (2.36)

The susceptibility of magnetic materials is spin-dependent which efforts an expan-

sion in powers of the spin operators at site r

χαβ(r) = χαβ0 (r)+
∑
µ

Kαβµ(r)Sµr +
∑
µ,ν

Gαβµν(r)Sµr S
ν
r+
∑
δ

∑
µ,ν

Hαβµν(r, δ)Sµr S
ν
r+δ+h.o.,

(2.37)

where the first term is the susceptibility in the absence of any magnetic excitation,

corresponding to an elastic scattering contribution. Magnon excitations are associated

with transverse spin components. Kαβµ, Gαβµν , Hαβµν , describe the strength of the

light-matter interaction. Kαβµ is the coefficient for the one- magnon scattering (also

first-order Elliot-Loudon scattering) and is proportionally connected to the magnetic

circular birefringence (Faraday rotation). Gαβµν contributes to one-magnon scattering,

and second-order Elliot-Loudon scattering which is then proportional to the magnetic

linear birefringence (Voigt effect) [110]. Hαβµν describes exchange scattering. If SOC

is involved it is possible to couple an electric-dipole to the spin system. As an ex-

ample, and as an easier variant of anti-ferromagnetic Hamiltonian, the ferromagnetic
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Hamiltonian is presented

H1M =
1

2
K
∑
r

[(Ez
IE

+
S − E

+
I E

z
S)S−r (Ez

IE
−
S − E

−
I E

z
S)S+

r ]− iK
∑
r

(Ex
IE

y
S − E

y
IE

x
S)Szr

(2.38)

+
1

2
G
∑
r

[(Ez
IE

+
S − E

+
I E

z
S)(S+

r S
z
r + SzrS

+
r ) + (Ez

IE
+
S − E

+
I E

z
S)(S−r S

z
r + SzrS

−
r )],

(2.39)

where the operators S±r and E±r are defined as

S±j = Sxj ± iS
y
j , (2.40)

E±ζ = Ex
ζ ± iE

y
ζ , (2.41)

where ζ = (I, S), standing for incoming and scattered.¶

Many antiferromagnetic insulators which is the more relevant candidate in this

work, provide an excellent approximation to the Heisenberg exchange model and the

the theory is similar to the ferromagnetic variant.

2.2.2 Two-Magnon Scattering

At two-magnon scattering pairs of magnons are involved. Therefore, the measured

frequency shift is the sum of both Ω2M = Ωk+Ωk′ [109]. In principle, higher order terms

of Eq. 2.37 are responsible for two-magnon scattering, but also exchange scattering

mechanisms could contribute. The wave functions of two magnon excited states can

¶

[S+
i , S

−
j ] = 2Szi δij , [S

z
i , S

±
j ] = ±S±i δij . (2.42)

A common approach in magnon theory is to transform spin operators to boson (or combinations of
fermion) operators, which satisfy simpler relations. Due to Holstein-Primakoff

S+
j =

√
2S

√√√√(1−
a†jaj

2S

)
aj , (2.43)

S−j =
√

2Sa†j

√√√√(1−
a†jaj

2S

)
, (2.44)

Szj = S − a†jaj , (2.45)

where a†j (aj) is boson creation (annihilation) operator, satisfying [aj , a
†
j ] = δij .

19



2.3. TOPOLOGY AND TOPOLOGICAL INSULATORS

be described by | + k ↑>, | − k ↑>, | + k ↓>, | − k ↓>, where ±k is the magnon

momentum on the spin-up or spin-down (↑ or ↓) magnon branch [110]. Following 4

excited states are possible

|A〉 = |+k ↑〉 |−k ↑〉 ∆SZ = +2,

|B〉 =
1√
2

[|+k ↑〉+ |−k ↑〉] ∆SZ = 0,

|C〉 =
1√
2

[|+k ↑〉 − |−k ↑〉] ∆SZ = 0,

|D〉 = |+k ↓〉 |−k ↓〉 ∆SZ = −2,

where |A〉 and |D〉 are the excited states due to the second-order Elliot-Loudon

scattering, |C〉 describes the exchange scattering, and the even parity state |B〉 is the

two-magnon absorption (not Raman active) [108–110]. For exchange scattering an anti-

ferromagnet is needed with two magnon branches, in contrast to a ferromagnets with

only one magnon branch. To describe the two-magnon process by the Hamiltonian,

presented in Eq. 2.36, the higher order terms of Eq. 2.37 are needed.

2.3 Topology and Topological Insulators

Topology describes geometrical structures under continuous elastic deformation, e.g.

stretching or compression. Objects are topologically equivalent when they are smoothly

deformable into each other, even when distances and angles are changed. A sphere can

be smoothly deformed into a disk, but not into a doughnut. Euler discovered that

geometrical objects can be categorized by their number of holes, denoted as genus g,

allowing to calculate the Euler characteristic χ.‖ The Euler characteristic in turn is

connected to the curvature of its surface by the Gauß-Bonnet-theorem.∗∗ Therefore,

objects with smooth surfaces can be characterized topologically decisively even if they

‖Euler connected the number of corners (C), edges (E), and surfaces (S) of an object with its
number of holes (g) by the polyhedra formula:

C + S − E = 2− 2g = χ, (2.46)

where χ is the Euler characteristic.
∗∗The Euler-Poincare characteristic of closed surfaces, with a topological invariant:

χ(A) =
1

2π

∫ max

A

GdA, (2.47)

where G is the Gaussian curvature.
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have no edges, corners, or when the surfaces are open. These considerations become

important when one want to apply topology on the band structure.

Many properties of a periodic material are encoded in its band diagram which exists

in the reciprocal space (Fourier space) and describes the connection between momen-

tum and energy of a propagating wave. The band diagram delivers the surfaces, which

one can describe with topological tools. The bottle neck here is that the definition

of a hole is different in Fourier space and is solved by introducing a Berry curvature.

With the Berry curvature and a theorem which is similar to the Gauss-Bonnet theorem

it is possible to define a value, which represents the Euler characteristic in reciprocal

space, called Chern number. To every periodic band in the band structure belongs a

Chern number, depending on the underlying Berry curvature (these are integer num-

bers, which allows the classification of a band into a topological class). The Berry

phase describes the phase acquired under an adiabatic (slowly moving) cycle which are

loops in momentum space.

2.3.0.1 Topological Insulators

Figure 2.3: Band structure sketches of the bulk conduction band (BC), bulk valence
band (BV) and the surface states (red and blue lines) for (a) p- type, (b) n- type,
and (c) compensated topological insulator. The Fermi level, the Dirac- , and the Γ-
point, are indicated by EF , D, and Γ, respectively. Red and blue arrows illustrate
spin-momentum locking for the electrons.

Solid state physics denotes materials with bulk insulating and surface conducting

properties as topological insulators (TI). This class of materials has additionally to

the energy gap between highest occupied electronic valence and the lowest empty con-

duction band, a conducting gapless surface/edge (depending if it is a 3D- or 2D- TI,
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respectively) state, which is forced by the fundamental symmetry (topology) of its

band structure. Ideally, the surface states exist within the bulk energy gap where it

allows dissipationless electron conduction and the electron spin direction is perpendic-

ular to the momentum vector [111]. Under this special conditions of spin polarization

and perserving TRS, Kramers theorem dictates that the two eigenstates of the opposite

momentum-spins crosses at the Γ- point, resulting into a gapless surface state [111].Fig.

2.3 illustrates the differences between (a) the prototypical p- type 3D topological insu-

lator Bi2Te3 and (b) the n- type Bi2Se3, aswell as (c) the compensated BiSbTeSe2.

2.4 Experimental Setup

The main part of this thesis was measured by spontaneous Raman scattering (macro-

Raman setup) in back-scattering geometry. A subtractive triple spectrometer has been

used as the dispersive component and the signal detected by a nitrogen cooled charge-

coupled device camera (CCD).

Fig. 2.4 shows the sketch of a macro-Raman setup. The monochromatic light from

the laser passes at first the ”beam control” which is a combination of optical elements,

such as λ/2- and λ/4- plates, polarizers, telescope, optical density filter, interference

filter, to ensure a clean linear polarization and to control the intensity of the incoming

light. Additionally, the polarization of the incoming laser light can be rotated in any

needed angle, controlled by an polarizer before the mirror. The incoming laser light is

focused by an objective on the sample in the cryostat. The back-scattered light is then

collected with the same objective and focused on the entrance slit of the spectrometer

by a lens. The polarization of the scattered light can be again selected by a polarizer.

The spectrometer is equipped with three 1800 mm−1 gratings and is operating in double

subtractive mode. Double subtractive mode means that the first two gratings work as

monochromators which select the needed spectral range by blocking other frequencies.

The first stage diffractes the light, the second stage merges the dispersed light, and the

third stage finally disperse the light on the CCD. This process suppresses elastically

scattered light so that the complete setup has a typical energy resolution of ≈ 1 cm−1.
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Figure 2.4: Macro-Raman setup.
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Chapter 3

Y0.63Ca0.37TiO3

We have performed optical microscopy, micro-photoelectron spectroscopy, and micro-

Raman scattering measurements on Y0.63Ca0.37TiO3 single crystals in order to clarify

the interplay between the microstructure and the temperature dependent electronic

transport mechanisms in this material. Optical microscopy observations reveal dark

and bright domain patterns on the surface with length scales of the order of several to

a hundred micrometers showing a pronounced temperature dependent evolution. Spa-

tially resolved photoelectron spectroscopy measurements show the different electronic

character of these domains. Using micro-Raman spectroscopy, we observe a distinct

temperature dependence of the crystal structure of these domains. On the basis of these

findings the different domains are assigned to insulating and metallic volume fractions,

respectively. By decreasing the temperature, the volume fraction of the conducting

domains increases, hence allowing the electrons to percolate through the sample at

temperatures lower than ∼150 K.

3.1 Introduction

In the past decades the perovskite YTiO3 has attained much interest as a toy material

for correlated electron systems due to its simple Ti-3d1 electronic structure. [6,112–114]

It is classified as a typical Mott-Hubbard-insulator with a Mott-Hubbard gap of ∼ 1

eV and charge transfer gap of ∼ 4 eV. [115–117] By substituting Y3+ with Ca2+ in

Y1−xCaxTiO3, i.e. hole-doping, first the ferromagnetic order vanishes at x ∼ 0.15.

By further doping, the macroscopic electronic property of this material changes from

insulating to metallic at x > 0.39. For doping between x = 0.33 and x = 0.39

these samples exhibit a peculiar temperature driven metal-insulator transition (MIT),

meaning that they are conducting at low temperatures and become insulating at higher
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temperatures with a transition temperature ranging from ∼ 90 K to ∼ 220 K with

increasing x. [118, 119] This is rather uncommon as mostly the insulating phase is

found to be more stable at lower temperatures. The most remarkable in the doping

range of x = 0.33− 0.39 is the compound Y0.63Ca0.37TiO3, which exhibits in addition

a hysteresis in the electrical resistivity and the magnetic susceptibility. [120]

Y0.63Ca0.37TiO3 undergoes a structural phase transition from high temperature or-

thorhombic Pbnm (HTO) to low-temperature monoclinic P21/n (LTM) symmetry at

∼200 K. [121] This LTM phase has been shown to be orbitally ordered, and possibly

also charge ordered. [122] As seen in electrical resistivity measurements, the compound

is insulating at room temperature and the MIT for this compound takes place at ∼ 150

K. [123] ∗ Thus the crystallographic transition from HTO to LTM is not related to a

change in the macroscopic electronic property and the sample remains insulating in

the LTM phase. Upon further cooling below 200 K, a low-temperature orthorhom-

bic Pbnm (LTO) phase appears and starts to coexist with the LTM phase. [121] This

LTO phase is distinguished from the HTO phase, as it has a smaller unit cell than

the HTO phase. [122] The volume fraction of the LTO phase increases by lowering

the temperature, accompanying the metal insulator transition. [123] Thus, a possible

conducting character of the LTO phase would suggest a percolation mechanism under-

lying the MIT. The phase separation is also observed in conducting samples (x > 0.40),

where the volume fraction of the LTO phase is high enough even at room tempera-

ture to render these samples conducting, assuming the LTO phase to be metallic. [124]

In this work we will directly show the relationship of the crystallographic structure

of Y1−xCaxTiO3 and its macroscopic electronic properties. For this we investigated

the material Y1−xCaxTiO3 with x = 0.37, exhibiting the pronounced hysteresis at the

MIT. [125] Optical microscopy studies allow to follow the temperature and spatial evo-

lution of coexisting domains in this material. Using micro photoemission studies it is

possible to classify the coexisting domains to conducting and insulating phases. Fi-

nally, using micro Raman studies, these coexisting domains are also classified to their

crystallographic structures, hence allowing to directly relate the microstructure to the

electronic behavior of this material, underlying the temperature driven MIT.

∗The lattice parameters and physical properties of our samples with the chemical composition x =
37 %, as determined experimentally (see Sec. II), correspond to samples with x = 39 % in ref. [123].
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(a) T = 10 K; (001) (b) T = 10 K; (010) (c) T = 10 K; (100)

(d) T = 100 K; (001) (e) T = 170 K; (001) (f) T = 296 K; (001)

Figure 3.1: Microscope images of Y0.63Ca0.37TiO4 . (3.1a) - (3.1c) pattern formation
for the three surface orientations, (001), (010), and (100), respectively, at 10K. (3.1d)
- (3.1f) temperature evolution of the (001)-surface pattern.

3.2 Experimental

The untwinned single crystal Y0.63Ca0.37TiO3 was grown by the floating-zone technique.

The oxygen stoichiometry was checked by thermal gravimetric analysis (TGA) to be

3±0.02, while the Ca content was determined from a comparison of the measured lattice

constants with the results of ref. [126] (see also ref. [125], Fig. 5.10) to be x = 0.37±0.01.

The optical microscopy studies of the mechanically polished samples were done in the

back-reflection geometry, using a microscope with an objective of 8x magnification

and numerical aperture of 0.18. The photoemission microscopy was performed at the

spectromicroscopy beamline operated by the Elettra storage ring. [127] Photons at 74

eV were focused through a Schwarzschild objective, to obtain a submicron size spot

on the sample. The measurements were performed in ultra-high vacuum at a base

pressure of p < 2 × 10−10mbar on insitu cleaved (001)-surfaces. The temperature of

the sample was T = 110 K throughout the photoemission measurements.

For the spontaneous micro-Raman setup a continuous wave DPSS laser of 532 nm

wavelength was used as a light source, sent through a microscope with a long distance

objective and a numerical aperture of 0.2. The Raman scattered light was collected

in a back-scattering geometry using a triple subtractive spectrometer equipped with a

liquid nitrogen cooled CCD camera. This setup yields an energy resolution of 7 cm−1.

The samples were mounted in an Oxford Microstat cryostat, cooled by liquid Helium.
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In this work the following back-scattering geometry for the Raman measurements

was used: the incoming laser light propagates in the c-direction of the sample and

the polarization of the incident and detected scattered light were each directed in

the a-direction of the sample, abbreviated in the Porto notation as c(aa)c̄. With the

microscope, the spot-size of the laser beam is ∼ 30µm in diameter and the position of

the laser spot on the sample was fixed with an accuracy of ±2.5µm. The power of the

incident laser light was set to 1.7 mW.

3.3 Results and discussion

3.3.1 Optical Microscopy

The top panel of Fig. 3.1 shows microscope images of a Y0.63Ca0.37TiO3 single crystal

at T = 10 K in three different orientations, i.e. facing a (001), (010), and (100) surface

of the material, respectively, with respect to the orthorhombic Pbnm symmetry. For

each of these different orientations, specific patterns of bright and dark regions appear

which show a preferred direction. As a result, the whole sample surface partitions in

stripe-like patterns with a width of the order of 10 - 20 µm. While on the (100)-surface,

these stripes extend across the whole field of view of several hundreds of µm, on the

other two surfaces they form disconnected islands of one kind with extensions of the

order of 100 - 200 µm within a background of the other kind. The bottom panel of

Fig. 3.1 shows the evolution of the pattern with temperature from 100 K to room

temperature for the (001)-surface. Comparing Fig. 3.1(a) and Fig. 3.1(d), it is seen,

that islands of brighter areas exist at 10 K, which grow upon heating, while their shape

is mainly maintained even at 100 K. Upon further heating a growth of these islands in

a and b directions of the sample continues. However, this growth starts to take place

more rapidly, so that these islands start to connect in a and b directions at ∼ 140 K.

Furthermore, at ∼ 150 K, bright stripes evolving in b direction start to occur within the

dark background. The width of these sub-stripes is ∼ 5µm and the distance between

the stripes is ∼ 20µm. Finally, the brighter areas consisting of the former islands and

the evolving stripes continue to grow and form a connected network as it is shown in

Fig. 3.1(e) for 170 K.

The contrast between bright and dark areas continuously weakens above 100 K

and eventually becomes insignificant at room temperature. However, by artificially

enhancing the contrast of the microscope images, the different areas can be shown to

still exist at 296 K, as shown in Fig. 3.1(f).
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A noteworthy observation is the fact that the bright areas invariably show up in the

same positions after several temperature cycles. Given the exceptionally high doping

level, it seems likely to assume chemical inhomogeneity of the material to be the reason

for this pattern. Additionally, the microscope images show temperature hysteresis of

the surface fractions in the same temperature region as reported in the resistivity data.

Remarkable is, however, the unusually large length scales in the range of many tens to

hundreds of µm, i.e. several orders of magnitude larger than what had previously been

reported. [124]

3.3.2 Spatially Resolved Photoelectron Spectroscopy

In order to investigate the electronic properties of the different areas observed in the

microscope images, spatially resolved photoelectron spectroscopy measurements have

been carried out at T = 110 K. The inset in Fig. 3.2a) shows the Ti 3d spectral weight

for two different sites on the sample, denoted as ’A’ and ’B’. As the blowup in the main

panel reveals, the spectra especially differ in a narrow region close to the Fermi level,

with ’B’ being slightly more conducting than ’A’.

Fig. 3.2b shows a map of a 200µm × 70µm area of the sample with a pixel size

of 1µm2. The sample surface was oriented in [001]-direction and fractured before the

measurement to get a clean surface. For each pixel, a full spectrum in the energy range

as shown in the inset of Fig. 3.2a) has been taken. Photoemission intensity variations

due to surface roughness etc. have been corrected for by normalizing each spectrum

to unity. The map shows the integrated intensity in a narrow energy window around

the Fermi level, i.e. the region where the spectra from sites ’A’ and ’B’ vary, as color

values. Thus, more conducting regions appear bright and red in the Fig. in contrast

to the insulating blue ones. The map reveals a similar domain pattern of stripes with

a separation of ≈ 20µm as had been observed in the microscope images.

Furthermore, a smaller scale stripe formation is recognizable. The widths and

distances between these sub-stripes are of the order of ∼ 1µm. Stripe-like features

are also observed in the photoemission spectral weights of the O 2p band which is a

natural consequence of the hybridization with the Ti 3d, and presumably related to

a rigid band shift. The presumption based on the microscope observations, that the

origin of the stripe pattern might be chemical inhomogeneity, appears to be in line

with the results of the photoelectron spectroscopy.
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Figure 3.2: Spatially Resolved Photoemission Spectra of the Ti 3d band at 110K with
sample orientation in [001]-direction. (a) Comparison between conducting and insulat-
ing spectrum in red and blue, respectively, at two different spots on the sample, denoted
as ’A’ and ’B’. (b) 200µm × 70µm cut-out of the spatially resolved and normalized
Ti 3d band photoemission spectra. Side ’A’ and ’B’ are indicated by black dots. (c)
Spatially resolved photoemission spectra of the Ti O 2p band at 110K with sample
orientation in [001]-direction. The red rectangle marks the 200µm× 70µm cut-out of
the spatially resolved and normalized Ti 3d band photoemission spectra shown in (b).

30



CHAPTER 3. Y0.63CA0.37TIO3

Mode YMnO3 YMnO3 YTiO3 Y0.63Ca0.37TiO3

Calc. Exp. Exp. LTM - phase
Ag(7) 104 151 145
Ag(5) 147 188 168
Ag(2) 223 288 273
Ag(6) 304 323 314 294
Ag(4) 407 396 417 394
Ag(3) 466 497 446 457
Ag(1) 524 518 512 532

B1g(7) 137 151 142
B1g(5) 162 220 219
B1g(4) 285 317 306
B1g(6) 393 341 328
B1g(3) 470 481 487
B1g(2) 583 537 521
B1g(1) 617 616 643

B2g(5) 145 178 151
B2g(4) 363 336 284
B2g(3) 390 366 342
B2g(2) 476 452 494
B2g(1) 610 678 637

B3g(5) 181 205 162
B3g(3) 288 284 303
B3g(4) 342 384
B3g(2) 413 485
B3g(1) 593 644 593

Table 3.1: Calculated and experimentally obtained phonon modes of YMnO3, [128]
YTiO3, [129] and the LTM phase of Y0.63Ca0.37TiO3 measured at 10 K in c(aa)c̄ ge-
ometry, respectively. The Raman shifts are given in units of cm−1.
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3.3.3 Spontaneous micro-Raman Spectroscopy

Various Raman investigations on Y1−xCaxTiO3 are available in the literature, showing

that the Raman spectra are quite different between insulating (x < 0.33) and metallic

(x > 0.39) samples at low temperatures. [129, 130] However, the phonon energies at

room temperature do not change significantly by doping. This suggests, that mode

assignments on YTiO3 can be transferred to our doped material. [129] Phonon mode

calculations are available for the perovskitelike YMnO3. [128] As the Ti3+/Mn3+ ions

do not participate in the Raman active modes, no significant shift in the mode energies

due to their different masses are expected. Table 6.1 shows the phonon energies for

YMnO3, both lattice dynamical calculations (LDC) and experimentally observed val-

ues compared to the experimentally obtained values for YTiO3. [129] This shows that

there is indeed a good overall agreement in energies of both materials. Finally, the

Raman shifts of Y0.63Ca0.37TiO3 obtained in this work from fits of the Raman spectra

are also listed in Tab. 6.1. This comparison allows an explicit mode assignment of the

observed phonon peaks. The Raman active modes for Y0.63Ca0.37TiO3 in Pbnm sym-

metry are assumed to be Γ = 7Ag+5B1g+7B2g+5B3g. The Wyckoff positions are 4(c)

for both Y and O1, 4(a) for Ti, and 8(d) for O2. But only Y, O1 and O2 yield Raman

active modes. The Raman scattered light corresponding to Ag-modes retains the po-

larization of the incoming light, refereed to in experiment as parallel polarization, while

for the B1g-,B2g-, and B3g-modes, the polarization changes with the Raman process,

thus these are observed in cross polarized geometry. The phase transition from Pbnm

to P21/n preserves the total number of modes, because the primitive cell is the same in

both phases and inversion symmetry is not broken. However, this transition leads to a

redistribution of orthorhombic Bg-modes to monoclinic Ag ones. Therefore, the polar-

ization dependence of the Raman modes can be used to identify the crystallographic

phase of the material. Fig. 3.3a) shows the Raman spectra in c(aa)c̄ geometry at 10

K, obtained from two different spots on the sample, corresponding to distinct phases,

as described above in the optical microscopy section. Significant differences are visible

in the spectral weights and peak positions of the Raman spectra obtained from the

bright and dark phases, respectively, see Fig.3.1a. The energy regions at ∼310, ∼390

and ∼640 cm−1, denoted as P1, P2, and P3, respectively, exhibit the most prominent

differences between the two phases. As reported in Tsurui et al. (2004), [129] the

modes P1 and P2 are fingerprints of Raman spectra obtained from conducting samples

with doping level x > 0.39, while P3 is only visible for doping levels x < 0.39, thus

belonging to the insulating phase. Therefore, the Raman spectra allow us to identify

the darker areas of the sample in Fig. 3.1a, as the LTO phase, represented by P1 and
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Figure 3.3: (a) Raman scattering spectra of Y0.63Ca0.37TiO4 single crystal, measured for
dark and bright spots, shown in Fig. 3.1a, in c(aa)c̄ geometry at 10 K. The spectrum
in blue is obtained from a bright area, while the spectrum in red is obtained from a
dark area. (b) and (c) temperature evolution of the Raman spectra of the dark and
bright domains, respectively.
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Figure 3.4: Temperature evolution of the normalized integrated peak weights of the
metallic (red and black) and insulating (blue) domains, represented by the peaks P1,
P2, and P3, respectively.

P2, and the brighter areas as the LTM phase, represented by P3. Fig. 3.3b and c show

the temperature dependence of the spectra for spatially fixed positions in conducting

and insulating regions, respectively, in the range from 10 K to room temperature. Of

particular interest is the feature P3, which is strongest in the insulating domain at 10

K. The polarization geometry and the calculated frequencies from the literature suggest

that the feature consists of the B2g(1) breathing mode and of other bond-stretching

modes. These become Raman active in parallel polarization in the monoclinic phase

and show a strong temperature dependence. Note, that the structural distortions, the

modulation of the Ti-O bond distances, associated with orbital and charge ordering,

are remarkably strong in these titanates, [125] which may explain the strong signal of

the P3 feature as well as the strong temperature dependence.

Following the temperature evolution of P3 from room temperature to 10 K, the

peak weight continuously increases and saturates between 100 K and 150 K, see Fig.

3.4. Such a saturation behavior is also observed for the static G-type distortion pattern

associated with the charge and orbital order of the LTM phase. [125] This similarity

in saturation behavior indicates, that the B2g(1) modes become A1g modes, which

correspond to the static distortions of the LTM phase. As the unit cell volumes of

LTO and LTM phases differ, strain plays an important role in the phase separated

state, which has been reported in TEM measurements: [124] it has been observed that

especially the LTO phase is highly strained in contrast to the LTM phase, which will
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favor phase separation.

The Raman spectra in the conducting domain show an abrupt change between 150

K and 180 K. This is especially seen in the peak weights of P1 and P2, shown as black

and red curves in Fig. 3.4 Both modes require a description by an asymmetric Fano

lineshape in the fits, which may hint to an enhanced coupling of the charge carriers to

the phonon modes P1 and P2.

At room temperature, the spectra in the different regions of the material are almost

identical, in agreement with the observation that in the microscope images the contrast

between them is barely detectable.

3.4 Conclusions

Combining our results from optical microscopy, spatially resolved photoelectron spec-

troscopy, and Raman scattering, we can identify regions of different crystallographic

and, in turn, electronic character in the material, which form stripe-like domain pat-

terns of typical sizes of order 20 × 100µm2. Along the direction of the stripes, these

domains can extend up to several hundreds of µm. The result of our investigations

of Y0.63Ca0.37TiO3 allow us to assign the bright domains, see Fig. 3.1a, to be insu-

lating and the dark domains to be conducting by using Raman spectroscopy. The

insulating domains are furthermore identified with the LTM phase and the conducting

domains with the LTO phase of the material. With these identifications, the optically

observed percolation of the dark domains is indeed a percolation of the metallic LTO

phase through the insulating LTM phase, which in the end leads to the macroscopic

effect of a temperature-driven metal insulator transition. The domain patterns and the

growth direction of the domains with varying temperature also explains the anisotropy

observed in the resistivity. [129] As seen in the optical microscope pictures in Fig.

3.1, the three differently oriented surfaces exhibit a preferred growth direction of the

metallic domains in a- and c- directions. However the growth in b- direction is strongly

suppressed. Resistivity measurements along a- and c- directions in the literature in-

deed show a temperature-driven metal to insulator transition, whereas in b- direction

the MIT is strongly suppressed. [129] Different transition temperatures with varying

stoichiometries (x=0.37-0.39) are reported in the literature. [121,125] We attribute this

to a faster percolation due to the higher number of metallic domains, and vice versa.

In turn, the apparent natural inhomogeneity in the material is expected to result in

spatially varying physical properties like transition temperatures. The reason for the

stability of the insulating phase at high temperatures is still unclear and remains an
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open question.

In summary, we have performed microstructural measurements using optical mi-

croscopy, spontaneous micro-Raman scattering, and micro-photoemission on single

crystals of Y0.63Ca0.37TiO4 in a temperature range from 10 K to room temperature.

We observe a phase separation throughout the temperature range and identify the

structural and the electronic differences between the different domains as well as their

temperature dependence. Our results suggest that the macroscopic change of the elec-

tronic transport behavior is a result of percolation of the conducting LTO phase inside

a non conducting phase, which at high temperature has an orthorhombic crystal struc-

ture, but at low temperature becomes monoclinic.
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Chapter 4

Current influenced lattice

vibrations of Ca2RuTiO4

We combine Raman light scattering and X-ray diffraction experiments with density

functional theory calculations to study the impact of the metal-insulator transition

driven by either temperature or electric field on the lattice dynamics in Ca2RuO4.

Comparing the polarization dependent Raman spectra with the ab-initio lattice dy-

namics calculations we obtain good agreement concerning the frequencies and we can

thus identify the character of the individual Raman-active modes. Current-dependent

Raman measurements were performed at current densities, where the sample tempera-

ture can be kept constant, as it is confirmed by the Raman anti-Stokes/Stokes intensity

ratios. Our data agree with a highly nonhomogeneous state and with a strong role of

local distortions.

4.1 Introduction

Ca2RuO4 has attracted considerable interest as a Mott-insulating analogue [131–133]

of the unconventional superconductor Sr2RuO4 [134]. The smaller ionic radius of Ca2+

compared to Sr2+ implies strong structural distortions associated with a tilt, a rota-

tion and also flattening of the RuO6 octahedron [135, 136]. These distortions reduce

the electronic band width thereby enhancing the impact of electronic correlations [137]

while the overall electronic state is similar in both ruthenates with 4 electrons occupy-

ing the Ru 4d t2g states. In general there is consensus about a strong polarization of

the orbital occupation with almost completely filled dxy states in Ca2RuO4 [138–145],

while in Sr2RuO4 the orbital occupation of each of the three dxy,dxz and dyz amounts to

∼4/3. However, the role of spin-orbit coupling in Ca2RuO4 remains matter of debate.
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It was proposed that spin-orbit coupling in Ca2RuO4 is sufficiently strong to induce a

non-magnetic state and van-Vleck type excitonic magnetism [146] while the strong flat-

tening of the RuO6 octahedron and the resulting orbital polarization point to a more

conventional picture. The magnon dispersion [147] disagrees with predictions of the

excitonic model [148] and can be very well described within a spin model with highly

anisotropic parameters [149]. In excellent agreement recent ARPES studies [150] and

DMFT calculations [139, 140] find almost complete orbital polarization. In addition

the calculated magnetic interaction parameters describe the experimental magnon dis-

persion very well including a longitudinal mode [140,149,151]. Therefore, treating the

spin-orbit coupling in Ca2RuO4 in a perturbative manner seems adequate.

Ca2RuO4 exhibits a metal-insulator transition upon cooling below TMI=357 K [132,

136, 152] which is accompanied by flattening of the pseudo-tetragonal lattice and the

RuO6 octahedron. Due to the rotation of the octahedron around the vertical axis and

due to an additional tilting the symmetry is lower than that in tetragonal Sr2RuO4

(space group I4/mmm) and is described in space group Pbca (D15
2h), but the symmetry

of the crystal structure does not change at TMI [135, 136]. The insulating phase is

characterized by a reduced c lattice parameter inspiring the labeling S phase in con-

trast to metallic Ca2RuO4 with a longer c parameter, labeled L phase. The strong

structural changes between the low-temperature S and high-temperature L phases are

not restricted to the MIT but occur on a broad temperature range from TMI down to

the antiferromagnetic ordering temperature TN=110 K [135,136,153], below which the

Ru4+ (4d4) ion spins point along the orthorhombic b axis [135].

The insulating state in Ca2RuO4 appears rather unstable and can easily be sup-

pressed by electronic doping, i.e. La substitution [154], by isovalent substitution

Ca2−xSrxRuO4 [155], by applying pressure [153,156] and even by applying a moderate

electric field of the order of only 40V/cm [157]. In contrast typical Mott insulating

states break down only at much higher electric fields [158]. The electric-field induced

metallic state persists upon cooling the sample to low temperature and has been stud-

ied by various methods [159–167]. The report of strong diamagnetism and anomalous

transport properties of current-carrying Ca2RuO4 crystals at low temperature [164] fur-

ther increased the interest in this metallic state, but the strong diamagnetism reported

for the current-induced phase turned out to arise from an experimental artefact [168].

Neutron and X-ray diffraction experiments indicate that at moderate current densities

there is at most a minority metallic phase present at low temperature, while a new

phase with an intermediate effective c lattice constant is observed that was attributed

to microscopic phase mixture [165]. Already the S-shaped characteristic line presenting
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current versus voltage indicates an inherent instability towards phase coexistence [165],

which is also observed in infrared experiments [160]. Such tendency towards phase co-

existence will be enhanced through the strong relative strain of the S and L phases, as it

is typically observed for martensitic phase transitions [165,169,170]. A stripe pattern of

alternating metallic and insulating regions was observed by scanning near-field optical

microscopy [160]. Due to the phase coexistence of metallic current-carrying parts with

insulating ones the definition of the temperature becomes very delicate and in particu-

lar for large current densities of the order of several 10 Acm−2, proper assessment of the

temperature seems to be impossible and the temperature can vary locally [165,166].

The scope of this work is to study the current- and temperature-induced metal-

insulator transition in Ca2Ru0.99Ti0.01O4 and in particular its impact on the local

structure. We combine Raman scattering experiments for T ≈ 10 - 360 K and current

densities J = 0 - 12 Acm−2 with density-functional-theory (DFT) calculations of the

lattice dynamics and with temperature dependent X-ray diffraction studies. Raman

scattering offers the opportunity to investigate locally the current induced mechanisms

under current heating. To minimize Joule heating, the relevant experiments were con-

ducted at current densities of less than ∼ 15 Acm−2. The reported experiments show

that a sharp drop of the resistivity and a change of the Raman detected phonons

take place at ≈ 1.3 Acm−2 and ≈ 3.5 Acm−2, respectively. These current-induced

behaviors suggest that local distortions in the crystal matrix are essential. In par-

ticular, phonon modes assigned to the Ag symmetry reflect the bare current-induced

ionic displacements. Disentangling local structural mechanisms from long-range order

effects is mandatory for the interpretation of current driven insulator-metal transitions

in Ca2RuO4. Additionally, strong electron-phonon coupling is derived by Fano-like

phonon asymmetries.

4.2 Experimental

The Ca2Ru0.99Ti0.01O4 crystals were grown by the floating-zone method as discussed in

Refs. [149,171,172]. A small amount of Ti (slightly above 1 percent) was added in two

of the three crystal growths discussed here, as this was found to yield larger crystals,

which are more stabel on cycling through the first order structural phase-transition

than the non Ti-substituted ones. Similar observations were made for Mn substitution

[167]. The full determination of the crystal structure by X-ray single-crystal diffraction

on comparable crystals indicated that the inserted amount of Ti is slightly higher,

because Ru evaporates during the crystal growth [149]. Temperature dependent X-ray
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Figure 4.1: Temperature dependence of the lattice parameter c as visualized through
the (006) Bragg peak. The 2Θ angles were transformed into the lattice parameter
plotted as vertical axis. Panels (a)-(f) show data taken while ramping the temperature
up (left panels) and down (right panels) with three different single crystals. In panel (g)
we compare the single-crystal results with previous studies on polycrystalline samples
[136,153].
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diffraction experiments were performed on a D5000 powder diffractometer in Bragg-

Brentano geometry (Cu Kα radiation) by scanning along the c lattice parameter.

The spontaneous Raman measurements were performed by a continuous wave solid-

state laser of 532 nm wavelength using crystals containing the small amount of Ti.

The samples were fixed by varnish on a sapphire support glued to a copper sample

holder and adapted to a temperature controlled system suitable for optical spectroscopy

and electrical resistivity experiments from LHe to 360 K. The current in the Raman

spectroscopy experiments was applied along the a-axis and measured by a two-point

probe method due to experimental limitations. The more reliable four-point probe was

carried out separately and is compared with the results in the Appendix. Hence, the

absolute values of our transport measurements will be affected by the systematic errors

associated with parasitic voltage drops. The Raman spectra were collected by using

a triple grating spectrometer operating in subtractive mode and equipped with a LN2

cooled CCD camera and a final resolution of 1 cm−1.

4.3 Results

4.3.1 X-ray Diffraction Experiments of the C Lattice Param-

eter

We mounted three single crystals of Ca2Ru1−xTixO4 with nominal Ti content of 0 and

0.01 on a powder diffractometer. The plate-shaped crystals can perfectly replace the

area sample used in Bragg-Brentano geometry yielding high statistics but limiting the

accessible Bragg reflections to (00l). The temperature dependent results of the c lattice

constants are shown in Fig. 4.1, where data are normalized at 600 K and compared to

previous results obtained by powder neutron [136] and powder X-ray [153] experiments.

The c parameter strongly varies with temperature. Due to the onset of tilting at

TS=650 K there is pronounced shrinking of the c lattice constant between TS and TMI

by ∼0.0005 Å/K. At the metal-insulator transition c abruptly shrinks by roughly 0.2 Å

and in the insulating phase the temperature dependent shortening is even stronger,

∼0.002 Å/K. In the insulating phase the shrinking partially stems from a larger tilting

and partially from the change in the orbital occupation [173].

It is obvious that the Ti content slightly shifts the metal-insulator transition to

higher temperatures as already concluded in reference [149]. For samples 1 and 2

there is only a small hysteresis between up and down ramping the temperature, but

the data obtained upon increasing temperature on sample 3 do not reveal the abrupt
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changes in the lattice constants but a smoother increase upon heating. We attribute

this behavior to a microscopic phase coexistence as discussed for the current induced

changes in [165]. Also the strong uptake of c in the neutron powder diffraction data

close to the transition [136] points to local structure effects occurring even in the powder

samples. The strong strain between metallic and insulating phases must facilitate non-

homogeneous phases close to the transition [165, 169, 174]. Single crystals are grown

from the melt and rapidly cooled through the metal-insulator transition which can

freeze a non-equilibrium state. We suppose that in sample 3 a mixture of metallic and

insulating regions was quenched which results in a c lattice parameter in between those

of the metallic and insulating phases. Only after heating above TMI long range metallic

and insulating regions evolve.

4.3.2 Raman Spectroscopy

Ca2Ru0.99Ti0.01O4 crystallizes in the orthorhombic Pbca (61) space group. The associ-

ated Wykoff positions are 4a for Ru4+, and 8c for Ca2+, O2−
1 , and O2−

2 [135], but only

8c positions imply Raman active phonon modes. There are four formula units in the

primitive unit cell for Ca2RuO4, which translates to 84 phonon modes at each propa-

gation vector. The lattice dynamics of Ca2RuO4 is thus much more complex than that

in Sr2RuO4 for which the entire phonon dispersion was studied by inelastic neutron

scattering experiments [175] and DFT calculations [176] yielding excellent agreement

for most of the branches.

The Γ−point phonons reduce to the following irreducible Raman active represen-

tations [177]:

Γ = 9Ag + 9B1g + 9B2g + 9B3g + 12Au + 12B1u + 12B2u + 12B3u. (4.1)

Excitations in Ag and B1g geometry are probed by parallel and crossed polarized

light, corresponding to c(ab)c̄ or c(ba)c̄, and c(aa)c̄ or c(bb)c̄, in Porto notation, respec-

tively.

4.3.2.1 Phonon Excitations

Fig. 4.2 shows the Raman active excitations of Ca2Ru0.99Ti0.01O4 in the frequency

range of 100 - 1500 cm−1, detected in Ag geometry at 10 K, and labeled as A1-A20.

Fig. 4.3 presents the calculated polarization vectors and Fig. 4.4 compares the Raman

signals in in Ag geometry with the excitations detected in B1g geometry, labeled as
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Figure 4.2: Raman spectra of Ca2Ru0.99Ti0.01O4 at 10 K in c(aa)c geometry (black)
together with the Lorentzian fits (blue), denoted as A1-A20, and the resulting envelope
(red). Calculated values are presented as orange bars.

B1-B16. In order to assign these features to the proper phonon mode we calculated

the phonon frequencies and polarization patterns by density functional theory (DFT)

with finite differences method implemented in pseudopotential VASP code [178], and

the Perdew-Burke-Ernzerhof (PBE) exchange-correlation potential [179]. A plane-wave

cutoff energy is set to 500 eV. The on-site Hubbard repulsion and intra-atomic Hund’s

rule exchange are taken to be U= 3 eV and JH = 0.7 eV [149,180,181] in GGA+U cal-

culations. The AFM order is assumed in the calculations for the insulating phase. We

performed calculations with crystal structure of the S phase at 10 and 300 K [135] and

with that of the L phase at 400 K [136]. The mode assignment is done by the analysis

of the eigenvectors of the obtained dynamical matrix. The calculated frequencies are

compared to Raman data in Table 4.1 and the corresponding polarization patterns of

the Ag modes are shown in Fig. 4.3.

All Raman features detected in Ag symmetry are fitted by Lorentzian oscillators,

presented in blue in Fig. 4.2. The agreement between DFT calculations [176] and the

experimental phonon dispersion in Sr2RuO4 [175] is excellent with only minor devia-

tions pointing to some anomalous electron phonon coupling. Therefore, the comparison

of the Raman low-temperature data with DFT calculations for the S phase at 10 K can

be used to unambiguously identify the Ag and B1g modes in Ca2RuO4, see Table 4.1.
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Figure 4.3: Sketch of the Ca2Ru0.99Ti0.01O4 crystal structure and the ion displacements
for the 9 calculated Ag phonon modes A1-A6, A8, A11, A12.
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DFT calculation Raman at ∼10 K
Ag/B1g label L 400 K S 300 K S 10 K ∆ν

ν
300 K ∆ν

ν
10 K ref. [177] here

B1g B12/A13 727.4 676.0 662.5 -7.1 -8.9 683 691.7
Ag A12 666.6 640.7 627.9 -3.9 -5.8 - 634.4
Ag A11 552.8 569.7 600.3 3.1 8.6 607 611.0
B1g B9 481.0 482.4 514.3 0.3 6.9 534 518.4
Ag A8 391.9 407.6 404.5 4.0 3.2 395 395.7
B1g B8 419.2 397.5 461.5 -5.2 10.1 459 461.0
B1g B6 345.9 352.5 381.0 1.9 10.1 388 388.2
Ag A6 320.5 311.9 329.3 -2.7 2.7 322 321.1
B1g B4 286.1 281.3 287.3 -1.7 0.4 292 294.5
Ag A5 271.5 276.6 302.9 1.9 11.6 304 (295.9)
B1g B3 267.6 264.2 263.6 -1.3 -1.5 269 266.9
Ag A4 227.9 250.8 256.5 10.0 12.5 251 249.8
B1g B3 233.4 242.7 255.8 4.0 9.6 265 266.9
B1g B2 175.4 202.3 225.9 15.3 28.8 215 211.8
Ag A3 204.7 198.2 206.0 -3.2 0.6 204 (219.7)
Ag A2 176.1 174.5 185.2 -0.9 5.2 192 192.0
B1g B1 119.4 131.0 133.7 9.7 12.0 140 139.5
Ag A1 95.2 118.0 124.2 23.9 30.5 126 125.4

Table 4.1: Comparison of the Raman-active Ag and B1g modes in Ca2RuO4. The
Raman data of reference [177] and our data are compared to our DFT calculation with
different crystal structures. All frequencies are given in cm−1 and relative frequency
changes compared to the calculation for the L phase at 400 K are are given in percent.
At 10 K the frequencies of modes A3 and A5 cannot be unambiguously determined and
values are set in parentheses.
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Our identification mostly agrees with that proposed in reference [177], where, however,

a feature at 356 cm−1 was attributed to an Ag mode while the two highest Ag modes

could not be separated. There are additional features observed which are not covered

by the phonon calculations in Ag geometry. In particular there is a broad continuum

above 200 cm−1 that was already reported by Souliou et al. [182] and that evolves upon

entering the magnetically ordered state. This continuum seems to extend to above 600

cm−1 in agreement with an interpretation as two-magnon continuum and the width of

the magnon dispersion observed in inelastic neutron scattering experiments [149,151].

For the modes A1-A6, A11, and A12 no obvious asymmetric line shapes are observable.

Only A8 shows a small asymmetric shoulder, which we attribute to an extra excitation

A7, lying at ≈ 370 cm−1. The origin of this mode is not clear, it can arise from a

feature in the two-magnon density. Furthermore, A7 is also visible as a weak shoulder

in B1g geometry. Symmetry leaking induced by defects and local distortions of the

lattice could lead to additional visible modes in one or the other geometry. Therefore,

the numerous B1g, B2g, and B3g modes could leak into the Ag spectrum. This could

be also the case for the broad excitation A9, where the temperature dependence in

Fig. 4.5 (black dots) and the B1g geometry suggest underlying modes. The modes

A13 - A20 are mainly visible in both geometries, whereas A13 could be assigned by

the phonon mode calculation to a B1g mode. The origin of the features A14- A19 is

not clear, but we suggest that they are due to multi-phonon excitations. The highest

of these frequencies perfectly matches twice the highest Raman active mode observed,

see Table 4.1. A20 is strongly temperature dependent and disappears at ≈ 200 K,

reported also in Ref. [183]. This mode A20 is controversially discussed in the literature

and interpreted by the authors as orbital wave. Comparison with similar systems, like

e.g. LaMnO3, suggests the mode A20 to be multi-phonon scattering [184].

Fig. 4.4 compares the Ag Raman data with the results obtained for the B1g ge-

ometry for a temperature of 10 K. The B1g data were also fitted by several Lorentzian

oscillators thereby determining the mode frequencies given in Table 4.1. The B1g ge-

ometry mode at ∼110 cm−1 was observed in many Raman studies and designated to a

magnetic excitation. With the inelastic neutron scattering study determining the low-

est magnon energy at 13.2 meV=106 cm−1 [147] it is obvious that this excitation does

not correspond to the typical two-magnon feature. Instead it is the single magnon

at the antiferromagnetic zone center that becomes Raman active due to the strong

spin-orbit coupling in Ca2RuO4 [147]. Due to the orthorhombic symmetry and the

magnetic moment being aligned along orthorhombic b there are two separate magnon

modes at the antiferromagnetic zone center whose finite energies arise from the mag-
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netic anisotropy and thus spin-orbit coupling. For the layered system the rotation

of the ordered moment within the RuO2 layers is expected to reveal a lower energy,

but even this mode appears at a rather high frequency of 106 cm−1 [147] perfectly

corresponding to M1. The other anisotropy mode associated with rotating the mo-

ment out-of-plane exhibits a remarkably high energy reflecting the strong flattening of

the RuO6 octahedron and the associated orbital polarization. This mode is found at

45.5 meV=364 cm−1 in neutron scattering studies [149, 151] and again a weak Raman

B1g response (mode B5 as a shoulder of B6) is detected at this frequency. The feature

M2 at 71 meV=570 cm−1 in B1g geometry is also of magnetic origin because it rapidly

disappears upon heating; it furthermore agree with a finding in reference [182] but it

cannot be identified. There is no evidence for a longitudinal mode expected to appear

at 40 meV=320 cm−1. From the comparison with the DFT calculation and with pre-

vious Raman experiments [177] we deduce that the feature B3 contains two different

B1g modes that are nearly degenerate.

Figure 4.4: Raman spectra of Ca2Ru0.99Ti0.01O4 at 10 K in c(aa)c- and c(ba)c- geometry
and the fitted sum (red). The fitted oscillators (blue) are denoted by the letters A1-A20
and B1-B17, corresponding to c(aa)c and c(ba)c, respectively.

In the following we focus on the Ag phonon modes A1 - A6, A8, A11, and A12 in the
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Figure 4.5: Raman spectra of Ca2Ru0.99Ti0.01O4 at (a) 10 K (blue), 260 K (purple),
294 K (orange), and 360 K (red), in c(aa)c geometry. A1- A12 denote the phonon
modes as introduced in Fig. 4.2. Black dots show the possible modes contributing to
A9. Arrows indicate the gain or loss of intensity upon variation of temperature. (b)
Raman spectra of Ca2Ru0.99Ti0.01O4 at the 260 K with a applied current density of 0
Acm−2 (blue), 4.1 Acm−2 (black), and 10.6 Acm−2 (red). The spectra are enlarged by
a factor of 5 in respect to the spectrum at 260 K in (a).

Figure 4.6: (a) Current induced Raman spectra of Ca2Ru0.99Ti0.01O4 . All spectra
are subtracted by the Raman spectrum at 0 Acm−2. At the bottom the temperature
(black), calculated by the Raman intensities ,and the calculated Joules power (blue)
is presented. (b) The corresponding resistivity at 260 K for several cycles (black, red,
green). The inset sketches the sample dimensions and the direction of the applied
current.
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Figure 4.7: Raman spectra of Ca2Ru0.99Ti0.01O4 at 15 K for 0 Acm−2 (green) and 4.1
Acm−2 (black) current density. The fitted Lorentzian oscillators and their sum are
presented in blue and red, respectively. The calculated phonon energies are indicated
by red (for L phase at 400K) and by blue and green vertical bars for the S phase at 10
and 300 K, respectively. All calculated energies are given in Tab. I.
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energy range of 50 - 650 cm−1. Fig. 4.3 sketches the crystal structure and shows the

corresponding Ag displacement patterns. The parameters in the polarization vectors

of the Ag modes correspond to the free structural parameters of Ca, in-plane oxygen

O1 and out-of-plane O2 positions in the Pbca structure. In the modes A1, A2 and

A3 we find the parameters describing the tilting of the octahedron, which corresponds

to the structural phase transition occurring at 650 K [153]. One may thus expect the

hardened soft rotation mode among the Ag modes, but closer inspection of the patterns

for A1, A2 and A3 indicates that the hardening of the rotational mode already results

in a mixing of characters. While the lowest mode exhibits a strong Ca displacement

the movements of the O2 and O1 are found in A2 and A3 respectively. In particular

the lowest A1 mode exhibits a strong temperature dependence for heating to room

temperature and for passing into the metallic phase, see Table 4.1. The metallic phase

exhibits a smaller tilt distortion in perfect agreement with the softer rotational mode.

Concerning the two highest Ag modes the interpretation is simple. Both are Ru-O

bond-stretching modes, A11 corresponds to the vibration of the apical O2 in c direction

and A12 is the in-plane stretching mode. These two modes can be taken as a probe of

the flattening or elongation of the RuO6 octahedra.

The temperature dependence of these Ag modes are presented in Fig. 4.5a. Espe-

cially the mode intensities of A2 (A3) and A4 (A5) decrease (increase) by increasing

temperature, depicted by arrows in Fig. 4.5a. The frequencies and intensities of

the highest two Ag modes exhibit an opposite temperature dependence. Due to the

pronounced elongation of the RuO6 octahedra with increasing temperature the out-of-

plane mode A11 strongly softens while the in-plane mode A12 hardens. This splitting

is further enhanced in the metallic phase, see Table 4.1.

In a similar way the modes A2 - A5 are affected when a current along the crys-

tallographic a- axis is applied at a constant temperature of 260 K, see Fig. 4.5b. A

systematic Raman study of the current induced effects between 0 - 12.5 Acm−2 is

presented in Fig. 4.6a. All current induced Raman spectra are subtracted by the

Raman spectrum at zero current. The map with the relative Raman intensity versus

the current density is related to the effective local sample temperature and the current

induced Joules power, presented at the bottom of Fig. 4.6a, and is deduced by the

Raman anti-Stokes/Stokes ratio:

IAS
IS

=
(νlaser + νphonon)4

(νlaser − νphonon)4
exp

−
hνphonon
kBT , (4.2)

where νphonon and νlaser are the frequencies of the phonon mode and the laser,
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respectively, kB is the Boltzmann constant, h denotes the Planck constant, and T

indicates the temperature.

All Raman modes exhibit a significant change when the current density reaches

≈ 3.5 Acm−2, suggesting a sudden local lattice distortion by a critical current density.

However, the simultaneously measured resistivity, and the calculated Joule power, re-

veals a clear onset of the conductivity behavior at ≈ 1.3 Acm−2 as shown in Fig. 4.6a,

b. Additional four-point resistivity measurements over several cycles and with current

densities up to 100 Acm−2 revealed significant resistivity changes from one measure-

ment to the other when J ≈ 10 Acm−2 is exceeded, presented in SM Fig. 1. Thus,

for high current densities the dissipated energy could contribute to the increase of the

lattice temperature.

The Raman spectra recorded on ramping the current density up show a highly

non-continuous behavior. While there is little change up to ∼3 Acm−2 the pattern at

4.1 Acm−2 exhibits important differences. For slightly higher current densities, how-

ever, the pattern looks more similar to that at zero current density. Another discon-

tinuous change occurs around 8 Acm−2 while the data at the highest current densities

again exhibit less differences. The Raman experiment does not probe the entire volume

of the sample crystal as the penetration of the light is of the order of a µm, in addition

only an area of 100µm×100µm is covered by the beam. Therefore the non-continuous

data support the inhomogeneity arising from ramping the current up. This is in agree-

ment with a filamentary or percolative conductivity that was deduced from diffraction

experiments [165]. Within the sensed volume near the surface different states will dom-

inate. One should also consider the effect of the cooling by the contact with the He

gas at the surface. The analysis of the Stokes anti-Stokes intensities was performed on

the same data, see Appendix, so that we can estimate the temperature of the sensed

part of the sample as it is indicated in the lower part of Fig. 5 (a). Even for the

two abrupt changes in the Raman spectra the temperature does not essentially vary.

This, however, cannot exclude that warmer and metallic parts exist deep in the crystal

outside the volume sensed by the Raman experiment.

In order to investigate the increase of the sample conductivity by applying current,

further experiments and phonon mode calculations were performed. Raman spectra

for 0 Acm−2 (green) and 4.5 Acm−2 (black) at 15 K exhibit a clear red shift of the

phonon modes, Fig. 4.7. All fitted Lorentzians modes (blue) are presented together

with its sum (red). The comparison of the data taken at high current density and

low temperature with the calculated positions of A1g phonon frequencies (see Table

4.1) clearly shows that the data neither correspond to the insulating phase at much
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higher temperature nor to the metallic phase above the metal-insulator transition. In

particular for the bond-stretching modes much stronger shift are expected when passing

into the fully metallic state.

4.4 Conclusion

In conclusion, we have used a combination of X-ray diffraction and Raman spectroscopy

for studying the temperature and current-driven structural and electronic transport

behavior of well characterized Ca2Ru0.99Ti0.01O4 single crystals. By comparing the

Raman excitations with DFT calculations for the metallic and insulating phases of

Ca2Ru0.99Ti0.01O4 we can identify the character of the Ag and B1g modes and thereby

unambiguously identify modes of magnetic origin. Some phonon modes exhibit a pro-

nounced temperature dependency which are attributed to the structural changes oc-

curring within the insulating phase and near the metal-insulator transition. We have

observed a significant reduction of the sample resistivity for J > 1.3 Acm−2 but up

to J ≈ 3.5 Acm−2 the Raman emissions remain substantially unchanged. However, at

J ≈ 3.5 Acm−2 a sudden change of the Raman emission is taking place, while spectra

taken at even larger current density are again more similar to the one without current.

A similar effect is observed for current densities above J ≈ 8 Acm−2. Since the Raman

experiment senses only a small volume close to the surface, these abrupt effects must

be attributed to the inhomogeneous state that is induced by ramping the current up.

In agreement with diffraction studies an inhomogeneous state seems to be unavoidable

for moderate current densities and low temperatures. Overall finite current densities

induce a red shift in most phonon frequencies resembling temperature increase and

underlining that local structural distortions in an highly inhomogeneous state are the

driving force for the current induced metal insulator transition.

4.5 Acknowledgments

The here presented chapter has been submitted to PR Materials

R. German, E. Komleva, S. Streltsov, K. Jenni, S. Kunkemöller, M. Braden,
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4.6 Appendix

4.6.1 Analyses of the Conductivity

Resistivity data of Ca2Ru0.99Ti0.01O4 containing a small amount of Ti were measured

after the Raman spectroscopy experiments using the same sample crystal. Fig. 4.8a

shows the comparison between two- and four-point method of this later conducted

measurements. Until J ≈ 35 Acm−2 the two methods give qualitatively the same re-

sults, but they strongly deviate for higher current densities. Repeating the resistivity

measurements several times with the four-point method gives qualitatively the same

results, but is not reliable regarding to their absolute values, see b). Additionally,

voltage fluctuations were observed while the experiment was conducted, visible also in

the data for higher current densities and hinting to a internal reorientation of charges.

Nevertheless, for the current densities below ≈ 15 Acm−2, used in the Raman exper-

iments, the resistivity was repeatable. The temperature dependent resistivity shows

comparable behavior with the literature. The Raman spectra do not show significant

intensity drops until ≈ 10 Acm−2, see Fig. 4.9c).

Figure 4.8: Current dependent resistivity measurements for Ca2Ru0.99Ti0.01O4 at 260
K. (a) Comparison between 2- and 4- point method and (b) consecutive cycles up to
≈ 90 Acm−2. (c) Temperature dependent resistivity from 260 K to 5 K.
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4.6.2 Estimation of the Local Temperature

Fig. 4.9 shows anti-Stokes and Stokes spectra for different induced currents densities.

The analysis of the temperature by equation (2) strongly depends on the treatment

of the background arising from Rayleigh scattering that clearly differs for the sign

of energy change. In panel (a) and (b) we report results for two ways of describing

the background that yield rather different temperatures for modes at low energies. In

particular for the mode A1 is is not possible to determine the background with sufficient

precision. Only the peak A8, which exhibits a high intensity on a lower background,

seems suitable to indicate the temperature of the sensed regions of the crystal.
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Figure 4.9: Anti- Stokes- and Stokes- Raman spectra in c(aa)c- geometry. (a) and
(b), fitted spectra for 0 Jcm−2 with two different background subtractions and the
corresponding calculated temperatures (green). (c) Spectra for 0 to 12.7 Acm−2. For
a better comparison the spectra a shifted.
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Chapter 5

Current Influenced Magnetism in

Ca2RuTiO4

As shown in the previous chapter Raman light scattering experiments on Ca2RuO4 give

new insights to the interplay between lattice degree of freedom and coupling mecha-

nisms. We investigate the sample magnetization by an applied current. Here, we

report a sudden magnon energy renormalization for J < 0.02 Acm−2, interpreted as

orbital re-orientation, which is percolating through the sample and is responsible for

the increase of the conductivity. We show that increasing the current to J ≈ 1 Acm−2

suppresses the AFM order and forces additionally a crystal lattice change.

5.1 Introduction

The focus of this chapter is the interplay between magnetic, orbital, and lattice de-

grees of freedom in Ca2Ru0.99Ti0.01O4 in the view of controlling external stimuli induced

phase transitions [185]. We recap from the previous chapter that the flattening of the

RuO6 octahedra along the c- axis and the stretching along the b- axis, causes beside

of a temperature-driven metal-insulator transition (MIT) at TMIT ≈ 357 K [136, 152],

also an orbital ordering at TOO ≈ 260 K [138, 173, 186], and a anti-ferromagnetic

odering (AFM) at TN ≈ 110 K [135]. Additionally, also the tilt of the RuO6 octahe-

dra increases upon cooling [135, 136], pinning the magnetic moment parallel to the b

axis [187]. In the present case of Ca2Ru0.99Ti0.01O4 , a magnetic moment canting of

∼ 0.08µB (canting angle α = 3.5◦) along the a- direction was observed, interpreted as

RuO6 octahedra distortion induced Dzyaloshinskii-Moriya interaction (DMI) [135]. It

is very likely that this RuO6 octahedra distortions also change the orbital occupation,

provoking the 4dxy orbitals to become doubly and the 4dxz,yz singly occupied, and thus
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influencing the electronic and magnetic behavior of the compound [139, 188]. SOC

was claimed to be strong enough to change the multiplet structure to a nonmagetic j

= 0 ground state, forming singlet magnetism [146, 148]. Inelastic neutron scattering

(INS) experiments observed a large magnetic anisotropy gap in the in-plane trans-

verse modes which was explained by broken tetragonal symmetry and SOC, described

by a conventional Heisenberg model [187, 189]. Especially, experiments under current

induced conditions have a significant problem to disentangle Joules heating from intrin-

sic effects, which becomes even worse in inhomogeneous samples, varying strongly the

local temperature and consequently the lattice constants. Nano-imaging optical tech-

niques report nano-stripe structured areas of phase coexistence with different optical

reflectivity [160]. Zhao et al. reports a lattice orthorhombicity reduction for J > 0.15

Acm−2 due to the Oxygen-octahedra distortions, leading to a new orbital order and

the suppression of the AFM phase [188], explaining this by a current stabilized non-

equilibrium electron occupancy of the t2g orbitals which are forcing the lattice changes.

A total current induced suppression of the AFM ordering is also reported by Raman

spectroscopy measurements [163].

Here, we present Raman scattering experiments on Ca2Ru0.99Ti0.01O4 in the AFM-

ordered phase for current densities J ≤ 1.5 Acm−2. We observe a crystallographic

direction dependent magnon anisotropy, due to slightly different a- and b- axis. More-

over, this non-degenerated magnon modes reveal an sudden energy renormalization for

J < 0.02 Acm−2, interpreted as percolating orbital re-orientation, which is forced by

the current induced electron imbalance, and leading finally to the suppression of the

AFM order. After the nearly total suppression of the AFM order also the crystallo-

graphic bond length changes at J ≈ 1 Acm−2 as a consequence of the further increase

of the electro-static force.

5.2 Experimental

The experimental setup is as described in Chapter 4. The current direction for all

presented results is along the crystallographic a-axis, measured by a two-point probe

method when Raman scattering experiments were done simultaneously. For this case

the current was set always at 260 K and subsequently cooled down to 15 K cryostat

temperature. Therefore, several cooling and heating cycles were performed on one

sample. Independently, the bulk resistivity of Ca2Ru0.99Ti0.01O4 was measured by a

four-point method, depending on the applied current and the temperature.
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5.3 Results

5.3.1 Raman Spectroscopy

Figure 5.1: Sketch of the Ca2Ru0.99Ti0.01O4 crystal and the corresponding B-centered
G-type AFM structure.

The crystallographic space group of Ca2RuO4 is the orthorhombic Pbca-D15
2h (61).

The corresponding Wykoff positions are 4a for Ru4+, and 8c for Ca2+, O2−
1 and O2−

2

[135]. Whereas only the position 8c is Raman active. Therefore, the Raman active

irreducible representation of the 81 Γ−point phonons is

Γ = 9Ag + 9B1g + 9B2g + 9B3g, (5.1)

which corresponds to the following Raman tensors of D2h(mmm):a 0 0

0 b 0

0 0 c


︸ ︷︷ ︸

Ag

,

0 d 0

d 0 0

0 0 0


︸ ︷︷ ︸

B1g

,

0 0 e

0 0 0

e 0 0


︸ ︷︷ ︸

B2g

,

0 0 0

0 0 f

0 f 0


︸ ︷︷ ︸

B3g

. (5.2)

According to the single layer stacking, two different magnetic structures are known

for Ca2RuO4 [136] which correspond to Pbca (A- centered) and Pbc’a’ (B- centered)

[136, 189]. The net ferromagnetic canted moments per layer of Pbca cancel due to an
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antiferromagnetic stacking, whereas the B-centered Pbc’a’ structure results in a total

ferromagnetic moment. By applying a time reversal operator θ on Pbca, one get the

magnetic space group Pbc’a’ (mm’m’) for the B- centered variant [189], see Fig. 5.1.

Further details can be found elsewhere [190–192]. Thus, the corresponding magnetic

Raman tensors are given byA 0 0

0 E iB

0 iD I


︸ ︷︷ ︸

R1

,

 0 iG H

iC 0 0

F 0 0


︸ ︷︷ ︸

R2

. (5.3)

The excitations could be probed by crossed and parallel polarized light, correspond-

ing to c(ab)c̄ or c(ba)c̄, and c(aa)c̄ or c(bb)c̄ in Porto notation, respectively, by

I ∼ |eoutRiein|2, (5.4)

where I is the intensity of the Raman active excitation, Ri (i = 1, 2) is the Raman

tensor, eout and ein are outgoing and incoming polarizations of the light, respectively.

Figure 5.2: Raman spectra of Ca2Ru0.99Ti0.01O4 at 15 K in c(ab)c- and c(ba)c -
geometries. Magnetic excitations are depicted as M1, M2, and M3.

Fig. 5.2 presents the Raman spectra of Ca2Ru0.99Ti0.01O4 at 15 K in c(ab)c̄- and

c(ba)c̄- geometry. The excitations M1 (∼ 95 cm−1), M2 (∼ 105 cm−1), and M3 (∼ 565

cm−1), appearing below TN = 110 K, are magnetic in origin, since phonon modes can

be excluded by the discussion of the phonon modes in Chapter 4. Accordingly, M1

and M2 are assigned as one-magnon, and M3 is a two-magnon excitation, respectively,

supported by calculations in Ref. [189]. Interestingly, M1 and M2 are exclusively visible

either in c(ab)c̄ or c(ba)c̄ polarization. This is a consequence of the crystallographic,
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and subsequently, the magnetic anisotropy [189], which is reflected by group theoretical

considerations, summarized in Equ. 5.3, and leading with Equ. 5.4 to the polarization

dependent intensities I ∼ |iG|2 and I ∼ |iC|2 for c(ba)c̄ and c(ab)c̄, respectively.

In particular, assuming k along the c- axis with perpendicular eout- and ein- vectors

in Equ. 5.4, one obtain for both c(aa)c̄ and c(bb)c̄ I = 0, but for c(ba)c̄ and c(ab)c̄ they

are I ∼ |iG|2 and I ∼ |iC|2, respectively, resembling the experimental findings.

(a) c(aa)c (b) c(ba)c

(c) c(ba)c

Figure 5.3: Current dependent Raman spectra at ≈ 80 K in a) c(aa)c and b,c) c(ba)c
- geometries. M1-M3 denotes the magnetic excitations and dashed lines indicate the
estimated base lines.

In the following, the magnetic excitations are investigated under the influence of

different applied currents, which were set always at 260 K before the sample was cooled

down to ≈ 15 K cryostat temperature and an effective lattice temperature of ≈ 80 K

. The lattice temperatures are deduced by the Stokes/ anti-Stokes ratios as discussed
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in Chapter 4. Fig. 5.3 show the current induced changes of the Raman spectra in the

c(aa)c and c(ba)c- polarizations. Besides the pure phonon excitations in c(aa)c, c(ba)c

additionally exhibit the magnon excitations, denoted as M2 and M3. The difference

between Fig. 5.3b and 5.3c is only the way of presentation. Several observations are

directly evident from these three figures. First, small current densities < 0.92 Acm−2

does not affect the local lattice structure directly, because the phonon intensities and

energies does not change.

Figure 5.4: Summarized current dependent magnon energies for c(ab)c- and c(ba)c
-geometries from 5.3, together with the simultaneously measured and calculated resis-
tivity, Joules power, and the lattice temperature.

At ≈ 0.92 Acm−2 the phonon mode intensities significantly decrease and the line

shapes are broadened. Additionally, the magnetic excitations are strongly suppressed

and disappear. At ≈ 1.12 Acm−2 an energy shift and an increase of the Raleigh tail is

observed. Usually, Raman scattering on metallic samples exhibit strong Raleigh scat-

tering accompanied by a background increase due to electron screening effects, which

is responsible for the phonon intensity reduction, compared to an entirely insulating

sample. A further broadening of the phonon modes together with an energy shift and

the total suppression of the magnetic excitations is visible at 1.29 Acm−2. Compared

to the spectrum taken at J = 0.92 Acm−2 the phonon intensities are almost equal. The

phonon mode intensities increase by increasing the current density and at J = 1.28

Acm−2 they reach a comparable level to J = 0 Acm−2. M3, at ∼ 580 cm−1, which is
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assumed as two-magnon excitation is completely suppressed.

Comparing the current dependent energy shifts of the magnetic excitations M1 and

M2 with the simultaneously measured resistivity, the calculated lattice temperatures

and the power, several interlocking stages are observed, Fig. 5.4. Increasing the current

to J ≈ 0.02 Acm−2, increases rapidly the resistivity, but decreases at the same time the

one-magnon excitation energy by ≈ 5 cm−1 (0.7 meV), whereas the calculated lattice

temperature and the calculated Joules power are constant within the experimental

errors. Moreover, the temperature of ≈ 90 K is further constant until J ≈ 0.92 Acm−2,

before it rises above TN . Between J ≈ 0.02 − 0.1 Acm−2 the resistivity stays at a

plateau, before it drops constantly by increasing the current. The magnon energies

M1 and M2 are not affected by the increase of the conductance and they shift again

above J ≈ 0.52 Acm−2. Note, the Joules power is continuously rising. The partial

resistivity offsets occur when not the same equilibrium position as before is found after

an cooling cycle. This error source is hardly avoidable and underlines the sensitive

character of the sample, the middle panel in Fig. 5.4. For current densities up to at

least ∼ J = 1.3 Acm−2 the Raman spectroscopy features are reversible, Fig. 5.5. This

is not the case for J ∼ 12.4 Acm−2, where the phonon modes show the same behavior,

but the magnetic excitations are strongly suppressed even when it is remeasured at

J = 0 Acm−2.
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Figure 5.5: Raman spectra showing the reversibility of the excitation (blue) after
suppressing the magnetic excitation and shifting the phonons (red) and going back to
the original configuration (blue).

5.4 DFT Calculations

In order to investigate the electronic structure we used density functional theory

(DFT) within the generalized gradient approximation (GGA) taking into account

strong Coulomb correlations via the GGA+U method (see also Ref. [193]). The on-site

Hubbard repulsion U and the Hund’s exchange coupling is assumed to be 3 eV and

JH = 0.7 eV, respectively. Electronic structure GGA+U calculations were done by

the Vienna ab initio simulation package (VASP) [194], where an exchange-correlation

potential [195] and the plane-wave energy cutoff of 500 eV was assumed. The k-space

was integrated by the tetrahedron method using the k-mesh density of 8× 8× 4. The

exchange parameters were calculated for the Heisenberg model written in the following

form:

H =
∑
i>j

JijSiSj, (5.5)

where i and j counts the lattice sites and the total energy method is included in

the JaSS code.
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5.4.1 Results

Figure 5.6: Principal oxygen octahedra distortions in S∗ and L∗ phases with the corre-
sponding energy level schemes.

S∗ and L∗ denote the current influenced S- and L- phases and the corresponding

lattice constants used in the present calculations can be found in Ref. [135, 136, 161].

While in the S-phase the Ru atom has a shorter distance to the axial oxygen than

to the in-plane (equatorial) ones, the octahedron is compressed. In the case of the

L-phase the situation is the opposite which leads to an elongated octahedron, Fig. 5.6.

This affects the crystal-field splitting and changes orbital sequence in a diagram of the

energy levels. For all “short” phases the lower xy orbital is fully occupied, while in the

“long”-phases this orbital turns out to be half-filled. In contrast in L-phases the lower

levels are of xz/yz symmetry. They are doubly degenerate. As we will show below this

strongly affects magnetic properties of “short” and “long” phases.

Isotropic exchange paths considered for S, S∗, L and L∗ phases are shown in Fig.

5.7 and corresponding values of exchange constants are presented in Table 5.1. The

exchange parameters are anti-ferromagnetic in nature and the exchange interaction

between the nearest in-plane Ru ions strongly decreases by going from the S- (S∗-) to

the L- (L∗-) phase.

Strong in-plane antiferromagnetic exchange in the S- phases is obviously due to

superexchange interaction between the half-filled xz and yz. Slightly different values of

exchange constants are most probably related to features of the crystal structure of S

and S∗ phases. In L-phases the situation is very different - the xy orbital is half-filled
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Figure 5.7: In-plane (J) and out-of-plane (Jc) exchanges paths considered in the article.

Jij S S∗ L L∗

J 5.0 5.3 2.8 1.7
JC 0.6 0.6 0.3 0.2

Table 5.1: Calculated in the GGA+U approximation parameters of the isotropic
exchange interactions (in meV) for various phases of Ca2Ru0.99Ti0.01O4 .
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and it provides antiferromagnetic exchange, but there is also additional contribution

from the xz/yz orbitals. The most direct way to analyze this effect would be to plot

the half-filled orbital of the xz/yz doublet in the GGA+U calculation.

However, due to technical reasons it is easier to draw a single completely filled t2g

orbital instead. This is exactly what is shown in Fig. 5.8. One can see that there is

antiferro-orbital ordering for these orbital and hence for the half-filled xz/yz orbital as

well. The orbitals at the neighboring sites are nearly orthogonal to each other. Ex-

change interaction between these orbitals are of super-exchange type and occurs via

two orthogonal p-orbitals. This 90◦ path gives the ferromagnetic contribution to the

total exchange interaction. It is not strong enough to fully suppress the existing anti-

ferromagnetic contribution due to the xy orbitals, but substantially reduces it. There-

fore, the orbital ordering is assumed to cause the changes in the magnetic properties

in L∗-phase of Ca2Ru0.99Ti0.01O4 .

Figure 5.8: Result of the GGA+U calculation for the lowest in energy magnetic con-
figuration (all nearest neighbors in the ab- plane are anti-ferromagnetically ordered).
The Ru 4d orbitals are doubly occupied for each site (in the L∗-phase). The other
half- filled orbital with the same energy is orthogonal to the drown one, showing the
antiferro-orbital ordering, discussed above.

5.5 Discussion

Raman scattering on Ca2Ru0.99Ti0.01O4 was reported previously in the literature [164,

182], but with different interpretations for the magnetic modes M1/M2 and M3. Sow

et al. (2017) claim M1/M2 as two-magnon excitation, whereas Souliou et al. (2017)

interpreted it as a one-magnon. Neutron scattering, expanded by magnon disper-

sion calculations [189], supports the one-magnon interpretation. The one-magnon and
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phonon energies up to 460 cm−1 correspond well to Ref. [163, 182], discussed in detail

in Chapter 4. Differences occur in B1g- geometry at the excitation M3 at ∼ 568 cm−1

which we assign to a broad two-magnon excitation from a magnon lying at ≈ 45 meV

(360 cm−1). This peak were reported previously at ∼ 540 cm−1 as a part of a broad

continuum, denoted as B’ and interpreted as two- Higgs continuum [182]. The authors

also report a continuum A’ in Ag- geometry which is claimed to be the corresponding

amplitude mode peaking at ∼ 320 cm−1 (40 meV). Phonon mode calculation reveals a

huge number of very close lying phonon modes which significantly could contribute to

these continua by mode leaking caused by anisotropic lattice distortions.

Raman scattering experiments show that small applied currents does not destroy

the magnetic exciations suddenly, but forces a magnon energy renormalization. The

simultaneous increase of the resistivity suggests an increase of the electrostatic pressure

which can be relaxed by the re-orientation of the orbitals. Our DFT calculations show

that they are significant differences between the coupling constants in the S- and L-

phase, forcing the orbital ordering. Increasing the current increases the number of

re-oriented orbitals, which are percolating through the sample, leading to the linear

resistivity drop starting at J ≈ 0.1 Acm−2, and finally suppresses the AFM ordering

at J ≈ 1 Acm−2. Current results state that additional to the S- and L- phase also an

current induced intermediate phase MI exists, which is closely related to the S-phase,

coexisting next to the each other [165]. The authors also claim that the L∗ and S∗ from

Ref. [161] measured at 110 K, rather belong to temperature driven lattice constants

of the L- and S- phase measured at 240 K. From the symmetry point of view this

does not matter much, because even the local crystal structure is always assumed to

be the orthorhombic Pbca-D15
2h, differing only by the c- lattice constants. Thus, the

local concentration of these phases determine the electronic and magnetic properties

of the sample. Nevertheless, Raman spectroscopy measurements show by the clear

phonon shifts that the crystal enters a current induced phase. At this point, we need

to remember that a pure metallic sample would not be measurable by Raman. Thus, we

assume that we mainly measure the more insulating contribution of the sample, which

is reacting to increasing strain and relaxes by changing the bond lengths. Okazaki

et al. observed current dependent decreasing of the resistivity which is explained as

gap energy suppression [159]. These effects were already mentioned for charge-ordered

insulators or nonequilibrium superconducting states, where the superconducting gap

is reduced by quasiparticles, formed by the induced current [196]. The tetragonal

crystal-field splitting, occuring from the flattened RuO6 octahedra, together with the

strong Coulomb repulsion between the 4d electrons, stabilizes the dxy orbital ordering
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below TMIT [159, 197]. These interpretation is supported by theoretical studies which

suggesting that the orbital order follows the structural transition [138].

Figure 5.9: Sketch of the structural changes induced by a current density J in
Ca2Ru0.99Ti0.01O4 . The blue (red) arrows depict the magnetic moments from the Ru-
atoms without (with) applied current. The blue (red) octahedra sketches the orbital
distortions without (with) current, together with the crystallographic changes of the
the unit cell, depicted as dashed (solid) black lines.
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5.7 Appendix

5.7.1 Temperature-Dependent Measurements

Ca2RuO4 was measured in different geometries and polarization. Fig. 5.10 shows an

overview of the Raman spectra taken 10 K from the crystallographic c- and b- axis. In

the configuration, especially the mode at ≈ 600 is very pronounced. Fig. 5.11 shows

the temperature and polarization dependent Raman spectroscopy measurements of the

crystallographic b- axis.

Figure 5.10: (a) Raman spectra at 10 K in A1g (c(aa)c̄, c(bb)c̄, b(aa)b̄, b(cc)b̄) and B1g

(c(ab)c̄, c(ba)c̄) geometry. M1, M2, and M3 denote the magnetic excitations.
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Figure 5.11: (a)-(e) Temperature and polarization dependent Raman spectra of the
crystallographic b- axis of Ca2RuO4 .
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Chapter 6

BiSbTeSe2

The tetradymite compound BiSbTeSe2 is one of the most bulk-insulating three-dimensional

topological insulators, which makes it important in the topological insulator research.

It is a member of the solid-solution system Bi2−xSbxTe3−ySey, for which the local

crystal structure, such as the occupation probabilities of each atomic site, is not well

understood. We have investigated the temperature and polarization dependent spon-

taneous Raman scattering in BiSbTeSe2 , revealing a much higher number of lattice

vibrational modes than predicted by group theoretical considerations for the space

group R3̄m corresponding to an ideally random solid-solution situation. The density

functional calculations of phonon frequencies show a very good agreement with ex-

perimental data for parent material Bi2Te3, where no disorder effects were found. In

comparison to Bi2Te3 the stacking disorder in BiSbTeSe2 causes a discrepancy between

theory and experiment. Combined analysis of experimental Raman spectra and DFT

calculated phonon spectra for different types of atomic orders showed coexistence of

different sequences of layers in the material and that those with Se in the center and a

local order of Se-Bi-Se-Sb-Te, are the most favored.

6.1 Introduction

Three-dimensional (3D) topological insulators (TIs) attract a great deal of interest

mainly due to their topologically-protected metallic surface states in which the spin is

locked to the momentum [111,198]. Such a spin-momentum locking provides opportu-

nities for realizing various useful functionalities, such as the control of spin polarization

for spintronics or the creation of Majorana zero modes for topological quantum compu-

tation. To take advantage of the peculiar surface state properties, it is useful to create

a situation where the current flows only through the surface states; this requires that
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the bulk of a 3D TI should be insulating. In this regard, some of the tetradymite com-

pounds, such as Bi2Se3, Bi2Te3, and Sb2Te3, are prototypical 3D TIs [199] and they have

been intensively studied in recent years, but these binary tetradymite compounds are

not really insulating in the bulk. The first bulk-insulating 3D TI material, Bi2Te2Se,

was discovered in 2010 and it is an ordered ternary tetradymite coumpound [200].

Its ordered nature, with the Se layer conceiled in the middle of the Te-Bi-Se-Bi-Te

quintuple-layer (QL) unit, is the key to its bulk-insulating property. To further improve

the bulk-insulating property, Ren etal. have employed the concept of compensation and

synthesized a series of solid-solution tetradymite compounds, whose compositions are

generally written as Bi2−xSbxTe3−ySey (BSTS), that are bulk-insulating [201, 202]. In

such BSTS compounds, the concealment of the Se layer in the middle of the QL unit

is kept intact, but an appropriate mixing in the occupancy of the anion layers as well

as the outer chalcogen layers makes it possible to achieve a high level of compensation

between residual electron- and hole-doping. In particular, the nominal composition

of BiSbTeSe2 (BSTS2), which corresponds to (x,y) = (1,2) variant of the BSTS solid

solution, was found to achive a particularly high level of bulk-insulation [201,203,204].

Although, the transport gap is relatively small (up to ∼60 meV [201]), it is inevitable

in compensated semiconductors [205] due to the formation of charge puddles [206].

Since BSTS2 is currently the most bulk-insulating 3D TI material available as a bulk

single crystal, it is widely used in various experiments aiming at studying the surface

transport properties [207–211]. Despite the importance of BSTS2 in the research of

3D TIs, little is know about its local crystal structure. For example, the extent of

randomness in the Bi/Sb sites and the outer Te/Se sites in the QL layers has not

been studied. If there is some correlations between the occupancies of these nomi-

nally random sites, it may lead to a local inversion-symmetry breaking, which might

affect/limit the topological properties of this compound. In this respect, the high-

frequency phonon modes detected in Raman scattering are sensitive to local symmetry

of the crystal lattice, and hence they are expected to provide useful information on

the local crystal structure of BSTS2. In the present paper, we report combined exper-

imental (Raman) and theoretical [density-functional-theory (DFT)] study of BSTS2

solid solution, which allowed us to obtain insights into the local structure of BSTS2.

The temperature and polarization-dependent Raman spectra show the existence of an

unexpectedly high number of Raman-active modes, which are forbidden in the group-

theoretical considerations of the global symmetry of BSTS2 (R3̄m [212]), signaling a

high degree of local symmetry-breaking disorder. To understand their origin, we per-

formed DFT calculations with different combinations of atomic layers in the unit cell.

74



CHAPTER 6. BISBTESE2

This analysis points to the conclusion that the occupancy of the upper and lower sides

of a QL unit are likely to be correlated to prefer the local structure of Se-Bi-Se-Sb-Te

or Te-Sb-Se-Bi-Se, which breaks inversion symmetry. Moreover, we suggest the peak

at ∼ 120 cm−1 in the Raman spectra, corresponding to the E phonon, to be potentially

a marker to estimate the degree of the local inversion symmetry breaking.

6.1.1 Experimental Details

The single crystals of BSTS2 used in the present study were grown from high-purity

elements by using a modified Bridgman method in a sealed quartz glass tube. [201]

Before the measurement, the crystals surface was cleaved along the (001) plane for

a clean shiny surface. For the spontaneous Raman measurements a continuous wave

DPSS laser of 532 nm wavelength and a Krypton gas laser of 647.1 nm wavelength

were used. The samples were mounted in an Oxford Instruments Microstat cryostat,

cooled by liquid Helium. Raman spectra were collected using a triple grating spec-

trometer operating in subtractive mode equipped with a LN2 cooled charge-coupled

device camera.

6.1.2 Results

6.1.2.1 Raman spectroscopy

Figure 6.1: Displacement patterns of the ions, Te (green), Se (red), Bi and Sb (either
black or white), in BSTS2 across the quintuple-layered unit cell, which generate Raman
active modes. Low and high refers to the frequency.

Assuming the same primitive unit cell for BiSbTeSe2 as for Bi2Te3, Bi2Se3, and

Sb2Te3, five atoms are decisive for the group theoretical considerations of the vibra-

tional modes. Therefore, in accordance with the chemical formula there are 3N−3 = 12

optical lattice dynamical modes at q = 0. These modes are exclusively Raman- or
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infrared-active according to inversion symmetry and consequently to their selection

rules [213]. If BSTS2 is an ideally randomly distributed solid solution, the global sym-

metry of R3̄m should be the same as for the parent compounds with the Raman active

irreducible representation given by

Γvib = 2A1g + 2Eg, (6.1)

where Eg and A1g denote in-plane and out-of-plane vibrational modes, see Fig. 6.1.

Locally, this statement does not necessarily hold anymore. Inversion symmetry au-

tomatically breaks when the QL are not symmetrically occupied by the same atoms.

Thus, the originally assumed global space group of R3̄m for BSTS2 turns locally into

R3m with the following irreducible representation:

Γvib = 4A1 + 4E. (6.2)

Parallel and cross polarizations, i.e. c(aa)c and c(ab)c in Porto notation, probe the

diagonal and off-diagonal elements of the Raman tensor, respectively.
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Figure 6.2: (a) Normalized Raman spectra of BiSbTeSe2 at 5K in c(aa)c and c(ab)c
geometry. The red curve shows a fit to the c(aa)c data using Lorenzian modes for no.
1 - 7 and a Voigt profile for no. 8 (blue curves). (b) Temperature dependent Raman
spectra of BiSbTeSe2, measured in c(aa)c geometry. Arrows denote the positions of
the fitted oscillators, see Tab. 6.1.

Thus, E modes are observable in both c(aa)c and c(ab)c geometry, while A1 are only

visible in c(aa)c geometry. In the following, we use this more general representation to

describe our results. Fig. 6.2a shows the polarization dependent Raman measurements

of BSTS2 on the (001)- surface at 5 K. Two distinct modes (∼ 40 cm−1 and ∼ 120

cm−1) appear in both polarizations. These are in line with the number of reported Eg

modes for perfectly ordered binary compounds, listed together with our fit results in
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Tab. 6.1. It is clear by the number of modes observed in parallel polarization that they

exceed the expected number for R3̄m symmetry. Notably, modes of Bi2Se3, Bi2Te2Se,

and Sb2Te2Se correspond to energies of the observed peaks (1, 3 and 5 - 8), leading to

the assumption that the configuration with the Selenium layer in the middle of the QL

is indeed the most favoured one and the compound is highly mixed. In this sense, the

obtained Raman spectrum is a superposition of locally differing sequences of ions.

To shed more light on this, we performed temperature dependent Raman measure-

ments, presented in Fig. 6.2b. These spectra were measured from 350 K down to 5 K

and each spectrum was normalized by the total spectral weight (SW), which decreases

as expected by the Bose factor. The temperature dependent measurements were done

with a laser excitation wavelength of 532 nm. Compared to the laser excitation wave-

length of 647.1 nm, no differences, in terms of energy shifts or line widths of the modes,

were observed. Numbered arrows depict the central positions of fitted oscillators. It

was suggested that electron-phonon coupling could play a role in this class of com-

pounds [214], revealed by possible asymmetric Fano line shapes. In BiSbTeSe2 , the

most likely mode for showing this interaction is no. 8, which shows a strong devia-

tion from a pure Lorentzian line shape, especially below 80 K. However, according to

the high number of phonon modes, it is not possible to make consistent assumptions

about the underlying continuum. Therefore, we cannot confirm a Fano-like resonance

behaviour with our data. The best fitting results were achieved by applying a Pseudo-

Voigt-function, which reflects usually the instrumental limitation in the case of a very

sharp mode. Fig. 6.3 shows the temperature dependencies of the Raman shifts and full

width at half maximum (FWHM) for the strongest modes no. 3, 5, and 8. They all

show anharmonic phonon decaying behaviour. For the mode no. 8, this effect is more

pronounced, which implies stronger anharmonic coupling to the lattice. Below ∼ 40 K

the observed variations with temperature saturate. This coincides with the reported

temperature of charge puddle formation [215].
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Figure 6.3: Temperature dependent Raman shifts and FWHM of mode (a) no. 3 (b)
no. 5 (c) no. 8. Dotted lines are guides for the eyes.
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6.1. INTRODUCTION

6.1.2.2 Density Functional Calculations of Phonon Modes

To investigate the possible origins of the observed vibrational modes, DFT calculations

of lattice dynamics were performed. First we calculated the well investigated parent

compound Bi2Te3 and found a rather good agreement of phonon frequencies with the

experimental results (see Tab. 6.2). Maximal deviation between theoretical and exper-

imental frequencies does not exceed 3.3 cm−1. The binary compound lattice param-

eters and atomic positions were taken from literature [220]. The rhombohedral axes

for BiSbTeSe2 are a = 10.09326 Å and α = 23.7852◦ [201]. As the sequence of atomic

layers in BiSbTeSe2 is unknown and, as it was mentioned above, one would expect a

stacking disorder, we arranged atoms in the unit cell in three different ways: Se(1)-

Sb-Se(2)-Bi-Te, Se(1)-Bi-Se(2)-Sb-Te and Se(1)-Sb-Te-Bi-Se(2). Previously equivalent

atomic positions are now occupied by different sorts of atoms, breaking the inversion

symmetry. Resulting structure for BiSbTeSe2 and the unit cell used in the calculations

are shown in Fig.6.4.

Figure 6.4: Crystal structure of BiSbTeSe2 in R3m with (a) rhombohedral and (b)
hexagonal unit cells.

We used the frozen-phonon method [221] and density functional theory (DFT) to

calculate phonon frequencies. The exchange-correlation functional was chosen to be in

the form proposed by Perdew et al. [179,222]. Since the spin-orbit coupling (SOC) was

shown to be important in the formation of topologically protected states in the parent

compounds Bi2Te3 and Bi2Se3 [199,223], we included this interaction in the calculation

scheme. The calculations were performed using the Vienna ab initio simulation package

(VASP) [178, 194, 224, 225]. A plane-wave cutoff energy was set to 500 eV. We found
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that the k-mesh considerably affects the results of the calculations. Present results were

obtained with the 8 × 8× 8 k-mesh. The structure was geometrically optimized until

the energy difference between two ionic iterations reached 10−5 eV/atom. To calculate

the Hessian matrix only symmetry inequivalent displacements were considered within

finite differences method.

In the present calculations for BiSbTeSe2 , the three atomic arrangements mentioned

above were considered. According to the electronic structure calculations the most

favorable sequence is Se(1)-Bi-Se(2)-Sb-Te. Its total energy is lower by 68 meV/f.u.

than for Se(1)-Sb-Se(2)-Bi-Te, and lower by approximately 100 meV/f.u. than for

Se(1)-Bi-Te-Sb-Se(2). Keeping the same relative order of layers but choosing QL unit

in another way (e.g. see Fig.6.4, blue dashed bracket) we got very similar results.

However, the sequence with Selenium in the middle of the ”real” QL unit still has

the lowest total energy. Thus, from the theoretical point of view the most favoured

stacking sequence is Se(1)-Bi-Se(2)-Sb-Te.

The calculation results for Bi2Te3 are listed in Tab. 6.2 and for different sequences of

atomic layers in BiSbTeSe2 in Tab. 6.2. The mode assignment was done using the anal-

ysis of the eigenvectors of the obtained dynamical matrix. The atomic displacements

for a given frequency are in good agreement with the group theory consideration. As

has been mentioned above, the calculated frequencies for Bi2Te3 show a good agreement

with the experiment and lead to the conclusion that DFT should work for BiSbTeSe2 ,

too. There is indeed a good overall correspondence between calculation and experi-

ment. However, to fit the data satisfactorily a very weak and broad mode centered at

49 cm−1 (No. 2 at 294 K) is needed which is absent in the DFT results. In addition,

the E-mode at 128 cm−1 predicted from the DFT calculations is not resolved in the

spectra, possibly due to a weak scattering strength in combination with the vicinity

of the stronger E and A1 modes observed at 119.6 cm−1 and 133.8 cm−1, respectively.

In Tab. II, one can see that the low frequency E line is found in all three possible

structural stackings. In contrast, the observed E mode at 120 cm−1 fits only with the

calculated E mode of Se(1)-Bi-Se(2)-Sb-Te sequence. Thus, this analysis suggests that

locally our samples mostly have Se(1)-Bi-Se(2)-Sb-Te order, which is also supported

by the DFT total energy calculations presented below.
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6.2 Discussion

The DFT calculations of Bi2Te3 reproduce well the experimentally found phonon en-

ergies and symmetries at 5 K, confirming the group theoretical assumption for the

space group R3̄m. This consideration can, however, hardly be directly converted to

BiSbTeSe2 since in that case the inversion symmetry is necessarily broken. Indeed, the

experiment reveals more than 4 modes (R3̄m : 2A1g+2Eg), which is in good agreement

with the theoretical predictions from a symmetry analysis (R3m : 4A1 + 4E) and the

DFT calculations. It is useful to note that in Bi2Te2Se or Bi2(Te1−xSex)3 for 0.2 < x

< 0.9, some peculiar modes which have neither A1 nor E symmetry have been observed

by Tian et al. [216] and Richer et al. [213]. These authors called them local modes,

which were proposed to result from Se/Te antisite point defects and vibrate at their

own frequency with a broad line width. In view of this work, these local modes may

actually be related to the local inversion-symmetry breaking due to antisite defects.

By comparing the phonon energies of the strong modes in the Raman spectra in Fig.

6.2 to the calculated phonon energies for various local structures, one notices that the

sequences where Selenium is in the middle of the quintuple gives the strongest con-

tributions to the phonon spectrum, meaning that in a major portion of the samples,

Selenium is sitting in the middle of the quintuple layer. This is in line with our DFT

calculations, which show that the sequence Se(1)-Bi-Se(2)-Sb-Te has the lowest total

energy.

6.3 Summary

We have performed polarization dependent spontaneous Raman scattering in a temper-

ature range from 6 K to room temperature and observed an unexpectedly high number

of Raman active modes, which contradicts the group theoretical considerations for the

global R3̄m symmetry and points to the significance of local inversion symmetry break-

ing. Our DFT calculations, which explain the Raman spectra of Bi2Te3 very well, help

us to identify the most prominent local structure realized in BiSbTeSe2 , which turned

out to be the Se(1)-Bi-Se(2)-Sb-Te sequence.
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6.5 Appendix

Fig. 6.5 shows the shiny surface of BSTS2. The corresponding X-diffraction patterns

are in a good agreement with the simulated Bragg-peaks and supports the assumption

of the group theoretical considerations of a global space group R3̄m.

Figure 6.5: (a) Real image of BiSbTeSe2 on a copper sample holder. (b) x- ray
diffraction pattern of (a). (c) Reflection peak simulation for the R3̄m
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6.5. APPENDIX

6.5.1 BiSbTeSe2 Thin Sample

Figure 6.6: (a) Raman spectra of BiSbTeSe2 at 5K in c(aa)c geometry for 220 and 7.5
µm thick samples. (b) Temperature dependent Raman spectra of the 7.5 µm
BiSbTeSe2 sample, measured in c(aa)c geometry. Numbers denote the phonon mode
assignment from the previous section. (c) Raman shifts of the 7.5 µm thick sample
for modes number 3, 5, and 8.

The sample thickness of BiSbTeSe2 was reduced from 220 µm to 7.5 µm (estimated

by the periods of IR fringes). The most of the phonon mode energies reveal a red-shift

by reducing the thickness, see Fig. 6.6 (a). Mode No. 8 shows the strongest thickness

induced shift of 16 cm−1 (2 meV). Interestingly, mode No. 7 is not effected by this,

although it is also an out-of-plane A1- mode. Temperature dependence show for the

modes No. 3, 5, and 8 a much stronger pronounced saturation of the Raman shift as

for the thicker sample, Fig. 6.6c.
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6.6 Resistivity

Figure 6.7: (a) Resistivity data of BiSbTeSe2 for 1 mA (black), 5 mA (blue), and 10
mA (red), respectively. The inset shows the time dependent temperature change. (b)
Linear fit for (a) to calculate the activation energy ∆. (c) Repeated resistivity
measurement measured with 10 mA and a longer duration at the lowest reached
temperature, see inset.

Fig. 6.7 a) shows the resistivity for different applied currents. Below ∼ 45 K the

three resistivity curves start to deviate from each other. Additionally, the difference

between down and up measurement becomes larger for higher currents. To exclude

measurement time induced effects the cooling and the heating rate was kept constant,

see inset Fig. 6.7 a). Above ∼ 45 K the data is fitted by the Arrhenius law to compare

the activation energies. The following assumption holds

1

ρ
∼ σ ∼ n ∼ exp

− ∆
kBT , (6.3)

where σ is the conductivity, n is the population number, ∆ is the activation energy

and kB is the Boltzmann constant. Furthermore,
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6.7. BISBTESE2 WHITE-LIGHT PUMP-PROBE

ln ρ ∼ ∆

kBT
, (6.4)

where ∆ ·kB is the slope of the fitted function,∗ Fig. 6.7 b). The obtained values of

∆1mA = 24.26± 0.03 meV, ∆5mA = 23.9± 0.03 meV and ∆10mA = 22.8± 0.03 meV are

in the reported range between 22 and 30 meV and can vary from batch to batch [201].

Nevertheless, in the fitted range of 64 and 130 K a current induced decrease of ∆ is

observed and can be explained by the additional charge carriers which reduces the

transition barrier. A decrease of ρ is also observed when the measurement is fixed

at an arbitrary temperature below ∼ 45 K, demonstrated in Fig. 6.7 c). The inset

shows the different measurement times for the lowest reached temperature for 10 mA.

Measurement No. 1 and 2 shows different amplitudes, but reveal qualitatively similar

features. A possible explanation is the formation of puddles at low temperatures and

their spatial reorientation with time. Due to band deformation an electron inside a

puddle may only be in a local minima of the ground state. However with time, at low

temperatures the electron can tunnel into an available lower energy state. Mobile pud-

dles which change the macroscopic behavior would explain the quantitatively different

appearance of measurement No. 1 and 2.

6.7 BiSbTeSe2 White-Light Pump-Probe

Fig. 6.8a and b summarizes the wavelength- and time-dependent results for BiSbTeSe2 at

294 K. For a easier discussion, times Ti at extreme values and the corresponding times

in between ∆Tij are defined in Fig. 6.8b. At negative probe delay of the differential

reflection signal is detected, caused maybe by probe pulses from earlier times, reach-

ing before the pump pulse and before the sample recovers. Thus, the positive probe

delay signal is a superposition between the present pump pulse and a background in-

duced by the pump, Fig. 6.8b (similar effects are observed in Ref. [226]). After a fast

rising time of 0.05 ps of the differential reflection signal reaches the first maximum

at T1. Within ∆T12 a combination of non-oscillatory-decaying of ∼ 5 ps plus high-

frequency-oscillatory signal is observed (compare Bi1.5Bi0.5Te1.8Se1.8 in Ref. [227]).

Fig. 6.8c shows the wavelength independent oscillation subtracted by the exponential

decay which reveals a coherent oscillation of the period of 0.5 ps (66.7 cm−1). This

is consistent with the Raman observations of the longitudinal A1g in the previous sec-

tions. In the literature reported pump-probe studies also observe A1g coherent optical

∗The result in J is in the following converted to eV, 1 eV = 1.602176634 ∗ 10−19 J.
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phonon in Bi1.5Sb0.5Te1.8Se1.2, Bi2Se3, Sb2Te3, and Bi2Te3 [226–230]. For probe ener-

gies below 1.636± 0.002 eV (757.68 nm) the signal becomes negative after 2.6 ps and

recovers again after 7.4 ps at T2, normally a sign for photo-induced bleaching. Below

560 nm (2.21 eV) an additional increase is observed. For all wavelength a increase of

intensity is observed at T3 ∼ 18 ps and at T5 ∼ 130 ps with a saddle point T4 ∼ 30 ps

in between. T5 and the decay after is strongly energy dependent . ∆T23 and ∆T34 are

both 15 ps which is corresponding to 0.033 THz (0.13786 meV) and can be identified

as a coherent acoustic phonon [226].

In summary, the signal above a few ps is interpreted as coherent lattice vibration.

Whereas, at smaller delay times it is attributed to a combination of coherent lattice

vibrations and energetically or thermally excited carriers. These results are in line with

similar experiments on Bi2Se3 reported in Ref. [226]. The measurement indicates that

in BiSbTeSe2 in the ultrashort regime, with a rising time of ∼ 0.05 ps, is due to the

thermalization and energy relaxation of hot carriers.
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Figure 6.8: (a) Photoinduced change of BiSbTeSe2 versus pump-probe time delay for
selected wavelength from 0 to 10 ps. (b) Contour plot of the pump-probe time delay
for the first 5 ps, subtracted by the exponential decay, versus the measured
wavelength.
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Chapter 7

7- Atom Armchair Graphene

Nanoribbons

The opening of a band gap in graphene nanoribbons induces novel optical and elec-

tronic properties, strongly enhancing their application potential in nanoscale devices.

Knowledge of the optical excitations and associated relaxation dynamics are essential

for developing and optimizing device designs and functionality. Here we report on

the optical excitations and associated relaxation dynamics in surface aligned 7-atom

wide armchair graphene nanoribbons as seen by time-resolved spontaneous Stokes and

anti-Stokes Raman scattering spectroscopy. On the anti-Stokes side we observe an op-

tically induced increase of the scattering intensity of the Raman active optical phonons

which we assign to changes in the optical phonon populations. The optical phonon

population decays with a lifetime of ∼ 2 ps, indicating an efficient optical-acoustic

phonon cooling mechanism. On the Stokes side we observe a substantial decrease of

the phonon peak intensities which we relate to the dynamics of the optically induced

exciton population. The exciton population shows a multi-exponential relaxation on

the hundreds of ps time scale and is independent of the excitation intensity, indicating

that exciton-exciton annihilation processes are not important and the existence of dark

and trapped exciton states. Our results shed light on the optically induced phonon and

exciton dynamics in surface aligned armchair graphene nanoribbons and demonstrate

that time-resolved spontaneous Raman scattering spectroscopy is a powerful method

for exploring quasi-particle dynamics in low dimensional materials.
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7.1 Introduction

Graphene based nanostructures have been attracting widespread attention in research

and industry [231–233] since the first graphene electronic device was demonstrated

in 2004 [234]. Of particular interests are the spatially confined strips of graphene

monolayer, dubbed graphene nanoribbons (GNRs). Due to one-dimensional quantum

confinement and edge dependent effects, these GNRs display remarkable chemical,

electrical and optical properties, including a width tuneable band gap, excitonic opti-

cal transition, and potentially room temperature ballistic transport [235–237]. These

novel properties result in many potential applications in nanoscale electronic transistor

devices [238], optical modulators [239] , quantum gates [240], and infrared photodetec-

tors [241]. The development of applications, as well as the fundamental understanding

of the GNRs electronic properties requires knowledge of the fundamental optical exci-

tation properties and energy relaxation mechanisms in these one dimensional systems.

Over the past, electronic structures and excitation properties of GNRs have been in-

vestigated via conventional spectroscopic techniques such as X-Ray absorption [242],

scanning tunneling [243], and photoelectron spectroscopy [244]. In addition the elec-

tronic structure has been studied from a theoretical point of view [245, 246]. The

general steady state features such as the band gap structure of GNRs are reasonably

well understood by now. Studies on the dynamical non-equilibrium properties of GNRs

are, however, more scarce most likely due to lack of sufficiently sensitive experimental

techniques for these single layered materials. Recently, polarized reflectance measure-

ments combined with ab initio calculations [237, 247] demonstrated that the optical

absorption in armchair graphene nanoribbons (AGNRs) are dominated by excitonic

transitions. The investigation of the electronic relaxation dynamics in graphene based

nanomaterials has been limited to a few cases reporting transient absorption spec-

troscopy measurements of solution solvated and suspended samples [248], and time

resolved terahertz studies of multilayer aggregated GNRs [249]. The development of

methods to grow aligned GNRs on gold surfaces, and techniques to transfer the GNRs

to nonmetallic substrates [250] opened the possibility to study the properties of GNRs

in a more controlled manner, including for instance symmetry aspects using polariza-

tion sensitive spectroscopies. Steady state Raman spectroscopy has been proven to be

a versatile tool in the characterization of carbon and graphene based materials [251].

It allows to determine the number and orientation of layered graphene, yields infor-

mation on strain, doping, disorder, and provides a good method to assess the quality

of graphene based materials as well as the nature of edges and functional groups in
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functionalized graphene. In addition to this, the time-resolved variant of Raman spec-

troscopy is a powerful method to investigate both incoherent phonon relaxation as

well as electron-phonon coupling and electronic dynamics [252]. In this report, we ap-

plied these spectroscopic techniques to study the optical transition properties and in

particular the optically induced phonon and electronic dynamics in the 7-atom wide

armchair graphene nanoribbons (7-AGNRs) aligned on a silica/silicon substrate. We

demonstrated that not only the phonon population, but also the excitonic relaxation

dynamics, can be extracted from the optically induced changes in the Raman spectrum.

To achieve the latter, we make use of the strong resonant enhancement of the optical

phonon Raman scattering due to excitonic transitions. The observed fast phonon cre-

ation and relaxation originates from an efficient exciton-phonon and optical-acoustical

phonon coupling, respectively, indicating of an efficient energy dissipation in this mate-

rial. The observed strong resonant optical transition and non-exponential nature of the

excitonic relaxation in this one dimensional system evidences the dominated existence

of dark and trapped exciton states. These knowledge provide fundamental understand-

ing of the GNRs system toward further optimizing electronic device application.

7.2 Experimental

7-AGNRs were synthesized using the well-established bottom-up fabrication approach

on Au (788) surfaces which exhibit a regular arrays of narrow (111) terraces dictat-

ing the direction of growth [253] and yielding high quality, densely aligned ribbons.

The transfer from the Au (788) substrate to the insulating silica/silicon substrate was

performed by the alignment-preserving bubbling transfer method based on an elec-

trochemical delamination process. The bottom up syntheses process and our sample

transfer method guarantees that we have monolayer 7-AGNRs film [254]. Steady state

(one laser beam) Raman spectra of 7-AGNRs were performed using a micro-Raman

setup equipped with a tandem triple spectrometer (Spectroscopy & Imaging GmbH)

and LN2 cooled CCD (PyLoN 100; Princeton Instruments). An optical parametric am-

plifier (OPA, Light conversion), pumped by a single-unit amplified femtosecond laser

(Pharos, Light conversion) running at a repetition rate of 100 kHz provided wavelength

tuneable (400 nm to 800 nm; 1.5-3.1 eV) picosecond pulses (∼ 2 ps) as excitation source.

The excitation pulses were spectrally cleaned and narrowed (full width a half maxi-

mum (FWHM) ∼ 10 cm−1) using a home build pulse shaper. The pulses were focused

on the sample with a 20 times micro objective, and Raman signals were collected in

a backscattering geometry. To avoid sample degradation, samples were mounted in a

93



7.3. RESULTS AND DISCUSSION

cryostat pumped down to 10−5 mbar. Time-resolved measurements (Fig. 7.1(a)) of

7-AGNRs were performed with the same setup by introducing a pump laser pulse (300

fs) provided by a second OPA (ORPHEUS, Light conversion) pumped by the same

amplified laser. Details of the time-resolved spontaneous Raman spectroscopy technics

and methods have been described elsewhere [255]. The samples were pumped with laser

wavelengths of 590 nm (2.1 eV) and 490 nm (2.5 eV) respectively, and Raman signal

were collected using 512 nm (2.4 eV) probe pulses (Fig. 7.1(c)). Both the pump and

probe light polarization are parallel to the long axis of the AGNRs. In order to avoid

optical damage of the samples and improve the signal to noise ratio, the laser spot

sizes on the sample were defocused to ∼ 60 µm. The back reflected Raman scattering

signals were re-collimated with an additional telescope lens group before entering the

spectrometer. Time-resolved measurements were performed using pump pulse fluen-

cies ranging from 7.5 µJ/cm2 (0.47 × 1014 photons/cm2) to 38.2 µJ/cm2 (2.37×1014

photons/cm2). Under these conditions no signs of damage to the sample are observed

after hours of measuring. At higher fluencies (> 50µJ/cm2) we observed an slow in-

growth of a broad band ‘background’ signal with time and a slowly decreasing phonon

peak intensity indicating damage to the sample.

7.3 Results and discussion

Fig. 7.1(b) presents typical steady state polarized Raman scattering spectra of the

7-AGNRs on Stokes side. The phonon scattering peak at around 521 cm−1 originates

from the silica/silicon substrate and provides a good reference for the measurements.

The highly orientated nature of our samples is demonstrated by the strong enhancement

(×10) of the Raman signal when the incoming light is polarized along the ribbons [250].

The G- and D-like modes typical for all graphene related materials are clearly observed

in the spectra. The C-C stretching G-like mode, located at 1608 cm−1, corresponds to a

carbon-carbon bond stretching mode along the ribbon. The D-like mode related to the

armchair edge termination of GNRs [256] is found at 1345 cm−1 and is weaker than the

G-like mode. Other vibrational Raman peaks [257], like the breathing mode related

to the ribbon width expansion is found at 398 cm−1, and the confinement derived

vibrational modes at 1255 cm−1 and 1266 cm−1 were also well resolved. In general,

the spectra measured with the pulsed laser are fully consistent with previous results

measured on 7-AGNRs on insulating and metallic substrate surface with continuum

lasers [250]. To investigate resonance effects due to optical transitions in 7-AGNRs,

wavelength dependent Raman scattering measurements were performed. Fig. 7.1(c)
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Figure 7.1: (a) Illustration of the spontaneous Raman scattering experiments. Steady
state measurement is obtained when the pump beam is blocked. (b) Steady state
Raman scattering spectra of the 7-AGNRs on silica/silicon recorded with picosecond
pulsed laser at 512 nm, EP indicates that the polarization of laser pulse is along the
ribbons, EV indicates that the polarization of laser pulse perpendicular to the ribbons.
(c) Energy dependence of the Raman intensity of the phonon G peak, showing a strong
resonant enhancement of the Raman scattering. Dark yellow and blue arrows indicate
the pump energies used for the time-resolved experiments, green arrow indicates the
Raman probe energy used for the data shown in (a) and for the time-resolved experi-
ments.
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Figure 7.2: Time-resolved spontaneous Raman scattering spectra of the 7-AGNRs
recorded on Stokes side, with pump energy at 2.1 eV and Raman probe energy at
2.4 eV. (a) Raman scattering intensity spectra at different delay times after optical
excitation. (b) Difference spectra obtained by subtraction the spectrum at ∼ 5 ps from
each spectrum in (a) at different corresponding delay time. The color bars indicate the
integration regions used in the analysis of the transient behaviour.

96



CHAPTER 7. 7- ATOM ARMCHAIR GRAPHENE NANORIBBONS

depicts the resonance profile of the integrated intensity of the G-like mode. A clear

resonant profile was observed, centered at ∼ 2.3 eV with a FWHM of ∼ 0.4 eV. The

observed resonant profile resembles the imaginary part of the dielectric function of 7-

AGNRs on a gold substrate, which was interpreted in terms of an excitonic transition

[237]. The excitonic transition width observed here with Raman is much broader than

those of nanotubes, the reason for this most likely originate from the fact that two

electronic transitions (E11 and E22) are involved [237] combined with inhomogeneous

broadening due to a broad length distribution [258] and possibly defects induced in the

sample transfer process. The fundamental energy gap for 7-AGNRs on a gold surface

is strongly reduced due to polarization screening by the substrate compared to the

theoretically calculated energy gap of ∼ 3.7 eV [237]. In our case one expects a much

weaker screening by the silica/silicon substrate, and hence a substantially higher single

particle band gap. Indeed, it has been demonstrated that the reduced screening for

7-AGNRs aligned on an Au-Silicon alloy substrate leads to a band gap of 2.7 eV [259].

Since the dielectric constant of our silica/silicon substrate is even lower, we expect a

single particle band gap much closer to the theoretical value of 3.7 eV. In view of this

we can safely assign the observed resonance around 2.3 eV in the Raman scattering

experiment to excitonic transitions associated with an exciton binding energy larger

than 1 eV.

Fig. 7.2a depicts the time-resolved Stokes spectra after optical excitation at 590

nm (2.1 eV), with excitation laser intensity around 1.2 × 1014 photons/cm2. To more

clearly exhibit the pump induced effects on the Raman spectra, Fig. 7.2(b) shows dif-

ference spectra obtained by subtracting the -5 ps spectrum (top panel Fig. 7.2a) from

the time delayed spectra in Fig. 7.2a. As is clear from the figures, the Raman spectra

show an overall decrease of scattering intensity for all time delays, which recovers on a

hundreds of ps time scale. Similar spectral changes were also observed upon excitation

at higher photon energy at 490 nm (2.5 eV) (Fig. S2 in the Appendix). These obser-

vations are in contrast to the usual observations in time-resolved spontaneous Raman

experiments of an increasing optical phonon scattering intensity originates from an,

through the electron-phonon scattering processes, optically increased phonon popula-

tion [260–262].This surprising result can be understood in terms of optically induced

changes in the Raman resonance efficiency which allows extraction of the electronic

relaxation dynamics from our data, as we will elaborate later on in this report. To

obtain a more detailed insight into the dynamics, the changes in the phonon scattering

intensities of the D-like and G-like bands are integrated (over regions indicated by the

colored areas in Fig. 7.2b) for each time delay.
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Figure 7.3: Decay dynamics of the phonon peak D-like (top panels) and G-like (bottom
panels). (a) Dynamics observed at the excitation wavelength of 590 nm (2.1 eV). (b)
Dynamics observed at the excitation wavelength of 490 nm (2.5 eV). Black circles
represent the experimental data, red lines represent a global fitted. Insets show the
short time dynamics.
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The dynamics of the D-like and G-like bands are plotted in Fig. 7.3 and are found

to be identical: the changes in the Stokes spectra show a substantial decay within 100s

of ps, but only fully recover on a ns time scale, which is out of our detection window.

Multi-exponential decay functions are required to fit the data, where a global fitting

of the D-like and G-like responses yield decay times of 1.4 ps and 34 ps for the 2.1

eV pumped spectra, and 1.7 and 37 ps for the 2.5 eV pumped spectra. The 20-40 ps

decay dynamics observed is much longer than the general optical phonon population

dynamics in graphite and graphene related systems [260, 262–264] which are in the

time range of 1-2 ps. On the other hand, the lifetime constants obtained here are

comparable to those of dynamics in various graphene nanotubes [265–268], where the

excitons dynamics typically shows a double exponential decay with lifetimes of 1-15 ps

30-90 ps, respectively. This, together with the resonant nature of the Raman scattering,

strongly suggests that an exciton related relaxation mechanism is responsible for the

observations.

To test if any many-body relaxation mechanisms are involved in the decay of the

Stokes response, excitation intensity dependent measurements are carried out with the

pump photon energy at 2.1 eV. The measured results are presented in Fig. 7.4. Since

dynamics form D-like and G-like peaks are generally the same, only the average of

the D-like and G-like responses is plotted. For pump excitation densities < 1.2× 1014

photons/cm2 a linear increase of the signal is observed which seems to saturate above

this value (see inset in Fig. 7.4(a)). Fig. 7.4a, which shows the same data normalized to

the maximum response, indicates that there is no pump excitation power dependence

in the dynamics, demonstrating the absence of many-body processes in the transient

behavior of the signal.

It is clear from the above that the dynamics of the phonon population cannot be

extracted from the Stokes side Raman spectra. In order to obtain insight in the phonon

population experiments on anti-Stokes side, using identical experimental conditions

with a pump energy of 2.1 eV and pump intensity of 1.2 × 1014 photons/cm2. The

recorded time dependent spectra are presented in Fig. 7.5, in the same manner as

those on Stokes side in Fig. 7.2. Indeed a pump induced enhancement of the phonon

scattering signals is observed for both D-like and G-like responses on the anti-Stokes

side. The dynamics show a very fast response, with ingrowth times faster than our

time resolution and decay time of ∼2 ps.

The integrated intensity dynamics for the D-like and G-like responses in Fig. 7.5a

are shown in Fig. 7.6 a, both have identical relaxation dynamics. A global single

exponential fit yields a decay constant of 1.9 ps, which can be interpreted as the
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Figure 7.4: Pump (2.1 eV) excitation intensity dependence of the decay dynamics. The
data represent the averaged response of the D-like and G-like bands. In a) the raw data
are presented and in b) data are normalized to show the absence of the pump intensity
dependent dynamics. The inset in a) shows the pump excitation intensity dependence
of the amplitude at a delay of 2 ps.
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Figure 7.5: Time-resolved spontaneous Raman scattering spectra of the 7-AGNRs
recorded on anti-Stokes side. a) Raman scattering intensity spectra at different delay
times after optical excitation at 2.1 eV. b) Pump induced difference spectra obtained by
subtraction the spectrum at ∼5 ps from each spectrum in a) at different corresponding
delay times.
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Figure 7.6: Phonon population dynamics of 7-AGNRs extracted from anti-Stokes spec-
tra. a) Dynamics for peak D- and G-like (symbols: experimental data; lines: globe
single exponential fit). b) Calculated D- and G-like transient phonon temperatures.
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lifetime of the optical phonons. In principle, phonon temperatures can be obtained

from the signal ratio between Stokes and anti-Stokes side, based on the detailed balance

resulted from fluctuation-dissipation theorem. However, due to the strong resonance

Raman effects this is not trivial. We therefore estimated the transient optical phonon

temperature using the reasonable assumption (see supplementary information in the

Appendix) that before time zero the phonon temperatures are equal to the environment

temperature (∼ 300 K). As indicated in Fig. 7.6b, the transient temperatures estimated

from both D-like and G-like peaks are, within the experimental accuracy, identical and

reach a maximum value of 350 K within our time resolution. They decay to the

equilibrium temperature within 2 ps as the optical phonons are depopulated through

optical-acoustical phonon scattering. As have been observed from the dynamics of the

optical phonon peaks D-like and G-like, the decay behaviors on anti-Stokes side matches

the phonon population dynamics, while the decay behaviors on Stokes side matches

the electronic relaxation time scale in graphene based materials. To further clearly

derive these relations, we assume that the pump induced phonon signal changes are

contributed by both of the phonon population and the Raman susceptibility changes.

Ignoring other constant parameters, simply the observed Raman signals on the Stokes

side [16] can be expressed as:

ISun−pumped = |χR|2(1 + np) (7.1)

where χR is the phonon Raman susceptibility tensor and np is the statistical phonon

population number. After optical excitation, the time dependent change of |χR|2 and

np is ∆|χR|2(t)) and ∆np(t) respectively. Thus Raman signal after optical excitation

is:

ISpumped = (|χR|2 + ∆|χR|2(t))(1 + np + ∆np) (7.2)

such that the pump induced difference signal is

∆IS = ISpumped − ISun−pumped = ISpumped = (|χR|2 + ∆|χR|2(t))∆np(t) + (1 + np)∆|χR|2(t)

(7.3)

Since ∆np(t) << 1 and np << 1, formula (3) can be reduced to

∆IS = ∆|χR|2(t) (7.4)
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Clearly this indicates that the signal changes on Stokes sides are dominated by

the Raman tensor changes. The decreasing of Raman susceptibility can easily be

understood from resonant properties of the Raman process, based on a two-state mode.

Since the resonant Raman scattering signals are dictated by the first step of resonant

optical transition, a bleach of the electronic ground state, or state filling on the excited

state, can decrease the optical transition probabilities and thus reduces the Raman

signals. For a simplified two energy level model system, we demonstrate that the

Raman tensor square changes has simple relation to the hole population probability

(Supplementary information in the Appendix) ρ, written as:

∆|χR|2(t) = −4κ2ρ (7.5)

where κ is a constant, related to the optical transition matrix elements involved in

the Raman process. Thus (7.3) becomes:

∆IS = −4κ2ρ (7.6)

which indicates that, on the Stokes side, the difference signal observed is linearly

related to the electron (hole) density. Therefore, the observed decay of Raman signals

can be attributed to the electronic relaxation dynamics. Similarly, on anti-Stokes side,

the pump induced difference signal can be expressed as:

∆IAS = ∆np(t)|χR|2(t) + np(t)∆|χR|2(t)... (7.7)

In a condition that the phonon population ∆np(t) induced by the pump is larger

comparing to the equilibrium phonon population np, while ∆|χR|2(t)) is only a few

percent of |χR|2 (which is true for most of experiments), i.e. specifically we have

∆np(t)

np(t)
>>

∆|χR|2(t)

|χR|2
(7.8)

Thus the last two terms on the right side of (7.3) can be ignored, and reduces to

∆IAS = |χR|2(t)∆np(t) (7.9)

This is exactly the expected result for the phonon population dynamics which can

be observed from anti-Stokes side and is proportional to the signal intensity changes.

From above simple analysis, we conclude here that in time-resolved spontaneous Ra-
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man spectroscopy, phonon and electronic population dynamics can be observed from

the anti-Stokes and Stoke side Phonon signal changes respectively. The optical phonons

life time (∼ 2 ps) in 7-AGNRs is found to be very similar to the dynamics observed in

graphite and graphene nanotubes [262]. The main difference is in the observed temper-

ature increase which is only 50 K in 7-AGNRs and can exceed 1000 K in graphite under

similar excitation conditions [261]. Correspondingly, the phonons in 7-AGNRs also do

not show any spectral dynamics such as the stiffening observed in graphite. These

differences originate from the generation mechanism of the optical phonons. In the

experiments on graphite the optically induced phonon population is created through

relaxation of the highly excited free carriers to the conduction band minimum. In our

experiments on the 7-AGNRs, however, the optical transitions are excitonic in nature

and excited with only a limited amount of excess energy (i.e. close to resonant ex-

citation), leading to a much lower raise of the phonon population, and thus phonon

temperature, as compared to the graphite case. The most interesting observation re-

ported here is arguably the decay dynamics of the Stokes spectra. Since we are directly

exciting the excitonic transition responsible for the resonant Raman enhancement, the

transient decay of the Stokes response directly reflects the exciton dynamics of the

7-AGNRs (see supplementary information). The reduction of the resonant enhance-

ment is a direct consequence of ground state bleaching/excited state filling, i.e. of the

reduction of the optical transition probability. We note that pump-probe Terahertz

conductivity experiments on multi-layered AGNRs showed a short lived dynamics (1-2

ps) which has been assigned to free carrier relaxation followed by the formation of

excitons. Though we observe a similar fast time scale of the initial decay of the Stokes

response, its origin has a different nature. Our steady state resonant Raman results

demonstrate the pure excitonic nature of the transitions around 2.3 eV in 7-AGNRs,

therefore one does not expect any substantial density of free carriers directly after pump

excitation. This is corroborated by the observation that the dynamics and amplitudes

of the signal are nearly identical for both excitation energies used in the experiments

(2.1 eV and 2.5 eV, see Fig. 7.3), and by the observation that the fast decay compo-

nents recovers around 50% of the initial amplitude. The latter would not be expected

if formation of excitons from free carriers is responsible for the initial fast decay since

such a process does not substantially recover the optically induced ground state bleach-

ing and thus the changes in the Raman resonance enhancement. Since 7-AGNRs are

non-luminescent [250], exciton recombination must be non-radiative decay process. In

carbon nanotubes, non-radiative exciton relaxation decay proceeds by passing through

either long-lived defect related trap states [269] or through scattering into the optically
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inactive dark exciton states [270]. Similarly in the AGNRs, one expects both trap and

dark states. The dark states are derived from the E12 (upper valence band to second

conduction band) and E21 (second valence band to lowest conduction band) transi-

tions [245], whereas defect related trap states (both short and long lived) are expected

to be present either originating from the bottom up growth process or from the elec-

trochemical transfer process. The observed decay dynamics can now be understood

as follows. After the initial creation of the free exciton population excitons populate

both dark as well as trap states. Within the first 2 ps part of this population (short

lived trap states) recombine, thereby reducing the transient response. In the follow-

ing 30 ps dark excitons decay non-radiatively, leaving only the long lived trap exciton

states, which amount to about 20% of the initial excited exciton population. These

latter then decay on a nanosecond timescale which is out of our observation window.

In most graphene based nanomaterials, such as the carbon nanotubes [271–273] and

a cove-shaped graphene nanoribbons [248], diffusion controlled exciton-exciton annihi-

lation dominates the exciton relaxation processes. Our experiments have shown that

in our case many-body processes do not play a dominant role. This is understandable

in view of the relatively short length [258] of the 7-AGNRs (∼ 20 nm) compared to

carbon nanotubes (exceeding 1 µm) and the mild excitation conditions used in our

experiments: one does not expect a substantial amount of AGNRs with more than one

exciton excited and hence no exciton-exciton annihilation process occurs. In summary,

we have employed time-resolved spontaneous Raman spectroscopy to reveal the ab-

sence of exciton-exciton processes and a peculiar dependence of the Raman intensity

on the Raman tensor for Stokes and anti-Stokes sides in 7-AGNRs. Optical excitation

of the excitonic transitions leads to an enhanced optical phonon population through

relaxation of the excess exciton energy by exciton-phonon scattering on a time scale

faster than our temporal resolution (∼ 1.5 ps). The decay times of the optical D-like

and G-like phonon populations, originating from optical-acoustic phonon scattering,

are found to be ∼ 2 ps, similar to values found in other graphene based nanomaterials

and graphite. The exciton dynamics is directly reflected in the optical induced changes

of Raman susceptibility. No evidence for diffusion controlled exciton-exciton recombi-

nation has been found, consistent with expectations. The exciton relaxation is found

to be multi-exponential (decay constants ∼ 1.5 , ∼ 30 ps and > 1 ns) reflecting the

presence of short and long lived trap states as well as the expected dark states with a

life time of ∼30 ps.

106



CHAPTER 7. 7- ATOM ARMCHAIR GRAPHENE NANORIBBONS

7.4 Acknowledgements

The here presented chapter has been published in

J. Zhu, R. German, B. Senkovskiy, D. Haberer, F. Fischer, A. Grüneis, Y.
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7.5 Appendix

7.5.1 Phonon Temperature Estimation in Resonant TR-Raman

The Raman scattering signals form the Stokes side is

IS = CSχ
2
S(1 + np)(ω − Ω)4, (7.10)

and the anti-Stokes side

IaS = CaSχ
2
Snp(ω + Ω)4, (7.11)

Where CS , CaS are constants including optical constants, geometry factors, laser

intensity, detector sensitivity and other instrumental aspects, χ is the Raman tensor,

np is the phonon population number, and ω and Ω are the laser frequency and phonon

frequency, respectively. The ratio of Stokes to anti-Stokes side signal is:

R =
CSχ

2
S

CaSχ2
aS

1 + np
np

(νlaser − Ω)4

(νlaser + Ω)4
(7.12)

In quasi-equilibrium, the phonon population can be calculated according the statis-

tics, i.e.,

np =
1

exp
− hΩ
kBT

(7.13)
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From formula 7.12 and 7.13, temperature of phonons can be calculated. In order

to determine the prefactor
CSχ

2
S

CaSχ
2
aS

in 7.12, we further make the assumption that, before

time zero, temperature is close to the room temperature (300 K), and the ratios of χS

to χaS, CS to CaS are not changing during all the delay times of the experiments.

7.5.2 Phonon Population and Raman Tensor Changes vs Car-

rier Population

Without loss of generality, we write down the electronic susceptibility tensor χij of a

two- energy level system as:

χij ∝ N(ρ00 − ρ11)(
< ψ0|ri|ψ1 >< ψ1|rj|ψ0 >

ω01 − ω − iΓ
+
< ψ0|rj|ψ1 >< ψ1|ri|ψ0 >

ω01 + ω + iΓ
) (7.14)

where N represents two-level density of the system, and ρ00 and ρ11 are the diagonal

density matrix elements referring to the ground state ψ0 and excited state ψ1, ω is the

laser excitation frequency, and Γ is the damping constant. The Raman susceptibility

tensor associated with a general vibration model Q can be written as:

∂χij
∂Q
|Q0 ∝ N(ρ00 − ρ11)

∂

∂Q
(
< ψ0|ri|ψ1 >< ψ1|rj|ψ0 >

ω01 − ω − iΓ
+
< ψ0|rj|ψ1 >< ψ1|ri|ψ0 >

ω01 + ω + iΓ
)|Q0

(7.15)

Thus, Raman tensor is proportional to the population difference N(ρ00 − ρ11), i.e.

∂χij
∂Q
|Q0 ∝ N(ρ00 − ρ11), (7.16)

where ρ00 + ρ11 = 1 and it becomes

|∂χij
∂Q
|2Q0
∝ N(1− 4ρ11 − 4ρ2

11). (7.17)

Since ρ11 �, ρ2
11 can be neglected such that

|∂χij
∂Q
|2Q0
∝ N(1− 4ρ11). (7.18)
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Finally,

∆|∂χij
∂Q
|2Q0
∝ −4Nρ11. (7.19)

I.e., the reduction of the squared Raman susceptibility tensor |∂χij
∂Q
|2Q0

is linearly

proportional to 4 times the excited state population Nρ11. The pump induced phonon

signal changes are due to both changes in the phonon population as well as changes

in the Raman susceptibility. Ignoring changes in the prefactors, the observed Raman

signals on the Stokes side can be expressed as:

ISun−pumped = |χSR|2(1 + np) (7.20)

After optical excitation, the time dependent change of |χR|2 and np is |χR|2(t) and

δnp(t) respectively, thus Raman signal after optical excitation is:

ISpumped = [|χSR|2 + δ|χSR|2(t)][1 + np + δnp(t)] (7.21)

such that the pump induced difference signal is

∆IS(t) = ISpumped − ISun−pumped (7.22)

= [|χSR|2 + ∆|χSR|2(t)]∆np(t) + (1 + np)∆|χSR|2 (7.23)

Since ∆np(t)� 1 and np � 1, the formula reduces to

∆IS(t) = ∆|χSR|2(t) (7.24)

Combined with 7.19 the Stokes side Raman signal change is

∆IS(t) =∝ −4Nρ11 (7.25)

which indicates that, on the Stokes side, the difference signal observed is linearly

related to the electron (hole) density induced by optical pump. Therefore, to a good

approximation, the observed dynamics of Raman signals on the Stokes side reflect the
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electronic relaxation dynamics.

Similarly, on anti-Stokes side, the change of the intensity can be expressed as,

∆IaS(t) = |χaSR |2∆np(t) + np∆|chiaSR |2(t) + ∆np(t)∆|χaSR |2(t) (7.26)

Since at temperatures T ≤ h̄Ω/kB one has np � 1 this can very well be approxi-

mated as thus the last two terms on the right side above can be ignored, and reduces

to

∆IaS(t) = |χaSR |2∆np(t) (7.27)

Therefore, to a good approximation, the observed dynamics of Raman signals on

the anti- Stokes side reflect the vibrational relaxation dynamics.
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Y. Maeno, “Structural and magnetic aspects of the metal-insulator transition

in ca2−xsrxruo4,” Phys. Rev. B, vol. 63, p. 174432, Apr 2001. 37, 38, 40, 41, 42,

43, 57, 59, 65, 140

[137] Z. Fang and K. Terakura, “Magnetic phase diagram of ca2−xsrxruo4 governed by

structural distortions,” Phys. Rev. B, vol. 64, p. 020509, Jun 2001. 37

[138] E. Gorelov, M. Karolak, T. O. Wehling, F. Lechermann, A. I. Lichtenstein, and

E. Pavarini, “Nature of the mott transition in ca2ruo4,” Phys. Rev. Lett., vol. 104,

p. 226401, Jun 2010. 37, 57, 69

[139] G. Zhang and E. Pavarini, “Mott transition, spin-orbit effects, and magnetism

in ca2ruo4,” Phys. Rev. B, vol. 95, p. 075145, Feb 2017. 37, 38, 58

[140] G. Zhang and E. Pavarini, “Higgs mode and stability of xy-orbital ordering in

ca2ruo4,” Phys. Rev. B, vol. 101, p. 205128, May 2020. 37, 38

[141] J. H. Jung, Z. Fang, J. P. He, Y. Kaneko, Y. Okimoto, and Y. Tokura, “Change

of electronic structure in ca2ruo4 induced by orbital ordering,” Phys. Rev. Lett.,

vol. 91, p. 056403, Jul 2003. 37

[142] T. Hotta and E. Dagotto, “Prediction of orbital ordering in single-layered ruthen-

ates,” Phys. Rev. Lett., vol. 88, p. 017201, Dec 2001. 37

[143] A. Liebsch and H. Ishida, “Subband filling and mott transition in ca2−xsrxruo4,”

Phys. Rev. Lett., vol. 98, p. 216403, May 2007. 37

[144] Liebsch, A., “Absence of orbital-dependent mott transition in ca2−xsrxruo4,” Eu-

rophys. Lett., vol. 63, no. 1, pp. 97–103, 2003. 37

124



BIBLIOGRAPHY

[145] V. Anisimov, I. Nekrasov, D. Kondakov, T. Rice, and M. Sigrist, “Orbital-

selective mott-insulator transition in ca2−xsrxruo4,” The European Physical Jour-

nal B - Condensed Matter and Complex Systems, vol. 25, pp. 191–201, Jan 2002.

37

[146] G. Khaliullin, “Excitonic magnetism in van vleck–type d4 mott insulators,” Phys.

Rev. Lett., vol. 111, p. 197201, Nov 2013. 38, 58
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titanate nanoribbons studied by 3d-resolved polarization dependent x-ray ab-

sorption spectra measured with scanning transmission x-ray microscopy,” The

Journal of Physical Chemistry C, vol. 119, no. 42, pp. 24192–24200, 2015. 92
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Summary

The scope of this work covers phenomena in different classes of materials, investigated

by spatial, temperature, polarization, and time dependent Raman spectroscopy. It

was shown that local symmetry changes observed by different Raman spectroscopy

techniques, influences significantly the macroscopic properties of a material. Various

Raman active excitation were investigated such as one- and two- phonon, one- and

two- magnon, exciton, and electronic background excitations.

In Y0.63Ca0.37TiO3 the temperature-driven conducting properties could be con-

nected to the percolation of local conducting phases, forced by local structural changes.

In Ca2Ru0.998Ti0.002O4 it was shown that the electric current induced metal-insulator

transition is a consequence of local changes in the octaheder structrure of the per-

ovskite percolating again through the sample and changing not only the conductivity,

but also the magnetic ordering by increasing the current. In BiSbTeSe2 it was shown

that the preferred local structure of the atomic composition necessarily breaks inversion

symmetry and explains consequently the unexpectedly high number of Raman active

phonon modes. In surface aligned 7-atom wide armchair graphene nanoribbons it was

shown that the exciton dynamics can be traced by optical pump induced changes of

the phonon population.
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