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Abstract

Inclusive language focuses on using the vocabulary to avoid exclusion or discrimination,

specially referred to gender. The task of finding gender bias in written documents must be

performed manually, and it is a time-consuming process. Consequently, studying the usage

of non-inclusive language on a document, and the impact of different document properties

(such as author gender, date of presentation, etc.) on how many non-inclusive instances are

found, is quite difficult or even impossible for big datasets. This research analyzes the gen-

der bias in academic texts by analyzing a study corpus of more than 12,000 million words

obtained from more than one hundred thousand doctoral theses from Spanish universities.

For this purpose, an automated algorithm was developed to evaluate the different character-

istics of the document and look for interactions between age, year of publication, gender or

the field of knowledge in which the doctoral thesis is framed. The algorithm identified infor-

mation patterns using a CNN (convolutional neural network) by the creation of a vector

representation of the sentences. The results showed evidence that there was a greater bias

as the age of the authors increased, who were more likely to use non-inclusive terms; it was

concluded that there is a greater awareness of inclusiveness in women than in men, and

also that this awareness grows as the candidate is younger. The results showed evidence

that the age of the authors increased discrimination, with men being more likely to use non-

inclusive terms (up to an index of 23.12), showing that there is a greater awareness of inclu-

siveness in women than in men in all age ranges (with an average of 14.99), and also that

this awareness grows as the candidate is younger (falling down to 13.07). In terms of field of

knowledge, the humanities are the most biased (20.97), discarding the subgroup of Linguis-

tics, which has the least bias at all levels (9.90), and the field of science and engineering,

which also have the least influence (13.46). Those results support the assumption that the

bias in academic texts (doctoral theses) is due to unconscious issues: otherwise, it would

not depend on the field, age, gender, and would occur in any field in the same proportion.

The innovation provided by this research lies mainly in the ability to detect, within a textual
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document in Spanish, whether the use of language can be considered non-inclusive, based

on a CNN that has been trained in the context of the doctoral thesis. A significant number of

documents have been used, using all accessible doctoral theses from Spanish universities

of the last 40 years; this dataset is only manageable by data mining systems, so that the

training allows identifying the terms within the context effectively and compiling them in a

novel dictionary of non-inclusive terms.

Introduction

The frequent problem of gender bias has generated a considerable amount of research (as will

be seen in later paragraphs). However, there is little research on the phenomenon of second-

generation gender bias. This bias occurs when a person continues to unconsciously make ste-

reotype-based evaluations but consciously rejects "gender stereotypes" ([1,2]). This is possible

because this indeterminate number of people unconsciously continue to make evaluations

based on stereotypes derived from traditions, life experience, norms and/or culture. Academic

texts and in particular doctoral theses, we argue, are overwhelmingly in this situation. The very

object of the thesis itself, its development, and its expression in a document (in the case of hav-

ing gender biases), can be considered to be due to involuntary and automatic mental associa-

tions based on gender.

Currently, research on unconscious bias has focused mainly on labor issues or workplace

organization [3–5] or on barriers to women’s leadership ([2,6–10]).

Unconscious bias can be revealed by analyzing data patterns and identifying gender gaps,

but doing so in large volumes of data can be a herculean or unmanageable task. With the

development of artificial intelligence, it has been possible to process large volumes of data that

can address various research domains. There are still certain difficulties present: for example,

if that data is loaded with gender-stereotyped concepts, the resulting application of the tech-

nology will maintain this bias. Currently, the use of inclusive language is one of the initiatives

that try to guarantee equal treatment for all people. This work develops an algorithm for the

detection of the non-inclusive use of the Spanish language in the field of academic texts, using

machine-learning techniques. Language is one of the areas where discrimination is observed

due to the lack of equal treatment of women and men. Many of the debates in artificial intelli-

gence on the subject of gender bias reflect those related to gender equality in society since the

1970s.

Different studies and organizations have studied or even developed user-friendly toolkits or

guides with recommendations on language bias [11–13]. Other studies have focused on differ-

ent aspects of gender and language, mainly on the differences in the way women and men

speak as well as the structural and functional aspects of gender-related variation and change in

individual languages [14–16]. Different comparative analyses of gender in different languages

[17] have been developed, and a sociolinguistic analysis of several languages of different mor-

phological characteristics [18].

Text mining (that describes procedures for obtaining key information from a text by detect-

ing hidden patterns in unstructured documents), has been under research over the last years

for many different areas [19–22]. The studies of the use of inclusive language in a document

might be considered similar to automatic sentimental classification: opinion mining tries to

extract opinion, which are subjective from expressions, and the detection of non-inclusive lan-

guage is about finding whether the use of the same terms is considered as inclusive or not [23–
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25]. Most of the investigation lines for text classification were based on extracting algorithms

from samples set to train algorithms, including support vector machine (SVM) [26–28], k-

nearest neighbor (kNN) [29,30], Naïve Bayes (NB) [31–34], CNN [35] decision tree [36–39],

inside the classification paradigm. Big data analysis using different flavors of artificial intelligence

has also shown interesting results in many other areas ranging DNA studies [40,41], vehicle theft

identification [42], intrusion detection [43,44] and more. This research analyzes the possible

unconscious gender bias in a study corpus consisting of more than one hundred thousand doc-

toral theses, written in the Spanish universities. For this purpose, an automated algorithm was

developed to evaluate the different characteristics of the document and to search for interactions

according to age, year of publication, gender and field of knowledge in which the doctoral thesis

is framed. The main contributions of this work are: a) The algorithm that detects non-inclusive

usages of the language within an Spanish text (given a generic text, every word in every sentence

is evaluated and qualified as non-inclusive usage or not); b) The study along over one hundred

thousand doctoral theses (the whole Spanish production in electronic format) to find out,

according to the developed algorithm, how different properties of the document (author’s age,

gender, year of publication) affect the non-inclusiveness index of the doctoral thesis. The paper

is structured as follows: section 2 presents the background of previous work provided by the lit-

erature, and how the problem was approached; section 3 explains the proposed methodology fol-

lowed during this research, including the automated algorithm; section 4 display and analyzes

the obtained experimental results; finally, section 5 details the conclusions and future work.

Background and related work

Constraints to the description of gender have been explored across languages or countries

[45], as in the case of English [46], German [47], Swedish [48], Chinese [49–51], Polish [52],

Italian [53,54] or French [55]. In this line and with respect of the Spanish language, there have

also been several research studies [56–58]. For the case of academic texts, [59] analyzed docu-

ments from a university to detect the presence of a neutral and sex-linked language as a mea-

sure of the impact of regulations on language change. They studied documents between 1969–

1972 and 1978–1979. The newer documents were found to contain significantly fewer sex-

linked language elements and markedly more neutral elements than the older documents.

Most of the changes involved language structures that had received considerable public debate.

When working with large amounts of data, it is necessary to resort to machine learning

techniques. For the general classification problem in text mining, a number of classification

techniques are explored: [60–63] combined several to obtain an adequate categorization. The

support vector machine has historically been tested as a solution for binary classification in

text environments under different approaches [64].

An algorithm can also be biased by gender, ethnicity, nationality, wealth or other social

characteristic if it performs differently or with different levels of efficiency for different groups.

A common issue found through literature review is the problem of the bias that word embed-

dings suffer from, according to the text corpora the different solutions are built with. The sub-

ject has been studied and some research suggest that gender bias has not been solved yet [65].

Automated detection of a use of specific language has been already covered in previous

research: [66] deduce the meaning of words by associating them with other words that tend to

occur in the same document. Using this approach can lead to conservative implications, such

as that “homemaker” is part of the common meanings of the word “woman”, and that “pro-

grammer” is part of the meaning of the term “man” [67].

Several attempts to eliminate that favoritism in the context of gender are present in the liter-

ature, including those that approach the problem with a similar point of view as our research
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[68]. In [69], unintended bias is addressed from the perspective of detecting misogyny; in [67],

authors claim to remove gender stereotypes while keeping reasonable and natural embeddings;

sexist messages are also studied [70] or any offensive language detection [71].

This discrimination is increasingly manifested on social media: [72] examines the problem

of gender discrimination and attempts to move beyond the typical surface-level text classifica-

tion approach by identifying differences between genders in the way they use the same words.

[73] presented several configurations of a language-independent classifier for predicting the

gender of Twitter users. [74] proposed a set of criteria that a tweet should exhibit in order to be

classified as offensive. [75] covered detecting hate speech and proposed novel methods that

take advantage of knowledge-based generalizations for bias-free learning, using Wikipedia and

Twitter as the dataset. [76] finds that racist and homophobic tweets are more likely to be classi-

fied as hate speech, but that sexist tweets are generally classified as offensive. Tweets without

explicit hate keywords are also harder to rank for. [77] also studies hate speech on Facebook.

[78] proposes the application of text mining techniques to online gender discourse through

the analysis of shared reviews in electronic word-of-mouth communities (eWOM).

[67] shows that even word embeddings trained on Google News articles exhibit female/

male gender stereotypes to a disturbing extent. They quantitatively demonstrated that word-

embeddings contain biases in their geometry that reflect gender stereotypes present in broader

society. Due to their wide-spread usage as basic features, word embeddings not only reflect

such stereotypes but also can amplify them. This poses a significant risk and challenge for

machine learning and its applications. All these approaches consider only English embeddings.

A few recent studies focus on measuring and reducing gender bias in contextualized word

embeddings [79–82]. [83] mitigates bias by saving one dimension of the word vector for gen-

der. [84] proposes a regularization loss term for word level language models. Moreover, [65]

shows that mitigation methods based on gender directions are not sufficient, since the embed-

dings of socially biased words still cluster together.

[85] work lends itself to a computational approach to identify gender bias and could be

used to remove it from training data for a machine learning algorithm. Similarly, Facebook

uses algorithms to select content for users’ newsfeeds [86], and combines lexical-based and

machine-learning techniques. The results obtained through this approach show that it is feasi-

ble to perform sentiment analysis in Facebook with high accuracy (83.27%) [87].

Albeit an important part of the previous research is focused on the English language, there

are as well some minor attempts to address the issue in different languages such as French and

Spanish [55,56]. That research explains how word embeddings experiment bias when it comes

to gender analysis (and also when looking for hate in speech); they as well show certain meth-

ods to tackle that problem.

Table 1 summarizes the most relevant previous works in this area, shown in this section:

The research hypotheses are as follows:

• H1: The development of an automatic text extraction algorithm would help to analyze gen-

der bias.

• H2. The use of inclusive terms is directly related to age.

• H3: The use of inclusive terms is related to the field of knowledge.

• H4: The use of inclusive terms is directly related to gender, being lower in women.

• H5: Unconscious bias is a characteristic of academic texts, particularly doctoral theses.
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Proposed method

Data

The context for this research is the corpora of doctoral theses wrote in Spain since 1974, when

the first digital treatable documents are found. Table 2 summarizes the key indicators for this

process as regards the amount of text to be treated:

Although the total number of theses found were over 257,000, only 100,450 could be used

(the other ones were either not public domain or not in a legible file).

The first area of interest was the age of the author, and how it could affect the use of inclu-

sive language within his/her doctoral thesis. The age and gender of the authors are show in

Fig 1.

The documents were created along 46 years at the Spanish universities. Only those that

were public domain and obtained as PDF files were treated. In this data corpus, over 12 billion

words were found using over 9000 different elements, being, therefore, a very complete repre-

sentation of the Spanish language.

Another important aspect is that every document in the data set belongs to one of the

UNESCO categories for doctoral thesis, as displayed on Table 3:

A deep learning model was the option chosen due to the need to provide the algorithm with

information on a small set of training documents (what should or should not be inclusive for a

term in context), and subsequently label terms in different contexts to validate the model.

Metadata were also obtained that described the document: the date of publication, the lan-

guage in which it was written, the name of the author, the title of the research, and the

UNESCO code that characterizes the area of knowledge; that information was obtained, struc-

tured, and stored in a database, as depicted in Fig 2:

Algorithm design

Convolutional Neural Networks (CNN) are well known in the area of text classification [88].

Their capacity to learn from sentences having the same or similar words in different parts of

Table 2. Key indicators.

Indicator Value

Number of thesis per year (average) 2232

Number of pages per thesis (average) 301

Number of words per thesis (average) 124,012

Publication range 1974–2020

https://doi.org/10.1371/journal.pone.0257903.t002

Table 1. Previous works comparative table.

Research Reference Contribution

Constraints to the description of gender 45 Generic to every language

55–58 Spanish specific

46–55 Other languages

Gender bias 65 Studied the issue, but no solution was given

66 Attempt to eliminate favoritism

67, 79–87 Studied why gender bias happen

69 Misogyny detection

70 Analysis of sexist messages

71 Sex offensive language

72–78 Hate

https://doi.org/10.1371/journal.pone.0257903.t001

PLOS ONE An analysis of unconscious gender bias in academic texts by means of a decision algorithm

PLOS ONE | https://doi.org/10.1371/journal.pone.0257903 September 30, 2021 5 / 20

https://doi.org/10.1371/journal.pone.0257903.t002
https://doi.org/10.1371/journal.pone.0257903.t001
https://doi.org/10.1371/journal.pone.0257903


the phrase allows us to capture relevant information. Anyway, the architecture of the CNN

needs to be adapted to the specific problem to be solved, and also a future work should be to

analyze whether the generated embeddings depend on the domain of the corpus or not. Much

research has been explored in text mining and NLP, as well as the world of text classification.

The whole process is summarized in Fig 3:

Fig 1. Author’s age and gender distribution.

https://doi.org/10.1371/journal.pone.0257903.g001

Table 3. Categorization of doctoral theses.

Category Theses (%)

Medical sciences 14.6

Life sciences 10.3

Technologic sciences 9.6

Chemistry 6.8

History 6.1

Economical 5.5

Math 5.5

Physics 5.1

Psychology 5.0

Art 4.9

Sociology 3.4

Legal sciences 3.3

Pedagogy 3.2

Agricultural sciences 3.1

Linguistics 2.9

Earth and space sciences 2.8

Political sciences 2.5

Philosophy 1.2

Geography 0.7

Demography 0.6

Astronomy and astrophysics 0.5

Ethics 0.4

Logic 0.3

https://doi.org/10.1371/journal.pone.0257903.t003
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Document collection. The documents that make up the corpus were obtained from the

universities that make up the Spanish university system, hosted on their official servers. In the

first place, the raw documents were obtained, to later process them and extract from them the

information related to authorship, date, subject, etc.

An ecosystem of virtual machines has provided the IT infrastructure capabilities: hosted in

Azure, it consisted of Debian MVs on which Python scripts were executed, and hosted the

information in SQL-Server and MongoDB databases. Fig 4 describes that infrastructure:

Text extraction, curation and storage. Once the raw text of each document has been

extracted, it has been processed to prepare it to be analyzed by an automatic algorithm. Special

emphasis has been placed on eliminating those words that, belonging to areas of the document

where studying its inclusiveness does not really apply, could negatively impact the process

without providing information: mathematical formulae, portions of texts in other languages

within the text in the Spanish language, page numbers, section names, table headers, etc.

This process has been carried out using different libraries oriented to NLP (natural lan-

guage processing), both on Python and in C # using.Net Core.

Fig 2. Stored document metadata.

https://doi.org/10.1371/journal.pone.0257903.g002

Fig 3. Conceptual definition of the algorithm design.

https://doi.org/10.1371/journal.pone.0257903.g003
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Data obtention. Once the information was available as extracted text, properly structured,

and stored, the next step was to provide a numerical representation to the text. The first focus

was to locate all those adjectives and common nouns that, present in the text in their masculine

form, also have a valid feminine form in Spanish (for example: “profesor” -teacher-, which has

its feminine form “profesora”-female teacher-, valid). Common nouns and adjectives are those

that, being able to exist in their masculine, feminine, or neutral form, are key to determine

whether their use might be considered non-inclusive. Accordingly, the Freeling library (spe-

cialized in morphologic analysis) was used to provide noun and adjective detection; in this

case, the hmm_tagger (Hidden Markov Model PoS Tagger) was employed to provide PoS

(part of speech) on the text, implementing a classical trigram Markovian tagger. Tables 4 and 5

display the characteristics of the pairs of attribute/value for common nouns and adjectives:

Under this methodology, the whole corpus could be analyzed putting special emphasis on

the search of parts of sentences where common nouns and adjectives could be found under

their masculine form, ruling out those that do not have a feminine form in the Spanish dictio-

nary, and creating parts of sentences to be evaluated. Since sentences need to have a context to

be properly analyzed, the algorithm looked for their beginning, using a punctuation mark

(comma, period, semi-colon, etc.); that punctuation mark became the beginning of a new sub-

sentence to be isolated and stored. In that new sub-sentence, the first instance of a common

noun or adjective in their masculine form was searched for, until the next punctuation mark

(if during this process no element could be found, the sub-sentence was discarded). Once an

element was found, the next punctuation mark was looked for; after several iterations, it was

determined that the subsentence should not contain more than 7 other words before the next

punctuation mark was found, counting from the element that was discovered: that provided

meaningful sub-sentences that could be properly analyzed and characterized, in the next step.

Vector representation. The goal of this step was to generate a sequence of word embed-

dings using the input acquired in the previous step, to finally obtain a numerical representa-

tion of the relevant sub-sentences that contained potential non-inclusive usages of the

Fig 4. Technological stack.

https://doi.org/10.1371/journal.pone.0257903.g004

Table 4. Noun tags.

Position Attribute Value

0 Category N

1 Type C (common), P (proper)

2 Gender M (masc.), F (fem.), C (common)

3 Number P (plural), S (singular)

4 Class N/A

5 Subclass N/A

https://doi.org/10.1371/journal.pone.0257903.t004
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elements found within the text. The idea behind this approach is that it is the context where a

masculine common noun or adjective is used, that give rise to its non-inclusiveness (not the

term on its own). Therefore, every sub-sentence was characterized with a sequence of vectors,

where each vector was calculated as shown in Table 6:

Architectural model and algorithm training. Fig 5 depicts the architectural model of the

neural network developed to address the classification. In the previous step we had achieved

an 8-dimension vector of every element of the relevant sub-sentences found in each document.

Each sub-sentence of q words is, consequently, represented as a matrix:

P ϵ Rq x 8 ð1Þ

The architecture is based on a CNN model, to provide classification to determine when

each sub-sentence can be considered as non-inclusive use of the language or not. After experi-

menting with the data iterating through different methods, we empirically determined (after a

tenfold cross validation) that every convolution operation to be applied would be implemented

as 128 filters; we decided to use a pooling layer based on max pooling, and a final perceptron

with two layers. Fig 5 displays the architecture:

Data labelling was performed by a group of experts on the field, which were fed with 8,200

sub-sentence samples and their extra context (validating, as well, the size of the sub-sentence

for relevant non-inclusive identification). Every sub-sentence was reviewed by two different

persons, providing a binary classification (“Inclusive”/”Non inclusive” usage). The process was

accomplished in two rounds, where the second was to categorize only the sub-sentences that

had obtained different classification; finally, that third vote provided the final categorization

for the sub-sentence.

Table 5. Adjective tags.

Position Attribute Value

0 Category A

1 Type P (possessive), O (ordinal), Q (qualificative)

2 Degree N/A

3 Gender M (masc.), F (fem.), C (common)

4 Number P (plural), S (singular)

5 Person N/A

6 Number of possessed N/A

https://doi.org/10.1371/journal.pone.0257903.t005

Table 6. Mapping vectors to words.

Field Name Values

1 ID Auto incremented value, unique for word within the Spanish dictionary

2 Category 1 (adjective), 2 (common noun), 3 (proper noun)

3 Position Position within the relevant context

4 Distance Distance in words to the first noun/adjective element in the sub-sentence

5 Gender 1 (feminine), 2 (masculine)

6 Number 1 (singular), 2 (plural)

7 Occurrences in document Number of times the element is present within the document

8 Total occurrences Number of times the element is present in the whole dataset

https://doi.org/10.1371/journal.pone.0257903.t006
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Out of the labelled samples, 6,550 were used to train the algorithm, and 1,640 were kept for

validation purposes, in a standard 80/20 ratio.

Validation. A confusion matrix is a very common description of the performance of cate-

gorization models. The matrix (indeed, a table) displays the number of accurately and errone-

ously classified samples, compared to the actual outcomes (target value) in the test data. In the

field of artificial intelligence and especially in the problem of statistical classification, a confu-

sion matrix is a tool that allows the visualization of the performance of an algorithm that is

used in supervised learning [89].

As well, certain indicators were also added to cope with the common issue binary classification

comes with: false negatives (any erroneously identification by the algorithm of a sub-sentence as

non-inclusive usage, when the truth is that the usage was inclusive), are more harmful than false

positives. When the panel of experts reviewed an undetected non-inclusive, they felt more per-

missive than when the algorithm claims a non-inclusive usage for a proper language utilization.

Table 7 shows the notation that was used:

Results and analysis

The analysis was divided in two parts: first, testing the reliability of the algorithm to determine

the inclusive usage of language in a part of speech (subphrase); second, testing on a large num-

ber of documents, in this case Spanish theses, to draw conclusions about bias.

Fig 5. Architecture of the model of the CNN.

https://doi.org/10.1371/journal.pone.0257903.g005

Table 7. Performance parameters.

Indicator Value

Indicator 14.6

Number of sub-sentences 10.3

Number of true non-incluisve sub-sentences 9.6

Number of true inclusive sub-sentences 6.8

False positives 5.5

https://doi.org/10.1371/journal.pone.0257903.t007

PLOS ONE An analysis of unconscious gender bias in academic texts by means of a decision algorithm

PLOS ONE | https://doi.org/10.1371/journal.pone.0257903 September 30, 2021 10 / 20

https://doi.org/10.1371/journal.pone.0257903.g005
https://doi.org/10.1371/journal.pone.0257903.t007
https://doi.org/10.1371/journal.pone.0257903


Algorithm

To evaluate the performance of the algorithm, several data from the labelled dataset was kept

for validation (a 20% split). The results calculated by the algorithm were compared to those

obtained by the panel of linguistics, and compared using well-known standard indicators;

Table 8 displays the scores obtained:

The results can be considered as quite reasonable. The accuracy is over 94%, where a certain

level of misclassification was expected. The false negative ratio is over 30%, which may be rea-

soned as cases where a human determines a truly non-inclusive usage and the algorithm could

not tell; the false positive ratio stays well below 1%, matching the expectations at the beginning

of the project. Moreover, the false positive ratio kept well under the false negative ratio: in a

non-inclusive classification problem, the fact of finding a misclassification by an algorithm is

not positive at all, but much worse is the case where a false positive occurs, than a false nega-

tive: a false positive is assumed as something that should have been detected, but that the algo-

rithm did not perceive; a false negative is perceived as a less acceptable failure, since it

generates greater mistrust by having considered a text that was not inclusive as non-inclusive.

In our case, as the FPR (false positive ratio) remains below the FNR (false negative ratio), and

both are relatively low, the final result is considered positive.

We may find in Fig 6 the confusion matrix for the obtained values, showing quite reason-

able results as for the performance of the algorithm:

Dataset

An index of inclusiveness was defined for every document, as the ratio between the number of

non-inclusive usages were found in a text, for every thousand words:

Idocument ¼
Non � inclusive instances

Number of words in the document
1000

ð2Þ

Every document was characterized by its index and, consequently, different conclusions

arise studying the evolution of the value of the index according to different origin regions, age

of the author, and evolution throughout time.

Referring to Fig 1, the distribution of the average number of non-inclusive terms per docu-

ment according to the age of the author and its gender is shown in Table 9:

Considering the average for each age group, it can be seen that the highest mean score cor-

responds to the oldest group (> 55 years) while the lowest mean score would be that of the

youngest group (24–29 years) regardless of gender. Based on these results, it can be said that

there is a direct relationship between age and the use of inclusive terms in the texts. The most

important gap happens after the age of 50, both in the average divergence with the previous

bands and in gender discrimination.

Table 8. Performance of the algorithm.

Variable Value (%)

Error 5.0610

Accuracy 94.9390

False positive ratio 0.8505

False negative ratio 31.0044

False positives 12

False negatives 71

Validation labeled samples 1640

https://doi.org/10.1371/journal.pone.0257903.t008
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It is also important to note that the older the age group, the more marked the gender differ-

ence between men and women is, also decreasing with the age of the group. It also turns out

that the youngest have the lowest incidence. It is true in all cases that the male gender contin-

ues to use more non-inclusive terms than the female gender, regardless of the age group that

we consider. In the same vein, the results would indicate a significantly higher support for

inclusive language on the side of the female participants compared to the male ones.

Fig 7 displays the non-inclusiveness occurrences according to the age of the author. As

expected, the youngest people are the ones who had the least use of non-inclusive terms, which

means that current social conditions are changing the perception of their use.

These results are in line with those obtained in other investigations that point to the existence

of a direct relationship between age and the use of inclusive terms [90–93]. It was not found in

the literature that at a younger age, opinions towards inclusive language were more polarized

according to gender [94]. This also has its explanation in the type of research carried out focused

on doctoral theses, which results in that in the case of bias, it should be unconsciously [85–88,95].

Fig 8 shows a visual representation of the non-inclusive indicator according to the UNESCO

subject group displayed in Table 10, where the doctoral theses in Humanities achieve the great-

est score, and other sciences as logic, mathematics, physics, chemistry or engineering obtain the

best inclusive results. This fact makes sense with the typical topics under these subjects, com-

monly involving facts, numbers, formulae, etc.; social sciences and humanities might be prone

to the use of words or opinions, where the inclusiveness might be affected. Although in the

Fig 6. Confusion matrix.

https://doi.org/10.1371/journal.pone.0257903.g006

Table 9. Age of the author, and impact on non-inclusiveness.

Age Men Women Average Deviation

24–29 14.29 13.07 13.68 0.61

30–34 15.31 13.46 14.38 0.93

35–39 14.82 13.58 14.20 0.62

40–44 15.65 14.16 14.90 0.75

45–49 16.62 14.62 15.62 1.00

50–55 21.41 16.79 19.10 2.32

>55 23.12 19.24 21.18 1.94

Average 17.32 14.99

Deviation 3.23 2.08

https://doi.org/10.1371/journal.pone.0257903.t009
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Fig 7. Age of the author and the impact on the non-inclusiveness.

https://doi.org/10.1371/journal.pone.0257903.g007

Fig 8. Non-inclusiveness indicator along the different UNESCO codes.

https://doi.org/10.1371/journal.pone.0257903.g008

PLOS ONE An analysis of unconscious gender bias in academic texts by means of a decision algorithm

PLOS ONE | https://doi.org/10.1371/journal.pone.0257903 September 30, 2021 13 / 20

https://doi.org/10.1371/journal.pone.0257903.g007
https://doi.org/10.1371/journal.pone.0257903.g008
https://doi.org/10.1371/journal.pone.0257903


Humanities group, the field of Linguistics (9.90) obtains the lowest value of all (showing that in

this field special attention is paid to the use of non-inclusive terms), the opposite occurs with

the Law group, which obtains the highest value of all with 31.7:

Fig 9 shows the evolution of the use of non-inclusive words by doctoral thesis over the

years. It can be seen that, until 2010, doctoral theses maintained a steady level in the use of

non-inclusive words. Since the publication in Spain of Royal Decree 99/2011, which regulates

official doctoral education, there has been a very significant and continuous increase in the

preparation and reading of theses. This increase also occurred in the use of non-inclusive

terms, which could have a sociological behavioral explanation not considered in this study. In

the last years (2018, 2019), there is a sharp decrease in the use of non-inclusive terms, which

could be related to the current trend of avoiding gender discrimination. With the current val-

ues, the ratios prior to 2010 have not yet been reached.

Recalling the initial hypothesis enunciated in the introduction:

• H1: The development of an automatic text extraction algorithm would help to analyze gen-

der bias.

• H2: The use of no-inclusive terms is directly related to age.

• H3: The use of no-inclusive terms is related to the field of knowledge.

• H4: Gender-bias is directly related to gender, being lower in women.

• H5: Unconscious bias is a characteristic of academic texts, particularly doctoral theses.

Table 10. Age of the author, and impact on non-inclusiveness.

Group Subject Subject average UNESCO average

Basic sciences Logic 11.05 12.314

Math 12.42

Astronomy 12.67

Physics 13.17

Chemistry 12.26

Geosciences Earth and Space 18.51 17.665

Geography 18.51

Biology and health sciences Life sciences 18.71 18.573

Medical sciences 17.39

Psychology 19.62

Engineering Agricultural sciences 14.46 13.46

Technological sciences 12.46

Social sciences Anthropology 20.73 19.79

Demography 21.23

Economical sciences 22.04

Legal sciences 31.70

Pedadogy 13.44

Political sciences 16.53

Sociology 12.86

Humanities History 26.58 20.97

Linguistics 9.90

Art 24.14

Ethics 23.26

Philosophy 21.01

https://doi.org/10.1371/journal.pone.0257903.t010
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R1: The development of an automatic text extraction algorithm makes it possible to analyze

gender bias in the case of doctoral theses written in Spanish. We understand that the system is

applicable to documents outside the academic field, in the same language. The possibility of

analyzing hundreds of thousands of texts with millions of words would become unapproach-

able otherwise.

R2: As can be seen in Table 9, the use of non-inclusive terms is directly related to age,

increasing their use very deeply, assuming about 5.85 points above the average in the case of

men and 4.25 in the case of women.

R3: Gender bias is grouped by areas with a behavior that could be considered logical.

Where it appears least is in those documents with a use of scientific or mathematical terms.

The areas where gender bias occurs most are those of Humanities and Social Sciences: with

two extremes, the largest being the Laws subarea and the smallest being the Linguistics

subarea.

R4: It has been shown that in the case of doctoral theses written in Spanish this is true in all

cases and in all age ranges, also accentuating this male/female difference with age.

R5: The unconscious bias is characteristic of academic texts and, particularly, of doctoral

theses. This has been shown to be true in the case of doctoral theses written in Spanish. That

explains why the fields of engineering and basic sciences have the lowest values. If it was inten-

tional, it would not depend on the scope and it would occur in any of them without a behavior

pattern.

Conclusion

The innovation provided by this research lies mainly in the ability to detect, within a digital

text document in Spanish, whether the use of the language can be considered non-inclusive,

Fig 9. Comparative evolution of the non-inclusiveness and documents.

https://doi.org/10.1371/journal.pone.0257903.g009
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based on a CNN that has been trained in the context of the doctoral thesis. A significant num-

ber of documents have been used, by means of all accessible doctoral theses from Spanish uni-

versities of the last 40 years, only manageable by data mining systems, so that the training

allows identifying the terms within the context and effectively and compiling them in a novel

dictionary of non-inclusive terms.

This research addresses the problem of providing an algorithm that can detect non-inclu-

sive uses of the Spanish language without human supervision. It also shows that, although

CNN usually requires a significant set of labeled data, when properly trained, it can show rea-

sonable results in terms of accuracy, error, false positive and false negative rates.

As can be seen, there is a slight increasing trend in the use of non-inclusive terms as the

doctoral student gets older, going from an average value of 13.68 to 21.18. Furthermore, for

each age group, it is also observed that the number of non-inclusive occurrences is always

higher in men than in women, concluding that there is a greater awareness of inclusiveness in

women than in men, and also that this awareness grows as the candidate is younger. In terms

of field of knowledge, the humanities are the most biased, discarding the subgroup of Linguis-

tics, which has the least bias at all levels, and the field of science and engineering, which also

have the least influence. This supports the assumption that the bias in academic texts (doctoral

theses) is due to unconscious issues: otherwise, it would not depend on the field, age, gender,

and it would occur in any field in the same ratio.

The results also allow us to study the evolution of inclusivity according to the author’s age,

and the evolution over time. It is important to mention that new forms of inclusive language

that included "wildcard" characters to abstract the word from being masculine or feminine

(such as "todes", "tod@s", "tod�s" or "todxs") were explicitly searched for, but were not found in

any document as part of the dissertation.

As for the limitations of this work, we can mention the following: this study is limited to a

specific type of academic text, namely doctoral dissertations. However, the method of data col-

lection and analysis could be extended to other types or to non-academic texts, and checked

whether the most common non-inclusive terms match those obtained in this research. A

proper training of the CNN on a different context of documents could provide the algorithm

with adequate customization to address documents from different environments.
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