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Abstract: Employee attrition is a major problem that causes many companies to incur in significant
costs to find and hire new personnel. The use of machine learning and artificial intelligence methods
to predict the likelihood of resignation of an employee, and the quitting causes, can provide HR
departments with a valuable decision support system and, as a result, prevent a large waste of time
and resources. In this paper, we propose a preliminary exploratory analysis of the application of
machine learning methodologies for employee attrition prediction. We compared several classification
models with the goal of finding the one that not only performs best, but is also well interpretable, in
order to provide companies with the possibility of improving those aspects that have been shown to
produce the quitting of their employees. Among the proposed methods, Logistic Regression performs
the best, with an accuracy of 88% and an AUC-ROC of 85%.

Keywords: machine learning; employee attrition; decision support systems; business applications;
business intelligence

1. Introduction

Employees play a crucial role within each company, whether small businesses or
large IT companies. The process of recruiting a candidate is often composed of a series
of steps designed to optimize the candidate’s choice. However, the steps used during the
interview process do not guarantee the success of the choice made. Interviews can be
affected by candidates stress levels, misunderstandings during the review process, and
other unknown human-related variables. For these reasons, it is not unusual for employees
to find themselves in conflict with the company that hired them. A 2016 Society for Human
Resource Management report [1] estimated to be over $4000 the average hiring expenses
per employee, resulting in an average annual turnover rate of 19%. These statistics provide
insights for what concerns the importance of the recruitment process and retention of the
right employees within the company. Indeed, reducing the chance of attrition has the
dual benefit of improving a company’s performance and an employee’s lifestyle. This
motivates the necessary employment of data-driven decision support systems as a crucial
factor in the company’s structured growth. However, in a critical context such as that of
human resources, it is also important to analyze the reasons why employees quit. This
analysis, which is only possible when using methods whose decisions are interpretable,
allows companies to improve the recruiting process and to take timely action if the need
arises. A few papers in the literature address this research problem [2]. In [3] the authors
analyze variables that could be related to industry employee dropout and turnover, but
without the use of machine learning (ML) approaches. In [4] the authors use a classification
model approach to analyze a set of 309 records from colleges in Nigeria between 1978 and
2006. In [5] the authors employ data collected from two databases in the United States and
used a variety of ML approaches to explore possible causes of employee dropouts. In [6]
the authors used publicly available data from the Office of personnel Management, the
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Bureau of Labor Statistics and IBM. In this way the authors identify a number of statistically
significant factors that relate to the decision of an employee to quit. A variety of machine
learning approaches are used for this purpose, starting with Principal Component Analysis
(PCA), k-NN, Random Forests (RF), and Logistic Regression (LR). Eventually in [7,8] the
authors propose an analysis of the same dataset we examine in our paper, i.e., of the IBM
HR Analysis Employee Attrition dataset [9]. Our work differs from the latter as it also
includes an analysis of the interpretability of the selected models, and introduces the use
of an ensemble model. We argue that it is of utmost importance to consider not only the
performance of a machine learning model, but also its interpretability properties. Indeed,
especially in a critical context such as human resources, it is critical to be able to understand
the reasons why employees quit and to make appropriate decisions based on those reasons.
Our contributions are the following: (i) we perform an exploratory analysis of the dataset
and highlighted the possible causes of employee attrition within a company; (ii) we employ
a set of different machine learning models for predicting employee attrition and report
the results of our evaluation in terms of performance and interpretability. The paper is
structured as follows: in Section 2 we describe the ML approaches used in our analysis;
in Section 3 we present data exploration analysis and the results of our experiments; in
Section 5 we summarize findings and propose future perspectives of our work.

2. Methods and Dataset

Machine Learning (ML) has reached state of the art performances in many research
fields nowadays, from computer vision to bioinformatics, from natural language pro-
cessing to object detection [10–14]. In our work we use a set of five well known and
robust supervised machine learning methods to analyze employee attrition [15]: logistic
regression (LR) [16], classification trees (CT) [17], random forest (RF) [18], naive Bayes
classifier (NB) [19] and a simple Neural Network (NN) architecture [10]. We also ana-
lyze the performance of a voting ensemble model [20] that averages the results of the
proposed ones. The choice of such algorithms was guided by the fact that the objective
of this paper was not to propose a new approach, but to show successful applications of
machine learning for employee attrition prediction. Therefore we relied on algorithms
widely tested and implemented in several different contexts, which could provide a solid
experimental backbone for our work. LR is an extension of linear regression for dealing
with binary classification problems. More specifically, the LR model states that the pos-
terior probability P(y|x) follows a logistic function, where x is the vector describing the
generic observation and y represents the predicted output label. CT is one of the most
widely used machine learning method because of its ease of use, computational speed,
robustness to outliers and, most importantly, explainability of results. The construction of
the tree is the training phase of the method, and is based on recursively splitting the set
of observations into subsets until a stopping criterion is reached. RF is an improvement
of the bagging technique for classification trees and have been proved to be extremely
successful in several tasks. Similarly to CT, RF allows for the interpretability of the results,
but it also yields better performance. The NB classifier is a probabilistic classification
model based on the Bayes’ Theorem, that explicitly computes the posterior probability
P(y|x) that an observation belongs to a specific target class exploiting the prior probability
P(y) and the class conditional probability P(x|y). NN have been proved to be among the
most powerful and versatile machine learning approaches [10]. In our paper we provide
the implementation of a simple 2-layer multilayer perceptron (MLP) and compare the
performances to the other ML methods proposed. Finally we also test voting ensemble
methods, that combine the predictions of several base estimators in order to improve
generalization capabilities and robustness over a single estimator. The predictions of our
voting ensemble model are the majority vote of contributing models. For what concerns
the dataset our work is based on the analysis of the IBM HR Analysis Employee Attrition
dataset, publicly available from [9]. A summary of the overall experimental workflow is
reported in Figure 1. Such types of analysis pipelines are included in approaches within
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the idea of the CRISP-DM Cross Industry Standard Process for Data Mining [21–23]. Code
is available at: https://github.com/filippoguerranti/employee_attrition (accessed on 24
December 2022).
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Figure 1. Image representing the experimental workflow implemented in our paper.

3. Experiments and Results

The IBM HR dataset [9] consists of 1470 observations, and 34 features related to
working life and personal information of the employees, together with the binary target
variable Attrition (“Yes” = 1 employees who left the company, “No” = 0 otherwise). No
missing values are present (being the dataset synthetic). The dataset is heavily imbalanced,
with 84% of the observations with label 0. Table 1 lists the features that have been kept
after our data exploration analysis and feature selection process. In Figure 2a we report the
Pearson’s Correlation Coefficient [24]. It is particularly interesting to note that the target
variable “Attrition” is negatively correlated with many features that are related to some
concept of “stability” of the employee within the company (e.g., years in the current role,
total working years) and the employee’s age. On the other hand, the target variable is
positively correlated with home-to-work distance and the number of companies where
the employee has previously worked (“instability”).For categorical features we report the
barplots with respect to the target variable (Figure 2b). This analysis highlights that a poor
job involvement and low job duties, as well as a high number of overtime days and a bad
work-life balance, are correlated with a higher risk of job quitting. The same can be said
for specific roles (such as “sales representative”) and for those employees who are more
likely to travel for work. In addition, single people have a higher probability of quitting
with respect to married or divorced people.

Table 1. Dataset features after features selection. Features marked with † are categorical, while the
others are numerical.

Age Job involvement † Relationship satisfaction †

Attrition Job level † Stock option level †

Business travel † Job role † Total working years
Daily rate Job satisfaction † Work life balance †

Department † Marital status † Years at company
Distance from home Monthly income Years in current role

Environment satisfaction † Monthly rate Years with current manager
Education Number of previous companies

Education field † Over time †

https://github.com/filippoguerranti/employee_attrition
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Figure 2. Exploratory analysisfor numerical and categorical features. (a) Correlation matrix of
numerical features. (b) Barplots of categorical features by target.

Application of Machine Learning Methods

For each ML model (Section 2), we perform 5-folds cross-validation, and we evaluate
the performance in terms of AUC-ROC [25], accuracy, and F-score on both the training and
the test set. In particular, we focus on AUC-ROC as the primary measure of performance
as it highlights the diagnostic ability of a binary classifier as the discrimination cutoff
changes. In contrast, accuracy and F-score are indicators of classification ability with a
fixed cutoff (=0.5). When dealing with unbalanced dataset, as it is the case of this work,
accuracy is not always a correct indicator. Therefore, the use of other metrics such as the
F-score is recommended, since it makes it possible to take into account not only the number
of prediction errors made by the model, but also the type of error (false positives, false
negatives). Moreover, the use of different metrics (including AUC-ROC), allows for a more
complete and structured analysis even in the case of an unbalanced dataset. It is worth
noting that for all the models, except CT and the RF, the numerical features of the dataset
have been normalized with min-max normalization [26] between [0, 1].

Table 2 and Figures 3 and 4 show a summary of the results of the selected models.
For training results, we only report accuracy. LR and RF perform best in terms of AUC-
ROC and also have reasonably high accuracy and F-score. NB, while having the best
F-score, has a very low accuracy. Similarly, CT is good in terms of accuracy but has serious
shortcomings when evaluated by F-score. The NN shows moderately good performance,
but still not as good as that shown by LR and RF. It is worth noting that the ensemble
method suffers greatly in terms of F-score, so we exclude it from our analysis. The poor
F-score performance of each method reflects the imbalance of the dataset. In terms of
explainability of results, LR and RF also allow us to assess the importance of features for
model predictions. Figure 5 shows how each variable affects the performance of the RF
model in terms of the average decrease in accuracy (Figure 5a), and Gini index (Figure 5b)
for a fixed cutoff of 0.5. The figure is reported with the main purpose of showing how some
features have a greater influence on decreasing performance than others. A similar result
is obtained by the analysis of the coefficients assigned to each variable in the LR model
For what concerns LR, the model seems to suggest that the employees which are likely
to quit are those who: have low satisfaction with the work environment, relationships
with colleagues, and their work in general, are experienced in their job, travel frequently,
work overtime, have worked at a fair number of companies previously and work far from
home. Features importance is not straightforward for what concerns neural networks,
which are regarded as a black-box approach [27], that is, the process leading to the final
prediction is hidden from the user. Enabling the interpretability of the output of a neural
network is still an open research problem [28–30]. Therefore, the use of LR and RF not only
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allows for improved, data-driven decision making, but also for plausible explanations of
the decisions. The latter reason is particularly important in critical real-world scenarios,
where the fairness and reliability of the results are crucial.

Figure 3. Barplots of the results of the models.

Figure 4. Barplots and ROC curves for the selected models on test set.
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(a) (b)
Figure 5. Variable importance by mean decrease in accuracy and Gini index for the Random Forest
Model. The variables with higher values of mean decrease are the ones that impact the most the
performance of the Random Forest model. Both the mean decrease in accuracy and the mean decrease
in the Gini index are shown with a cutoff of 0.5. (a) Mean decrease in accuracy. (b) Mean decrease in
Gini index.

Table 2. Performance of the models on the dataset [9]. Results reported as mean and standard
deviation on 5-fold cross validation. Best in bold.

Accuracy
(Train) Accuracy (Test) F-Score (Test) AUC-ROC

(Test)

LR 89.86 ± 0.57 87.96 ± 1.84 31.26 ± 3.97 85.01 ± 1.92
CT 88.81 ± 0.04 84.29 ± 2.06 16.03 ± 3.33 69.33 ± 4.18
RF 96.11 ± 0.61 82.93 ± 2.47 33.13 ± 3.32 81.49 ± 3.06
NB 68.57 ± 0.76 67.82 ± 2.50 33.78 ± 2.70 75.90 ± 3.83
NN 98.91 ± 0.13 84.76 ± 2.27 26.12 ± 2.55 77.56 ± 1.66

Ensemble 86.09 ± 8.68 79.25 ± 2.43 12.22 ± 8.75 83.83 ± 1.91

4. Discussion

We aim at answering the following research questions:
(i) Which employees are at risk of quitting?
(ii) What are the main causes of employee attrition?
The first question can be formulated in terms of AUC-ROC, accuracy and F-score

performance metrics.
Our results show that LR and RF models are the most promising in terms of the

performance metrics considered. The second question can be answered by performing a
bivariate or multivariate analysis on the dataset, and also by using methods such as LR
and RF that offer useful insight about the variables that play an important role on the
prediction of employee attrition. Our results show that high home-to-work distance, low
salary, low involvement in work, poor work-life balance, and, in general, low satisfaction
with the work environment are among the main causes of quitting. On the other hand,
employees who demonstrate stability (high number of years in the same company, higher
age) are more likely to remain. For what concerns the knowledge contribution brought to
the community through our study is therefore manifold. We in fact provided a comparative
set of ML models which can be used for the purpose of employee attrition prediction,
releasing our code, and providing also a computation environment on which experimental
(and not synthetic) datasets could be tested.

5. Conclusions

Employee attrition is a critical problem for several companies. In this paper we ap-
proach this issue through the use of data exploration techniques, and five machine learning
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models trained on the IBM HR Analysis Employee Attrition dataset [9]. In our paper we
show how machine learning models can indeed play a crucial role as decision support
systems, identifying the best decisions to be made and providing data-motivated explana-
tions. As further work we will employ data augmentation techniques for dealing with the
dataset imbalance. Furthermore, we plan to use more advanced deep learning methods,
such as graph neural networks (GNNs) [31,32], to handle interactions between employees
based on the hypothesis of homophily, that is, employees who are “closer” to each other are
more likely to behave similarly. GNNs have been used in several real-world applications
when there exists a relational structure between the entities under consideration [33,34].
In addition, the collection of a dataset with a larger number of observations, further fea-
tures, and—possibly—a relational structure could certainly lead to obtaining better results.
Nonetheless applications of machine learning for predicting employee attrition could play
a fundamental role in the context of managerial decisions. Companies could in fact decide
to take actions for presenting new working opportunities as well as modifying negative
working conditions, towards the idea of reducing employees’ turnovers.
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