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Ga2O3 is a wide-band-gap semiconductor of great interest for applications in electronics and op-
toelectronics. Two-dimensional (2D) Ga2O3 synthesized from top-down or bottom-up processes can
reveal brand new heterogeneous structures and promising applications. In this paper, we study phase
transitions among three low-energy stable Ga2O3 monolayer configurations using density functional
theory and a newly developed machine learning Gaussian approximation potential, together with
solid-state nudged elastic band calculations. Kinetic minimum energy paths involving direct atomic
jump as well as concerted layer motion are investigated. The low phase transition barriers indi-
cate feasible tunability of the phase transition and orientation via strain engineering and external
electric fields. Large-scale calculations using the newly trained machine learning potential on the
thermally activated single-atom jumps reveal the clear nucleation and growth processes of different
domains. The results provide useful insights to future experimental synthesis and characterization
of 2D Ga2O3 monolayers.

I. INTRODUCTION

Gallium oxide (Ga2O3) is a highly promising candidate
for next-generation power electronic devices [1, 2]. Ow-
ing to its wide band gap (∼ 4.8 eV) [3], a small electron
effective mass [4, 5], and the transparency well into the
ultra-violet (UV) band, Ga2O3 nanolayer demonstrated
its utility, for example, as a novel optoelectronic mate-
rial for low-cost passivation and protection of atomically
thin semiconductors [6] and deep-UV sensors [7]. As the
most stable phase among five polymorphs (labeled as α,
β, γ, δ and ε analogous to alumina), β-Ga2O3 adopts a
monoclinic crystal structure [8].

Although Ga2O3 is not a Van der Waals material, the
2D β-Ga2O3 can be mechanically exfoliated from the
bulk material along the (100) direction, forming thin β-
phase layers [9–11]. Quasi-2D Ga2O3 thin films have
been mechanically exfoliated with the thickness of ∼ 20
to 100 nm [10, 12–14]. Beside the mechanical exfoliation,
the 2D Ga2O3 nanolayer can be synthesized bottom-up
via epitaxial growth methods, such as atomic layer depo-
sition (ALD) [15], metal organic chemical vapor deposi-
tion (MOCVD) [16] and liquid metal-based reaction [17].
It is also reported that the 2D β-Ga2O3 lacks quantum
confinement, in a sense that the band gap and electron
effective mass do not change significantly for the 2D thin
layer compared to its bulk counterpart [8]. Ideally, a
monolayer (ML) β-Ga2O3 (abbreviated as ML-β in the
later text) can be constructed by cutting half of the con-
ventional unit cell of β-Ga2O3 from the most stable (100)
plane. The ML-β phase (Fig. 1a) has the centrosymmet-
ric structure with the space group P2/m (space group
No. 10), unlike its bulk counterpart whose space group
is C2/m (space group No. 12). For very thin nanolay-
ers grown from deposition, the facet orientation of the
substrate will strongly confine the ordering of the ini-

tial epitaxy layers at the interface. Therefore, besides
the amorphous phase, the metastable crystallized phases
can be expected to be seen during the early stage of the
growth on highly ordered facets of substrates, such as the
(111) surface of face-centered-cubic metal [18–21].

Recently, two Van der Waals 2D ferroelectric (FE)
configurations of Ga2O3 were discovered in our previous
studies [22] by adopting a class of stable single-layer con-
figurations based on III2-VI3 compounds [23–26] with an
asymmetric quintuple-atomic-layer configuration. One
Ga2O3 layer consists of five triangular atomic lattices
stacked in the sequence O-Ga-O-Ga-O and belongs to
R3m space group (space group No. 160). Depending on
stacking type of the fifth O layer, two almost energeti-
cally degenerate configurations are named as ferroelectric
Wurtzite (FE-WZ’) and ferroelectric Zinc Blende (FE-
ZB’) [22, 23], as shown in Fig. 1b and c. Compared to
the ML-β phase, the FE-WZ’ and FE-ZB’ phases have
higher energies of 0.043 eV/atom (the FE-WZ’ phase is
marginally, 8 ×10−4 eV/atom, higher in energy than FE-
ZB’). It is well known that metastable structures can ap-
pear in as-grown products due to kinetic trapping effect
of the synthesizing conditions [27, 28]. Therefore, the
relative stability and phase transition path is of great in-
terest and can provide useful insights on the bottom-up
synthesis methods as well as possible post-processing and
control of the structure via strain engineering or external
electric field.

In this work, we invoke a multiscale computational
approach to explore polarization reversal transition and
phase transition pathways among the ferro- and para-
electric monolayers using well established density func-
tional theory (DFT) and climbing-image (solid-state)
nudged elastic band (CI-(SS)NEB) methods. By an-
alyzing the energetics of potential transient configura-
tions between stable and metastable states, deeper un-
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derstanding can be gained towards eventual successful
synthesis of the structure in experiment. Furthermore,
we develop a Gaussian approximation potential (GAP) to
employ molecular dynamics simulations of the 2D Ga2O3

phases on a larger scale.
The paper is divided into the following sections. In sec-

tion II, the detailed methodology of the computational
techniques are introduced. In section III-A, we focus on
the polarization reversal transition of FE-ZB’ and FE-
WZ’ configurations. In section III-B, we investigate the
domain wall motions between two oppositely polarized
FE-ZB’ domains as well as FE-WZ’ against FE-ZB’ do-
mains. In section III-C, we study the solid-state phase
transition paths from FE-ZB’ and FE-WZ’ to the ML-β
phase. In section III-D, we employ the GAP to simulate
the nucleation process of the oppositely polarized FE-ZB’
phases and the solid-state FE-ZB’→ML-β phase transi-
tion. We conclude with discussion and comparison of
the computational results with the recent experimental
findings [6, 17] in section IV.

II. COMPUTATIONAL METHODS

A. DFT details

The DFT calculations were conducted using the Vi-
enna Ab-initio Simulation Package (VASP) [29, 30], em-
ploying the projected augmented-wave (PAW) method
[31]. To account for Van der Waals interactions, we
used Grimme’s long-range dispersion correction (DFT-
D3) [32]. The dipole correction was considered on the
potential and forces along the z axis throughout the
whole calculations. In the DFT calculations, the elec-
tronic states were expended in plane-wave basis sets with
an energy cutoff of 700 eV. The Brillouin zone was sam-
pled with a Γ-centered k-mesh grid with spacing 0.2 Å−1

which was equivalent to a dense 11 × 11 × 2 grid for
a hexagonal 3.07 × 3.07 × 25 Å unit cell. Gaussian
smearing with a width of 0.03 eV was used to describe
the partial occupancies of the electronic states. The de-
tailed convergence tests on the plane-wave energy cutoff,
the k-mesh grid and the smearing width are attached
in the ESI Fig. S1. We chose 10−6 eV and 5 × 10−3

eV/Å as the energy and force convergence criteria for
the optimization of the electronic and ionic structures,
respectively. The Perdew-Burke-Ernzerhof version of the
generalized gradient approximation (GGA-PBE) [33] was
used for the initial configuration optimization and CI-
(SS)NEB calculations. We note the well known fact that
the approximated functional such as PBE used here, can
underestimate reaction barrier due to the intrinsic delo-
calization error [34, 35]. However, this possible error is
expected to scale systematically, and hence should not
alter the overall picture of the transition pathways.

The in-plane lattice constants of FE-ZB’ phase was re-
ported by the previous study in Ref. [22]. In this work,
we finetuned the in-plane lattice constants of the FE-ZB’

FIG. 1. Atomic configurations of (a) ML-β, (b) FE-WZ’ and
(c) FE-ZB’ phases. The colors of the Ga (big spheres) and O
(small spheres) atoms are set differently to distinguish each
atomic layer (three O layers and two Ga layers). The direction
of spontaneous polarization is indicated by the black arrow in
(b) and (c). The primitive unit cells are marked by the blue
parallelograms, while orthogonal cells used for CI-SSNEB are
marked by the yellow rectangles, which is also the primitive
cell for ML-β phase. Note that the in-plane lattice constants
of the ML-β phase are smaller than the ones of the bulk β-
Ga2O3 (a = 3.08 Å, b = 5.92 Å). The in-plane lattice param-
eters of the FE-WZ’ and FE-ZB’ phases are the same, while
a very minor change is seen in out-of-plane thickness.

and FE-WZ’ phases with more accurate configuration re-
laxation (see the electronic supplementary information
(ESI) Fig. S2 for detail). We note that this is an essen-
tial step for the NEB calculations, as otherwise it could
lead to the problematic result that an intermediate im-
age may pass through the real minima instead of the fixed
terminal images. The lattice constants (a and b) of the
ML β-phase were obtained by fully relaxing a bulk-cut
configuration in an orthogonal cell. The lattice constants
of the FE-WZ’ and FE-ZB’ phases were relaxed in a in-
plane hexagonal cell. A vacuum layer with a thickness of
20 Å was used to avoid interactions between the periodic
images in the z direction throughout the calculations.

B. Nudged elastic band calculations

Standard CI-NEB [36–38] with the fixed lattice vectors
was used to calculate the activation barriers of polar-
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ization reversal, FE-ZB’→FE-WZ’ transitions, and do-
main wall motions, while CI-SSNEB [39] was used to
calculate the phase transitions of FE-ZB’→ML-β and
FE-WZ’→ML-β paths in order to account the primar-
ily lattice changes. In the standard CI-NEB, only the
changes in the internal Cartesian positions of the atoms
are included to calculate spring forces between images,
while CI-SSNEB couples the cell and atomic variables by
concatenating the scaled cell strain and the changes in
atomic positions.

Because of the different symmetries between the prim-
itive hexagonal and orthogonal cells, we adopted the ini-
tial images of FE-ZB’ and FE-WZ’ in 10-atom orthogonal
cells as marked by the yellow rectangles in Fig. 1b and c.
In this way, the solid-state transition can be decomposed
into two in-plane orthogonal cell strains and stresses and
internal atomic forces. With the lattice vector fixed at 25
Å in the z direction, the out-of-plane stress was relaxed
depending on the internal atomic forces. The calcula-
tions were stopped after the force acting on the saddle
point image fell below 0.01 eV/Å. We note that the en-
ergy changes at the saddle point were converged below
10−3 eV after 150 iterations at maximum. The standard
CI-NEB calculations were done with the Atomic Simula-
tion Environment (ASE) framework [40]. The CI-SSNEB
calculations were using the TSASE library [41]. OVITO
was used for the visualization of the atomic configura-
tions [42].

C. Construction of a Gaussian approximation
potential for 2D phases

In order to overcome the temporal and spatial lim-
its of ab-initio methods, we constructed a kernel-based
machine-learning Gaussian approximation potential [43,
44]. Unlike other existing machine-learning potentials
which are purely developed for studying thermal proper-
ties of bulk β-Ga2O3 [45, 46], we explicitly trained our
GAP for both bulk and 2D structures. The training and
testing database are generated from ab-initio molecular
dynamics (AIMD) simulations. The AIMD simulations
for the 2D phases were performed with the same set-
ting mentioned in Section IIA for sampling the electronic
system. The simulation cells of ML-β, FE-ZB’ and FE-
WZ’ consists of the 2×4×1 orthogonal supercell (∼11
Å×12 Å×25 Å) with 80 atoms. To improve transferabil-
ity of the GAP for modeling primarily the bulk struc-
tures, we included one third of the configurations from
the bulk β phase to the training and testing database.
For the bulk β phase, the 1×4×2 monoclinic supercell
(∼12 Å×12 Å×12 Å) with 160 atoms are used. For each
configuration (three 2D and bulk β phases), the simula-
tion cells are scaled with uniform strain on non-vacuum
lattice constant from -4% to 4% with the step of 2%. The
AIMD simulations are run at 100/300/600/900K for all
strains for 1 ps with a time step of 2 fs. Additionally,
the FCC phase (see Fig. 4f), the intermediate minima

(V1, V2, V3) and the five saddle-points configurations
from the CI-SSNEB (see Fig. 6) calculations are taken
for constructing 2×4×1 supercells with 80 atoms. 20 in-
dependent single-point DFT calculations on each of these
supercells are computed, with small normally distributed
random displacements added to the atomic positions to
create unique and diverse local atomic environments with
nonzero forces. The single Ga/O atom in vacuum and
Ga-Ga, Ga-O, O-O dimer systems are included for refer-
ence energy and repulsive forces at close atomic distances.
In total, 932 configurations with 81,522 atomic environ-
ments are in the training database and 743 configurations
with 71,200 atomic environments in the testing database.
The total energies, atomic forces and virial stresses are
stored for training and testing.

Both the two-body descriptor q2b [47] and the many-
body smooth overlap of atomic positions (SOAP) de-
scriptor qmb [44] are used. The total energy of N atoms
is then given by

Etot. = δ22b

Npairs∑
i

M2b∑
s

αs,2bK2b(qi,2b,qs,2b)

+ δ2mb

N∑
i

Mmb∑
s

αs,mbKmb(qi,mb,qs,mb),

(1)

where δ2b and δmb are the pre-factors of the Gaussian
process, α2b and αmb are the regression coefficient vec-
tors to be fitted during the training, K2b is the squared
exponential kernel and Kmb is the dot product kernel.
The detailed hyper-parameters used for constructing the
descriptors, the kernel functions, and training the GAP
are summarized in ESI Table S1. A detailed analysis
of the accuracy of the GAP can be found in ESI Fig.
S6. For more details about the construction of Gaussian
approximation potentials, we refer the reader to Refs.
[43, 44, 48]. The training processes are performed us-
ing the QUantum mechanics and Interatomic Potentials
(QUIP) package [49].

III. RESULTS

A. Polarization reversal transition

Polarization reversal transition is a special type of
structural phase transition in ferroelectric III2VI3 com-
pounds, which could lead to potential interesting appli-
cations such as bit flipping in data storage [50]. First, us-
ing standard CI-NEB we investigated the most effective
kinetic pathway of the polarization reversal transition of
the FE-ZB’ and FE-WZ’ phases without an external elec-
tric field. Second, in order to illustrate the tunability of
the reversal transition, the effect of the out-of-plane ex-
ternal field on the reduction of the transition barrier was
studied.

For the FE-ZB’ phase, as shown in Fig. 2a, the tran-
sition barrier for the direct jump within the central layer
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FIG. 2. Polarization reversal transition of FE-ZB’ phase: Evolution of the energy of monolayer Ga2O3 in the FE-ZB’ phase
transforming from the state with the electric polarization pointing downward (b, f) to the state with the electric polarization
pointing upward (d) via a direct shifting process (b-c-d): the O atoms in the central layer laterally shift from the A to C
sites. The most effective kinetic pathway (f-e-d) involves a three-step concerted mechanism, as detailed in the main text. The
activation barrier of the concerted motion is much lower than the direct shifting process. The dashed black arrows attached to
atoms indicate the directions of atomic motion during the polarization reversal processes along the plane labeled with the blue
dashed line in (b, f).

of O atoms from site A to site C is 0.442 eV per unit
cell (shown by one black arrow in Figs. 2b→b→d), while
an effective concerted transition process (shown by sev-
eral black arrows in Figs. 2f→e→d) has much lower bar-
rier of 0.166 eV per unit cell. Initially the three upper
atomic layers (one of Ga and two of O atoms) and two
lower atomic layers (one of Ga and one of O atoms) move
in-plane in opposite directions transforming the FE-ZB’
phase into an unstable FCC structure as shown in Fig.
2e. After that, the two uppermost layers of O and Ga
atoms and the two lowest layers of Ga and O atoms re-
verse their motion and return back to their initial po-
sitions, while the central O layer finalizes its transition
to the final site C. We note that the FCC phase for the
Ga2O3 monolayered structure is unstable, which is un-
like the other 2D III2IV3 materials, where this phase was
found to be metastable [23].

As the second stage, we investigated the effect on the
transition barrier of the external electric field applied
along the normal to the substrate surface. As shown in
Fig. 3, the energy difference between the two orientations
as well as the transition barrier decrease linearly with the
field strength increasing from 0 to 4 V/nm. We note that
the energy barrier decreases much less rapidly than the
energy difference (-0.12 and -0.23 eV per V/nm, respec-
tively), indicating that the configuration at the saddle
point exhibit less ferroelectric effect as expected, since
the out-of-plane dipole moment in the FCC phase in the
absence of an external electric field is zero due to sym-
metric stacking. The further comparison of the ionic con-
figurations of the saddle points reveals a minor vertical

off-center displacement of 0.015 Å (0.054%) of the central
O layer under highest strength of the applied field of 4
V/nm. The detailed transition barriers are shown in the
ESI Fig. S4.

We further focused on the phase transition path be-
tween FE-WZ’ and FE-ZB’ phases. As shown in Fig. 4,
both the direct jump and the effective concerted move-

FIG. 3. The calculated transition barrier (black circles) and
energy difference (red squares) between the initial and final
states (the insets) in the electric polarization reversal process
of FE-ZB’ Ga2O3 via the concerted motion as illustrated in
Fig. 2, plotted as a function of the external electric field
applied in the out-of-plane direction. The applied external
electric field is indicated by the blue arrow.
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FIG. 4. FE-WZ’→FE-ZB’ transition. (a) Evolution of the energy of monolayer Ga2O3 transforming from FE-WZ’ phase (b,
g) to FE-ZB’ phase (d, e). Left: a direct shifting process: the bottom O layer laterally shifts from the C to B sites. Right: a
multi-stepped pathway involving the motion of the bottom Ga layer from A to B forming the FCC phase. The FCC phase can
transform to FE-ZB’ up or down with equal probability.

ment of many atoms yield relatively high barriers (0.835
eV and 0.870 eV per unit cell, respectively). The direct
jump of the bottom O layer from the stacking sites C
to B does not change the polarization of the layer (Fig.
4b→c→d). However, the transition via the concerted
movement of many atoms shown as Fig. 4g→f→e in-
cludes the non-polarized FCC configuration (Fig. 4f).
This configuration is exactly the same as the one shown
in Fig. 2e, hence depending on the transition direction,
the resulting orientation of the ZB-FE’ phase can be ei-
ther up or down. In Fig. 4e, the reverse polarization case
is shown.

B. Domain wall motion

While grown experimentally, the system may contain
a number of different 0D and 1D defects, such as domain
walls for 2D materials [51]. Here, we further study the
movement of two types of domain walls which facilitate
the process of polarization reversal for the FE-ZB’ phase.
As shown in Fig. 5a, we constructed a 12 × 1 structure
which contains two oppositely polarized domains by dis-
placing six O atoms in the central layer vertically aligned
to the top layer of Ga atoms. A large supercell was cho-
sen to avoid the cross influence of the two domain walls.
This structure after further relaxation to a local mini-
mum was used as the initial configuration. Two types of
the domain walls are labeled by the red and blue dashed
boxes in the initial state of Fig. 5a. It can be seen that
the O atoms of the central layer at the domain walls
are deformed from the perfect vertical alignment to the
top or bottom Ga layers after the relaxation, due to the
Coulomb repulsion between two close O atoms. The red
and blue arrows on the left side indicate the correspond-

ing transitions of the domain walls, where the circled O
atoms of the central layer move to the vicinal polarization
reversed sites. The transition barriers are 0.412 and 0.394
eV per unit cell which are slightly lower than the barrier
of 0.442 eV per unit cell corresponding to the direct jump
of the O atom from the central layer as discussed earlier
(Fig. 2a).

The domain boundary between the FE-ZB’ and FE-
WZ’ phases shown in Fig. 5b were studied in a similar
manner. Here, the transition barriers of 0.585 and 0.393
eV per unit cell are significantly lower than the barrier
of 0.835 eV of the direct jump of the bottom O layer
(Cf. Fig. 4). Moreover, the energy difference of 0.02
eV per unit cell between the initial and final state in-
dicates that a larger fraction of FE-ZB’ phase is more
likely to be seen in experiment. Here we invoke the
Arrhenius equation [52] to predict the transition rate,
rd = ν exp (−Ea/kBT ), where ν is the attempt frequency
in the order of 1013 Hz, kB is the Boltzmann constant, T
is the temperature and Ea is the transition barrier. At
300 K, the domain wall motion with the lower barrier of
0.393 eV moves more than 1,600 times faster than the
ones with the barrier of 0.585 eV. For a 1-µm domain
wall, the fastest propagation speed is about 0.68 nm/s at
300 K, which can be expected to be directly measured by
microscopic characterization methods.

C. Solid-state phase transition path: FE-ZB’ and
FE-WZ’ to ML-β phase

Using the CI-SSNEB method to account for the lat-
tice changes, we explored the phase transition paths from
FE-ZB’ and FE-WZ’ to the ML-β phase. The complex
paths with multiple local minima are seen in Fig. 6.
For each transition between two neighboring minima, we



6

FIG. 5. (a) The domain wall motion of the polarization reversal process of the FE-ZB’ phase with opposite electric polarization.
(b) The domain wall motion of the ZB-WZ’→FE-ZB’ transition. The red and blue dashed boxes indicate the positions of the
domain walls, and the dashed circles indicate the moving O atoms.

FIG. 6. Solid-state phase transition pathways. Upper: Evolution of the energy of phase transition from FE-ZB’ and FE-WZ’
phase to the ML-β phase. The energy difference is shown for a 10-atom unit cell. The intermediate transition barriers Eb

are with respect to the initial states, e.g., indicated by the black arrows at the bottom. Lower: the corresponding atomic
configurations of the intermediate stages. The black arrows associated to the atoms indicate the moving direction. The red
dashed circles label the moving O atoms.

ran an independent CI-SSNEB calculation to determine accurately the position of a saddle point between them.
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Three intermediate minima are identified and named V1,
V2 and V3 (V short for ”Valley”) as shown in Fig 6. For
the FE-ZB’→ML-β transition, the first step of the tran-
sition (FE-ZB’→V1) involves a concerted movement of
the top O-Ga-O layer in the y direction, as indicated by
the black arrows in Fig. 6. At the saddle point, the top
two layers of O and Ga atoms move back to their origi-
nal stacking position, while the central O layer continues
transition beneath the upper Ga layer towards the V1
state. Next, the bottom O layer migrates in the y direc-
tion to ML-β stacking. Finally, the top O layer moves in
the y direction to complete the ML-β phase, as shown as
V1→V2 → ML-β path in Fig. 6. Similarly, three inter-
mediate steps are identified in FE-WZ’→ML-β transition
as well. The third step is the same movement from V2
to ML-β phase with the barrier of 0.157 eV. The clear
solid-state lattice transformations for both paths happen
during FE-ZB’→V1 and FE-WZ’→V3 steps, where the
stacking symmetry of the top and bottom Ga layers are
changed. The following movements of the top and bot-
tom O layers are driven mainly by atomic migration with
minor changes in the in-plane lattice vectors of the cells.

D. GAP-predicted phase transition

So far, we have constrained the transition calculations
within a limited size cell. This constraint may lead to an
artifact showing a single atom migration as a collective
movement of the atoms across the periodic boundaries.
However, the CI-(SS)NEB calculations require multi-
image force convergence up to hundreds of iterations of
self-consistent calculations, thus cannot be afforded for
a large supercell using ab-initio methods. To overcome
this limit, we performed a large-scale NEB calculations
using the GAP potential [53] specifically trained to de-
scribe the 2D Ga2O3 phases with high accuracy of en-
ergies, atomic forces and cell stresses (see ESI Fig. S6).
We further constructed a full 2D 12×6 FE-ZB’ supercell
with 360 atoms, as shown in ESI Fig. S7. By moving the
central-layer O atoms one at a time, the nucleation and
growth of the domain with the reversed polarization can
be calculated as shown in Fig. 7a. The full transition
process can be found in ESI Movie S3. Every six mov-
ing O atoms are grouped and indexed as 0-5, 6-11 and
12-17..., which can complete a full line of the reversed
domain. The initial nucleation of a full line of reversed
domain leads to an increase of 1.27 eV in energy (“Line
1” region in Fig. 7a), while the following growth reveals
a gradual energy decrease which is caused by the separa-
tion of the two domain walls (see Fig. 5a). Within a line
growth, a periodic feature of the energy evolution can be
seen as the displacement of the front atoms (i.e., atoms
0, 6, 12, 18...) always lead to increase in the potential
energy, while the closing atoms (the last atoms complet-
ing the concerted movement, i.e. atoms 5, 11, 17) bring
the system to stable local minima.

The blue spiked curves present the transition barri-

FIG. 7. GAP-calculated nucleation and growth of (a) the
polarization reversed domain of the FE-ZB’ phase; (b) the
FE-ZB’→ML-β phase transition. The blue curves show the
transition barriers of single-step jumps which in (a) are the
single-atom jumps and in (b) are the single-line jumps; the
black curves illustrates the local minima and the red curves in-
dicates the reduction in potential energy owing to the domain
wall separation. The vertical dashed lines label the transition
where a whole line/domain is completed. See also the ESI
Movies S3 and S4 for the full processes, respectively.

ers of the single-atom jumps, which range from 0.15 to
0.58 eV. The variation originates from the different local
atomic environments, such as domain width and starting
or completing a domain wall. Comparison of the barriers
for the overall shift – 0.44 eV in Fig. 2a, – and for moving
a domain wall – 0.39 eV in Fig. 5a where the whole line of
the central-layer O atoms moves concertedly, – the indi-
vidual barriers reveal more clearly the effect of the initial
nucleation of the polarization reversed FE-ZB’ domain.
We see that the barriers for the forward transitions are al-
ways much higher than those of the backward transitions
in “Line 1” region. Once the “Line 1” domain is com-
pleted, the growth becomes energetically more favorable
in “Line 2” region where the forward barriers are smaller
than the barriers of the reverse transitions. From “Line
3” to “Line 4”, the single-atom barriers are simultane-
ously affected by the propagation within the individual
lines and during the domain wall separation. Eventually
when the two domain walls are far apart, the barriers
depend on whether the moving atom is a starting or a
completing the line atom as seen in Region “Line 5” and
“Line 6”.

We further study the solid state phase transition pro-
cess from FE-ZB’ to ML-β phase with the same initial
cell. As discussed in Fig. 6, the transition process in-
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volves the step-wise migration of all three layers of O
atoms. Here we followed the same moving order in which
each line of the central-, bottom- and top-layer O atoms
moves sequentially as shown in ESI Movie S4. The cor-
responding energy evolution is shown in Fig. 7b. Even-
tually the whole cell is transformed into a 6×6 ML-β
supercell in the final state, as the unit cell of the ML-
β phase consists of twice the number of atoms which
compose the unit cell of the FE-ZB’ phase. The nucle-
ation of the initial ML-β domain reduces the energy by
0.134 eV. After formation of the initial ML-β domain, the
following ML-β domains grow with increasing reduction
in energy, indicating an accelerating propagation of the
domain transition. The final energy difference is 0.432
eV/unit cell which is very close the DFT data in Fig. 6.
We note that unlike the polarization reversal transition
in Fig. 7a, a single-atom jump frequently does not lead
to stable configuration, as no saddle point is located on
the energy pathway. Therefore, concerted transitions of
lines of O atoms dominate the process.

IV. DISCUSSION AND OUTLOOK

Unlike the other III2IV3 compounds such as In2Se3,
the bonding in Ga2O3 is mainly ionic in nature [11, 54].
The Bader charge analysis [55, 56] and the electron lo-
calization function [57] on the (meta-) stable and saddle
configurations indicate a similar ionicity of 2D Ga2O3

phases compared to bulk β-Ga2O3, as shown in the ESI
Fig. S5. The energy difference between the FE and ML-β
phases is 0.430 eV/unit cell. The largest energy differ-
ence among the five metastable phases is ∼ 0.14 eV/unit
cell. Interestingly, the metastable V2 phase has lower
energy comparing to FE-ZB’ and FE-WZ’ phase (∼ 0.07
eV/unit cell). The highest transition barrier predicted by
our calculations is merely 0.311 eV per unit cell. With
the underestimated margin due to the delocalization er-
ror of the approximated PBE functional as mentioned in
section IIA, the transition barriers should be well below
1 eV per unit cell. The recent experimental studies on
the Ga2O3 nanolayer indicate that amorphous thin films
synthesized from liquid metal are stable at 600 K [6, 17].
Our theoretical finding agrees with these experiments:
with relatively small energy differences, comparable to
the average atomic kinetic energy at room temperature
(0.0388 eV/atom at 300 K), it is highly likely that several
metastable phases co-exist. This may trap the system in

a disordered amorphous-like structure, since the sponta-
neous growth of the crystalline phase requires crystal nu-
clei with high symmetry to grow beyond the critical size.
The kinetics of the homogeneous and heterogeneous nu-
cleation of the high symmetry phase is of great interest
for future study.

V. CONCLUSIONS

In summary, we systemically studied the phase tran-
sitions between three 2D low-energy configurations,
namely FE-ZB’, FE-WZ’ and ML-β of Ga2O3 monolayer
using DFT and NEB calculations. The polarization-
reversal transitions of the FE-ZB’ phase can happen via
direct jump or effective concerted movements, which can
be further tuned by moderate external electric fields.
The FE-WZ’ phase exhibits higher transition barriers
transforming to FE-ZB’ phase. Multi-step solid-state
transition paths from the metastable FE-ZB’ and FE-
WZ’ phase to ML-β phase are revealed as combina-
tions of anisotropic lattice transformation and internal
atomic migration. We further developed a machine-
learning GAP potential to study the nucleation and
growth of polarization-reversed FE-ZB’ domains and the
FE-ZB’→ML-β transition. Different mechanisms of the
domain wall propagation were identified. Based on our
results, we expect that such 2D layers can be created ex-
perimentally either by mechanical exfoliation or epitaxial
growth. In a broad perspective, this study adds impor-
tant insight to the experimental synthesis of different 2D
Ga2O3 structures.
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