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INTRODUC TION

The modern metaverse is presented through a computer-generated 
environment. In this immersive and networked virtual world, users 
interact with others by engaging a range of senses (including eye-
sight, hearing, kinesthesia, and proprioception). Although exact 
definitions vary, in general, the multisensory input allows users to 
feel part of the virtual environment in a closely similar way to how 
one would feel in the real world. Socially, it allows users to inter-
act virtually, in real-time, with any other person no matter where on 
earth they are located. With its ability to provide a higher degree of 
freedom to create and share,1 and a space for new social commu-
nication,2 the metaverse may present an ideal mode with which to 
present educational content.

The concept of the metaverse extends beyond the current 
practice of using virtual and augmented reality, which is usually 
performed in-class to enhance learning and engagement.3 Instead, 
with multiple people connected, the user's geographical location is 

largely irrelevant, and all learners can engage in real-time within the 
virtual environment,4 interacting through realistic graphics and vi-
sualizations.5 Anatomy and physiology have a strong focus on the 
positioning of the human body and the three-dimensional (3D) in-
terrelationships between organs and features.6 How the body is 
structured, and how these structures might adjust position during 
movement, aging, or disease is important for understanding the sys-
tem as a whole. As such, the opportunity to present content within 
an entirely virtual world, viewed through stereoscopic 3D (as pre-
sented in the metaverse), presents a potential benefit to learners, 
and an exciting concept for educators.7

Work from home requirements during the COVID-19 pandemic 
accelerated the use of technology to facilitate connections that 
would have otherwise been face-to-face. However, there was still a 
feeling of disconnect, with sentiments of social isolation common.8 
After the pandemic, the use of technology in teaching classes such 
as anatomy has seen a rise in popularity, with educators increas-
ingly embedding social media, online resources and 3D printing 
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Abstract
Of the many disruptive technologies being introduced within modern curricula, the 
metaverse, is of particular interest for its ability to transform the environment in 
which students learn. The modern metaverse refers to a computer-generated world 
which is networked, immersive, and allows users to interact with others by engaging 
a number of senses (including eyesight, hearing, kinesthesia, and proprioception). This 
multisensory involvement allows the learner to feel part of the virtual environment, 
in a way that somewhat resembles real-world experiences. Socially, it allows learners 
to interact with others in real-time regardless of where on earth they are located. This 
article outlines 20 use-cases where the metaverse could be employed within a health 
sciences, medicine, anatomy, and physiology disciplines, considering the benefits for 
learning and engagement, as well as the potental risks.
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to supplement traditional teaching methods.9 However, the bene-
fits of these technologies have not always replaced the authentic 
learning achieved from realistic hands-on activities, such as cadav-
eric dissections.9 Although a number of metaverse platforms have 
been available throughout this time, when surveyed internationally, 
more than 30% of anatomy educators had never heard the term 
“metaverse” before.10 However, this seems likely to change. Some 
concepts in anatomy are now taught using the metaverse at Seoul 
National University College of Medicine in Korea,11 and it is becom-
ing increasingly used within medical practice.12 There has also been 
success with anatomy teaching through the software Second Life. 
This metaverse-like virtual world has enabled team-based anatom-
ical learning,13 multiuser virtual environments for learning gross 
anatomy,14 and competition between students to enhance enjoy-
ment of presented concepts.15 In all cases, learners appeared to ap-
preciate the unique use of technology, showing that virtual worlds 
can present potentially highly engaging and motivating platforms for 
learning.

Services which enable access to the metaverse will continu-
ally expand in upcoming years. Multiple companies are developing 
their own versions of the metaverse. Meta, a technology company 
(Meta Platforms Inc., Menlo Park, CA) formerly named Facebook 
Inc., has spent billions of dollars building a Metaverse digital space 
that exists beyond the real world to connect people together, 
while the Microsoft Corporation is creating Microsoft Mesh 
(Microsoft Corp., Redmond, WA), based on the Microsoft Teams 
video chat and collaboration software. This follows a lead by the 
gaming industry, which has presented the metaverse through a 
range of platforms.16 Epic Games Company adapted open-world 
virtual concepts into its virtual world, Fortnite (Epic Games, Inc., 
Cary, NC), to hold music concerts and open-world player experi-
ences. Open and connected world concepts have enabled virtual 
elections to be held in Animal Crossing, a social simulation video 
game (Nintendo EPD, Kyoto, Japan). Roblox online game platform 
(Roblox Corp., San Mateo, CA), a virtual world that offers a way 
to tell stories and freely engage with others in an entertaining 
environment, is now played by more than half of the children in 
the United States.17

There has been an increasing number of globally networked 
metaverse platforms introduced recently, that can enable educators 
to engage with their students in a virtual space. This article provides 
insights into which features of the metaverse may be of particular 
interest to medical and health science educators and provides sug-
gestions for how educators may be able to harness this upcoming 
advancement in technology.

T WENT Y USE- C A SES FOR THE METAVERSE 
IN ANATOMY AND PHYSIOLOGY

To explain the metaverse and frame the potentials within the con-
text of anatomical sciences education, 20 use-cases regarding how 
this technology might be used to enhance anatomy and physiology 

workshops, laboratories, and hands-on sessions are outlined below. 
Each of the 20 examples listed in this document are currently pos-
sible using today's virtual and augmented reality devices. However, 
the metaverse expands upon the current use, with increased con-
nectivity, accessibility, and interactivity, making it more accessible 
and simpler to use for both educators and learners. Proposed use-
cases are presented with a potential activity, alongside additional 
considerations in the paragraph underneath, with risks and concerns 
of potential interventions presented after.

In-the-field authentic learning

Activity: Anatomy of the leg bones could be taught at the base of 
a virtual mountain, as part of a simulated case presenting a rock 
climber who has fallen and suffered a fracture.

In a health professional program, there is value in placing the stu-
dent in authentic environments. Whether the activity is best suited 
to a hospital, on the roadside, or at a sports field, the educator can 
place the students in the desired location, timeframe, or activity. 
This “simulated workplace” gives an element of realism and can go 
a long way towards assisting students to become exposed in an au-
thentic way to their potential future workplaces.18 It may also pre-
pare students for the future healthcare environment, where at least 
some consultations, training practices, and medical communication 
are predicted to be undertaken.19

Virtual dissections

Activity: Students perform a complete full-body dissection using an 
entirely virtual model.

Virtual models are becoming more lifelike than ever. Imaging 
and medical scans can be imported into 3D software to create a 
realistic model of the human body. Although virtual dissections are 
currently possible, the metaverse expands the benefits of this. The 
position of the student's hands is detected by motion controllers, 
providing precise control over the scalpel. The digital laboratory en-
vironment will feel increasingly real2 as students can interact with 
the models, as well as students and staff around them. Collaborative 
virtual dissections, with and without a teacher-directed instruction, 
might also present a effective form of early training, exposing stu-
dents to lab activities prior to engaging with cadavers or wet spec-
imens, allowing for mistakes to be made and providing an avenue 
for practice. Fine movements can also be tracked. For example, 
positioning of the hands can be observed, even with current mo-
tion capture handsets available, which can help educators monitor 
student activity during anatomical dissections or when teaching 
surgical techniques.20 As the underlying technology and virtual en-
vironments building the metaverse expands, it will present a more 
realistic, collaborative and accessible experience compared to what 
is currently possible within virtual reality, augmented reality, or dig-
ital dissection tables.
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    |  3MORO

Viewing real-time teaching practices with a  
front-row seat

Activity: While a live autopsy is taking part in the real-world, stu-
dents attend virtually, and can ask and answer questions by interact-
ing with the educator.

In this scenario, there is a real-world activity taking place, and 
the metaverse facilitates the student's attendance in a much more 
realistic and engaging way compared to streaming through video 
platforms. While the professional is completing the autopsy, students 
attend virtually in avatar form in a way that feels, to them and the ed-
ucator, like they are present. This means that every student attending 
virtually is given access to a front-row seat. With the correct video 
and 3D capture setup, and appropriate consent obtained, real-life 
specimens can be embedded in a way that allows complete, pan-
oramic viewing, where students can navigate to the point of interest 
at any time, communicate with each other and the educator, and even 
interact by pointing or motioning towards structures. This blending of 
both real and virtual, as well as the mix of different technologies, may 
provide a great benefit to the overall learning experience.

Kinesthetics and body movements

Activity: One student's avatar presents as a skeleton and jogs around 
the laboratory, while other students observe the movements of the 
skeletal system.

Students cannot run around during a busy teaching laboratory. 
They could, however, virtually experience movement within the 
metaverse. Software could present virtual hands-on instructions 
across disciplines that could benefit from showcasing movements, 
such as biomechanics and muscle physiology, and depict the anatom-
ical changes as certain structures contract, or interact with others 
during movements.21 The user could follow a skeleton running, and 
add muscle layers to see how they facilitate this process. Students 
can interact, chosing which organs to view from the inside out.

Fully engage with specialist instructors from 
anywhere in the world

Activity: A specialist guest lecturer from California provides hands-
on instructions to medical students in Australia.

Within a health science or medical program, students normally 
receive most of their instruction from academics living near, or 
around the university campus. The introduction of formal instruc-
tion via the metaverse would enable educators to join the students 
in virtual full-body form, to provide a lesson. They could point to 
joints on their body, show movements of the muscles and arms, and 
teach a variety of concepts just like if they were in the room with 
the students. The educator can also identify and respond to stu-
dent interactions in real-time, which is important for effective on-
line learning.22 This opens the door to a more personal experience 

during remote instruction, more than what would be possible from 
video conferencing or through currenlly-available virtual and aug-
mented reality devices.23,24 This option to have access to specialist 
educators from anywhere in the world can enhance opportunities 
for universities to engage, and educate students in different ways.25

Serious games and gamification

Activity: Students are locked in a virtual escape room and must use 
their content knowledge to crack the code and find the exit.

The metaverse can be fun! Students can take off and fly around 
the room, race each other to certain points, or complete in activi-
ties. There is a growing amount of evidence that introducing serious 
games can be of great benefit to the student learning experience in 
disciplines such as anatomy and physiology.26 This practice involves 
creating activities, experiences and entertaining games where the 
primary purpose is learning. The ease at which all participants, up 
to hundreds of people, can be connected together in the metaverse 
provides educators with a great potential to create engaging games, 
fun activities and enhanced learning experiences.4 The collabora-
tive environment can also facilitate activities currently employed in 
classes. For example, students can work together to connect sec-
tions of the brachial plexus,27 or can race other groups to accomplish 
objectives in a fun and interactive way.

Virtual instructors

Activity: An entirely virtual artificial intelligence entity asks students 
questions about course content and answers student queries.

Artificial intelligence (AI) is already in use within a number of med-
ical and health science programs. However, in many cases it remains 
focused around developing ways to process patient data, decipher 
radiographs, or expose students to the future potential of health-
care.28,29 However, even beyond data processing and management, 
artificial intelligence is developing to a point where it can provide in-
structions to students from an entirely virtual entity. Students may 
be able to receive entire lectures from an AI or communicate with an 
AI-based virtual patient. Although possible, at the moment there are 
a range of issues from the software side to work through in order to 
fully utilize AI instructors in medical education, but this technology 
will continue to develop and improve in the near future.30 However, 
even rudimentary AI may find a use as a revision resource, where 
after students have learnt in a structured and thorough way, can re-
vise through two-way communication with a virtual instructor.

Virtual patients

Activity: Students fully communicate and interact with an entirely 
virtual patient, applying their anatomical sciences knowledge to 
clinical cases.
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4  |    MORO

Students can practice communication strategies and soft skills 
in a realistic simulated environment alongside virtual patients. The 
metaverse would provide a much more authentic experience than 
what is possible through using a two-dimensional (2D) computer 
program or tablet-based applications. With complete avatars, ad-
vanced emotions and cues can be incorporated.31 Even the dis-
tance between the student and the patient can be assessed and 
monitored. Virtual patient data can also be produced as part of the 
consultation (in some cases with the use of AI), providing health 
information for students to assess and identify suspected issues.32 
Artificial patients may also present an effective bridge to prac-
tice communication and clinical skills before meeting with real pa-
tients. This may have some benefit in reducing anxiety associated 
with newly learned content. As no physical or simulated patient is 
involved, the student can practice this at any time, in any place, for 
any number of repetitions.

Showcasing variation

Activity: A student can scan through 1000 different, yet realistic, 
heart 3D models to find the one which they would like to use in their 
studies for that day.

The limitation of plastic models and cadavers is that they are 
constrained in their ability to showcase variation. Virtual models do 
not have this issue. The virtual environment can present any disease 
or disorder, at any time, at any stage, and in any form the educator 
desires. This empowers educators with resources far beyond what 
is commonly available in even the most well-stocked teaching or ca-
daveric laboratories. Anatomical variation is one particular area of 
teaching largely omitted from many health professional programs.33 
However, being entirely virtual, the metaverse can allow for the 
instantaneous viewing of endless variation, with little extra effort 
from the educator if models are available. This can also present and 
animate the natural progression of diseases and disorders, and allow 
side-by-side comparisons between healthy and diseased tissues. For 
example, students can watch a lesion forming in multiple sclerosis, 
or a heart slowly developing fat deposits. Of particular benefit with 
a connected metaverse, would be for students to watch these pro-
cesses occurring in a collaborative virtual environment.

Linking between disciplines

Activity: A person's avatar has trouble breathing (physiology), starts 
to have an asthma attack (pathology), and students administer an 
asthma puffer (pharmacology) to act on the trachea (anatomy) and 
alleviate the dysfunction (pathophysiology).

With a completely virtual, connected environment, the 
metaverse can allow interdisciplinary connections like never be-
fore.12 To fully understand diseases, medical and scientific disci-
plines such as anatomy, physiology, pathology, pharmacology, and 
more all need to be integrated and applied to the clinical scenario. 

The virtual world presented in the metaverse can facilitate this in a 
meaningful way and enable students to make connections between 
academic disciplines.

Facilitating communication

Activity: A student from Australia can shake hands with a student 
from the United States of America and discuss course content over 
a virtual model.

With every student connected in the same place and at the same 
time, regardless of their physical location, means that learners can 
ask and answer questions at any time. They can communicate with 
each other, raise their hands, or motion to the educators or other 
students they would like attention. They can also communicate in 
real-time with anyone around the world, with their reactions ob-
served in real-time. More than simply responding to text questions 
during an online lesson, the metaverse can allow educators to ob-
serve if students seem “lost” or confused through either their per-
sonal stance or expressions, or the presentations of emojis or virtual 
cues. This way, even in a large group of attendees at a lesson, indi-
vidualized attention can be offered to students when required. In 
avatar form, students can even be trained in non-verbal communi-
cation strategies, showing emotion, reinforcing or contradicting ver-
bal comments,31 or using gestures to emphasize with a patient or 
classmate.34

Stations-based teaching

Activity: In the middle of a teaching session, in a class with hundreds 
of learners, each student is placed into a small group for a 5-minute 
hands-on activity before rejoining the class.

Students can be placed at virtual “stations” or moved into small 
or large groups to discuss concepts. No longer constrained by the 
physical size of the room, educators can separate groups widely, or 
keep them close together to facilitate discussions between stations. 
There has been some success with using metaverse elements for 
virtual stations-based approaches. The online game, Second Life, 
has been used for medical education, where students were able to 
collaborate between, and compete against, other students while 
learning radiology,15 or where students were engaged with virtual 
team-based learning in an anatomy course.13

Safety

Activity: Multiple students dissect different parts of a virtual cadaver 
at the same time, with no risk of any scalpel injuries or accidents.

Dissection apparatus, social distancing, heavy furniture, and 
more can all pose risks when there are large numbers of students in a 
hands-on laboratory. In the metaverse, none of these considerations 
matter. There is no physical risk to having hundreds of students 
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    |  5MORO

taking part in any activity. However, although there is no physical 
risk, there is the potential for the metaverse to affect mental health, 
or to impact the personal security of users.35

Student-created content

Activity: Students create a fun small hands-on activity where they 
need to attach virtual labels to a skeleton, which is later shared with 
others in the cohort.

The content housed in the metaverse does not need to be cre-
ated or managed by the educators. Students can create, embed, 
and engage with content. Students can also take part in near-peer 
remote teaching, which has shown promise in anatomy lessons.36 
This practice is occurring across many health science and medical 
programs, but the metaverse will make it much easier to connect 
learning together in a meaningful way.

Save and share

Activity: A small group of students have a discussion that is saved 
and shared with a student who was not able to attend class.

Everything that is done in the metaverse can be saved for later 
recall or shared with other groups.2 If something happens in the 
first laboratory, but not the second, the latter can use recordings of 
snippets of information from the former for revision or preparation. 
Recording lessons in complete 3D within the  virtual environment 
extends far beyond the capabilities of video capture technologies 
used in current teaching practices. Not only could students repeat a 
session in its entirety, but pause and digitally navigate through the 
space or 3D models in their own time. This allows for recording of 
some experiences, rather than just content, and allows exploration 
within the revision material to accommodate some degree of inter-
active self-directed learning.

Assessment for spatial and 3D interrelationships

Activity: Part of the assessment in a medical program's anatomy 
course involves placing a student in the metaverse and asking them 
to identify features of the musculoskeletal system.

Unless a student is present, it is very challenging to assess 
their ability to comprehend the 3D relationships between organs. 
However, this knowledge  is vital if, for example, the student aims 
for a future career in pursuits such as surgery. Although learn-
ing is often now augmented with technology-enhanced teaching 
practices, assessment processes remain largely 2D and lag be-
hind in innovation.3 With either paper-based, or the new format 
of computer-based assessments, it can be challenging to assess 
student knowledge of 3D interrelationships.6 This is further exac-
erbated where traditional modes of assessments, such as face-to-
face spotter examinations, are slowly being phased out due to the 

requirement for online learning, or staff burnout.37 The metaverse 
may have the potential to reinvigorate examinations so that stu-
dents can present, describe, discuss, and be assessed on concepts 
in a realistic way from anywhere in the world.38 The use of the 
metaverse could also bring back real-time formats of spotter ex-
aminations, where the students are immersed and assessed within 
a true 3D environment. To assist staff, student work can be viewed 
from any place, at any time, and recordings can be made of the 
whole session to alleviate the stresses when having to assess stu-
dents live and, in real-time.

Blended attendance

Activity: Some students can attend a class in-person, while others 
attend virtually, with both able to complete the same activities.

Wearing mixed-reality headsets (currently available now, such as 
the Microsoft HoloLens), each student is able to communicate and 
interact with each other in real-time. This starts to allow student 
interactions in a way that is nearly as effective as face-to-face, but in 
a hybrid environment. By closing the gap between students attend-
ing face-to-face and those attending virtually, educators can create 
experiences that equally accommodate class attendees, regardless 
of their location. In addition, physical resources, previously avail-
able only to on-campus attendees, can find new use. For example, 
students attending remotely could ask students to hold up physical 
models available in the lab and use them to form a discussion about 
organs or features, blending the real and virtual worlds during col-
laborative student-led discussions.

Asynchronous teaching

Activity: A student asks a question about last week's autopsy, and 
the environment changes to instantly place the group back into 
the exact scenario at last week's timepoint and view it all again in 
real-time.

Instantly, a previously run lesson, lecture, laboratory, or expe-
rience can be incorporated into the class. Sessions, experiences, 
gamified concepts, discussions, and more can be revisited and 
replayed at any time. This return to the content can assist to fa-
cilitate revision and knowledge consolidation after lessons have 
concluded.

Stand in someone else's shoes

Activity: Acting as a virtual avatar, students “become” a paramedic, 
and walk through an accident scene from their perspective.

The metaverse allows students to embody the avatar of other 
people and view their world from a first-person perspective. The en-
vironment appears real. This experience could be a doctor doing a 
hospital ward round, or a pathologist assessing a specimen in a clinic. 
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6  |    MORO

This provides the potential for broad and authentic experiences be-
yond the direct scope of their enrolled study pathway. Of interest 
may be in exposing students to various workplace roles, in particular 
during the later years of their programs. Learners could act as a pa-
thologist and asses a provided sample, perform the duties of a ward 
nurse during patient assessments, undergo a home medicine review 
as a pharmacist. This provides authentic learning which may help to 
provide context to the learning material or help students to develop 
workplace-ready skills.

Equal accessibility

Activity: A student formerly bound to a wheelchair will now have the 
same viewpoints and high viewing angles over cadavers in a dissec-
tion laboratory. Students with anxiety surrounding the use of cadav-
ers can now observe from the comfortable environment of their own 
home.

There are various reasons why students may be disadvantaged 
in a physical class. Students may not like being physically crammed 
around a single specimen or may not feel comfortable being in a large 
group (for example, during social isolation restrictions). Although 
some disabilities, such as sight, may be exacerbated in a virtual envi-
ronment, in other cases, the virtual world will remove many restric-
tions, such as those from a range of physical disabilities. In addition, 
students with hesitations about using human models and specimens, 
or anxiety about meeting with a patient for the first time, may have 
fewer concerns within a virtual environment, providing a much more 
equal learning opportunity in some cases.

DISCUSSION

Although there are platforms for the metaverse available now, there 
has been a relatively limited use among anatomical sciences educa-
tors to date.10 However, as the developing and available metaverses 
become better equipped to handle medical and science curricula 
(i.e., incorporation of high-resolution realistic models), there is the 
potential for a rapid uptake of the technologies, potentially dis-
rupting the ways in which content is taught. An initial hurdle will 
be for educators to come to terms with this new mode of learning 
and teaching, but also with the embedding of a virtual environment 
into the learning experience. The first steps will be to engage with 
the elements that make up the metaverse: virtual reality; augmented 
reality; online communications; avatars; and online environments. 
Some of these steps have already taken place, with many university 
educators embracing remote delivery of their classes in recent years. 
Whether this was through video-conferencing, streamed lectures, 
or even voice-over-PowerPoint, educators have already taken the 
first steps towards virtual delivery. The next steps to a metaverse-
enabled environment will require additional thought in how collabo-
ration, communication and networking between students and staff 
is undertaken.

Risks of using the metaverse for the 
presented examples

Although there are exciting prospects for using the metaverse in 
learning and teaching, educators will also need to consider the risks 
of embedding the technologies within their classes. For example, 
some students may find learning through a head-mounted display 
distracting. In a few cases, students may become cybersick during 
sessions, or may simply not enjoy learning in a virtual environment.39 
The risk of students being allowed to be anonymous also needs to 
be taken into account (i.e., is it actually the person named on the 
screen?). Visual impairment or hard-of-hearing students may be 
disadvantaged. There is a cost associated with the devices, and in 
general, some educators may be hesitant to adopt a new technology 
that disrupts the normal way in which they teach, limiting faculty-
wide rollouts. Connectivity is also key, and if connections drop out, 
the lesson may not be able to continue as planned. This may also 
adversely affect those with poor internet or limited access to tech-
nology, and the less technology-savvy learners may struggle to keep 
up. Intellectual property issues are also of note, if students create 
content, or educators upload content into the virtual software suite, 
it is unclear who owns this data, or what restrictions may be placed 
on its use.

Protection of privacy and data security is an additional concern 
for educators wishing to engage students with the metaverse.40 
Biometrics, behaviors, and personal information can all be collected 
by large corporations. There is usually no way around this, as the 
provision of personal information by users is often a core compo-
nent of the agreements signed prior to being authorized to login. 
Surveillance of virtual worlds may not be possible, leading to issues 
monitoring and censoring interactions, removing inappropriate chat, 
or monitoring for illegal activities, posing additional risks for users, 
especially if non-enrolled users are allowed to join the class learn-
ing environments.41 Virtual currencies utilized within the metaverse 
environments may not be secure and lack the protection that cen-
tralized currencies hold within regulated financial systems.42 This 
poses a risk if learners are expected, or able to, pay money to ac-
quire lesson content, add-ons or additional licenses to access cer-
tain information behind paid services. There is also a limiting factor 
regarding the time it will take to train staff, in order for all members 
of a teaching team to provide a similar level of quality instruction. 
Lastly, if students are expected to revise or study from home using 
the metaverse, it may disadvantage any who are unable to afford the 
headsets, computers, or data download plans required, as well as 
those living in areas with lower-quality internet connections.

Limitation of the study

Without formal evaluations, this article does not provide any 
measure of success for the presented interventions. Future 
projects should assess and evaluate use of the metaverse in 
anatomical sciences education, to provide evidence-based 
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recommendations and insights into the benefits and risks of this 
technology-enhanced approach to learning. Finally, acting on any 
of the presented 20 interventions listed may require educators 
to provide a formal assessment of their own prior to being fully 
embedded within the broader Faculty. To accomplish this, frame-
works such as the Universal Design for Learning43 could be uti-
lized to provide insights into whether specific interventions would 
be of benefit. Lastly, this article has outlined opportunities for the 
use of the metaverse in anatomical sciences education, although 
has not unpacked how the new platforms would actually perform 
these lessons better than what is currently available (e.g., stand-
alone virtual reality programs, videos, websites).

CONCLUSIONS

The metaverse will enable a range of novel and unique ways to 
teach and learn. In many cases, it will extend upon current prac-
tices, such as the use of live video for remote teaching, virtual 
dissections, or gamification, although may present some risks that 
need to be considered. However, the metaverse's increased ac-
cessibility, connectivity, authenticity, and immersion means that 
educators in the anatomical sciences may find appeal in consid-
ering converting at least some of their curricula into this virtual 
environment.
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