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Abstract. Noise cancellation is the primary issue of the theory and
practice of signal processing. The Savitzky-Golay (SG) smoothing and
differentiation filter is a well studied simple and efficient technique for
noise eliminating problems. In spite of all, only few book on signal
processing contain this method. The performance of the classical SG-
filter depends on the appropriate setting of the windowlength and the
polynomial degree. Thus, the main limitations of the performance of this
filter are the most conspicious in processing of signals with high rate of
change. In order to evade these deficiencies in this paper we present a
new adaptive design to smooth signals based on the Savitzky-Golay algo-
rithm. The here provided method ensures high precision noise removal
by iterative multi-round smoothing. The signal approximated by linear
regression lines and corrections are made in each step. Also, in each
round the parameters are dynamically change due to the results of the
previous smoothing. The applicability of this strategy has been validated
by simulation results.
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1 Introduction

Many areas of signal processing require highly efficient processing methods in
order to achieve the desired precision of the result. In a particular class of tasks,
for e.g. chemical spectroscopy, smoothing and differentiation is very significant.
An ample number of studies have been revealed the details of the smoothing
filters. In 1964 a great effort has been devoted to the study of Savitzky and
Golay, in which they introduced a particular type of low-pass filter, the so-called
digital smoothing polynomial filter (DISPO) or Savitzky-Golay (SG) filter [17].

© Springer International Publishing AG 2018
V.E. Balas et al. (eds.), Soft Computing Applications, Advances in Intelligent
Systems and Computing 633, DOI 10.1007/978-3-319-62521-8_38




Adaptive Multi-round Smoothing Based on the Savitzky-Golay Filter 447

The main advantage of the SG-filter in contrast to the classical filters - that
require the characterzation and model of the noise process-, is that both the
smoothed signal and the derivatives can be obtained by a simple calculation.
Critical reviews and modifications of the original method can be read, for
instance in [15,21]. The core of this algorithm is fitting a low degree polyno-
mial in least squares sense on the samples within a sliding window. The new
smoothed value of the centerpoint obtained from convolution. There is a rapidly
growing literature discussing the properties and improvements of SG filters
[1,3,6.7,12,16,24,25]. Also the importance and applicability of a digital smooth-
ing polynomial filter in chemometric algorithms are well established [8,11,22].
The frequency domain properties of SG-filters are addressed in [2,10,18,19]. In
[14], the properties of the SG digital differentiator filters and also the issue of
the choice of filter length are discussed. Paper [13] concerns the calculation of
the filter coefficients for even-numbered data. Also the fractional-order SG dif-
ferentiators have been investigated, for e.g., by using the Riemann-Lioueville
fractional order definition in the SG-filter. For instance, the fractional order
derivative can be calculated of corrupted signals as published in [4]. There are
several sources and types of noise that may distort the signal, for e.g., eletronic
noise, electromagnetic and electrostatic noise, etc. [23]. In the theory of signal
processing it is commonly assumed that the noise is an additive white Gaussian
noise (AWGN) process. However, in engineering practice often nonstationary,
impulsive type disturbances, etc., can degrade the performance of the process-
ing system. Since, for the noise removal issue of signals with a large spectral
dynamic or with a high rate of change, the classical SG filtering is an unefficient
method. Additionally, the performance depends on the appropriate selection of
the polynomial order and the window length. The arbitrary selection of these
parameters is difficulty for the users. Usually the Savitzky-Golay filters perform
well by using a low order polynomial with long window length or low degree with
short window. This latter case needs the repetition of the smoothing. It has also
been declared that the performance decreases by applying low order polynomial
on higher frequencies. Nonetheless, it is possible to further improve the efficiency.
With this goal, in this work we introduce an adaptive smoothing approach based
on the SG filtering technique that ensures acceptable performance independent
of the type of noise process.

2 Mathematical Background of the Savitzky-Golay
Filtering Technique

In this section we briefly outline the premise behind the SavitzkyGolay filter-
ing according to [9]. Let us consider equally spaced input data of n{z;;y; },
J=1,...,n. The smoothed values derives from convolution, given by

m

gi = Z Cilfk+i, (1)

i=—m
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where the window length M = 2m+1,4i= —m,..., A,...,m, and A denotes the
index of the centerpoint. The k" order polynomial P can be written as

P:a0+a1(:c~xk)+a2(1‘—$>\)2+.--+ak($—$,\)k (2)

The aim is to calculate the coefficients of Eq. (2) by minimizing the fitting error
in the least squares sense. The Jacobian matrix is as follows

OP
of o e 3
5a (3)
The polynomial at & = z) is ag, hence in order to evaluate the polynomial
in the window we have to solve a system of M equations which can be written

in matrix form

Jra=y (4)
1 (Taem — 22) -+ (Trem — 2)F a.O ykim\
Lo o x| |-
L(@xim —@2) - (Tam —22)" a.k \?J/\;rm

The coefficients are found from the normal equation in the following writing

JY(Ja) = (J* Ja (5)
a=(JTT) (I y). (6)

Since
P(zy) = ao = (JTJ)"H(JTy), (7)

by replacing y with a unit vector in Eq. (6) the ¢q coefficient can be calculated as
k+1

€; :Z‘(JTJ)_”OJM (8)

With a size of (2m + 1)x(k + 1) the G matrix of the convolution cocflicients

G =J(I"T) = lgo, g1, 93] (9)

Figurel demonstrates the performance of the classical SG-filter. It can be
observed that the smoothing is not precise. To overcome this problem, the fol-
lowing section will present an adaptive strategy (Table1).
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Fig. 1. Performance of the SG filter. Upper chart: signal with contaminating noise.
Lower chart: dotted line - original signal, solid line - smoothed signal, k = 3, M = 35

Table 1. Some SG coeflicients. M = 2m 4+ 1 is the window length and k& denotes the
polynomial degree

Savitzky-Golay coefficients

M k Coefficients

2*%9 |2 -0.0909 0.0606 0.1688 0.2338 0.25564 0.2338 0.1688 0.0606 -0.0909
4 0.0350 -0.1282 0.0699 0.3147 0.4172 0.3147 0.0699 -0.1282 0. 0350

2*11131 -0.0839 0.0210 0.1026 0.1608 0.1958 0.2075 0.1958 0.1608 0.1026 0.0210 -0.0839
5110.0420 -0.1049 -0.0233 0.1399 0.2797 0.3333 0.2797 0.1399 -0.0233 -0.10-49 U,O420

3 Adaptive Multi-round Smoothing Based-On the SG
Filtering Technique

3.1 Multi-round Smoothing and Correction

This new adaptive strategy aims setting automatically the suitable polynomial
order and window length at the different frequency components of the signal.
Hence, it is possible to avoid the undershoots and preserve the peaks that could
be important from different data analysis aspects. Since we perform in the time
domain, this method provides efficient results independent of the type of con-
taminating noise. At first, the classical Savitzky-Golay filtering is performed.
Assuming that only the corrupted signal is available, this step serves for reveal-
ing the peaks, hence the window length and degree of the polynomial may be
arbitrary. After the first smoothing, the coordinates of the local minimum and
maximum points can be obtained. From now on, we can also define the d distace
vector which contains the number of samples between two neighboring points
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of local minima and maxima. Then, the next step is the separation of the high-
and low frequency components using the bordering points and setting the proper
parameters for the smoothing. The window should match the scale of the signal
and the polynomial degree should vary by depending on the framesize and fre-
quency. Since the next fuzzy relation can be defined between the section length;

1

F(dmam >> dR) = 1 + 6_(5mam_d—R) E [071] (]‘O)

where dp stands for the average length of the sections in the current R parts
of the signal, while d,,,. = maz(d) in the observed signal. If g(dmae,dr) = 1,
the current part of the signal contains high freqency componenst. Hence, the
following rules are applied:

if 1> g(dmas,dg) > 0.9 then k = 5, M = nint(0.36g)

if 0.89 > g(dmas, dr) > 0.75 then k = 4, M = nint(0.50)

if 0.75 > g(dmaz,dg) > 0.45 then k = 3, M = nint(dg) (11)
if 0.44 > g(dmae,dr) > 0.2 then k = 2, M = nint(0.5R,,)

else k = 1, M = nint(0.8R,),

where R,, is the total number of samples of the R part, and we can assign the k
and M values to each R part of the signal. The values for the bounds have been
determined according to the forlmula 2* modified by experimental results.

3.2 Approximation Using Modified Shephard Method for Corretion

The correction carried out with taking the linear approximation of the obtained
signal. Then, it is extracted from the smoothed one. This step reveals the higher
deviation, thus the next smoothing procedure can be modified accordint to its
result. As we have the coordinates of the local minimum and maximum points
and the vector d, we can easily fit a regression line on the points between two
local extrema. In this case, the ending and starting points of two consecutive
lines do not necessary follow so as to match at the same value. In order to
ensure the continuous joining of the lines we can perform this step by appling
the Lagrange-multiplicator method given by

Z (myz® + by — )2 + Z (moz™ + by — y@)2 = min, (12)

z;€[z1,22] z;€[z1,22]
with the following constraints:
M1y + bl — Moo + b2. (13)

However, in some cases the peaks can contain the information of interest.
Therefore, the form of the peak or valley should be processed with special care.
To addres this issue, a modified Shepard - method can be applied. Let us consider




Adaptive Multi-round Smoothing Based on the Savitzky-Golay Filter 451

Fig. 2. Illustration of the problem of joining of the regression lines

the points around the local extrema in radius r. The new values are calculated by
weighting according to the neighboring points distance. There are several varia-
tions of the Shepard method [20], now let us consider the GM S (Groundwater
Modeling System) form below

(14)

Equation 14 can be trasformed into

U—Uj\9
e

d’(x)
d(x)
the Dombi operator [5] we can define the following new parametric weighting
function:

in which u;(z) = . Now, using the similarity between the form of Eq. 15 and

1
w; 1=y
T+ (2 ()
J=

w; =

(16)

in which the setting of A and radius r (where it performs) have the effect on the
smoothness of the result (Fig. 2).

4 Simulation Results

The performance of the proposed method have been tested on a noisy signal
(see, Fig.3). The simulation has been carried out by using Matlab 8. Figure 4
shows the approximated signal after the first round. In Fig. 5 the resulted and
the original signal can be seen after two rounds. It can be observed that the
applied technique can efficiently recover the signal.
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Fig. 5. The recovered (blue) and the original (magenta) signal.
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5 Conclusions

In this paper a new adaptive smooting strategy has been introduced based on
the Savitzky-Golay filtering technique. The proposed method allows to evade the
main difficulties of the original SG filter by automatically setting the smoothing
parameters. Furthermore, for the precise reconstruction of the signal a multi
round correction has been applied using the linear approximation of the signal.
For the reconstruction of the peaks and valleys that may contain the important
information, a new weighting function has been introduced with the combination
of the GMS method and the Dombi operator. The applicability and efficiency
of this new strategy have been validated by simulation results.

Acknowledgement. This work has been sponsored by the Hungarian National
Scientific Research Fund (OTKA 105846). The authors also thankfully acknowledge
the support of the Doctoral School of Applied Informatics and Applied Mathematics
of Obuda University.

References

1. Ahnert, K., Abel, M.: Numerical differentiation of experimental data local versus
global methods. Comput. Phys. Commun. 177, 764-774 (2007)

2. Bromba, M.U.A., Ziegler, H.: Application hints for Savitzky-Golay digital smooth-
ing filters. Anal. Chem. 53(11), 1583-1586 (1981)

3. Browne, M., Mayer, N., Cutmore, T.: A multiscale filter for adaptive smoothing.
Digit. Sig. Proc. 17, 69-75 (2007)

4. Chen, D., et al.: Digital fractional order Savitzky-Golay differentiator. IEEE Trans.
Circ. Syst. 58(11), 758-762 (2011)

5. Dombi, J.: Towards a general class of operators for fuzzy systems. IEEE Trans.
Fuzzy Syst. 16(2), 477-484 (2008)

6. Edwards, T., Willson, P.: Digital least squares smoothing of spectra. Appl. Spec-
trosc. 28, 541-545 (1974)

7. Engel, J., et al.: Breaking with trend in pre-processing? Trends Anal. Chem. 2013,
96-106 (2013)

8. Finta, C., Teppola, P.J., Juuti, M., Toivanen, P.: Feasibility of parallel algorithms
and graphics processing unit acceleration in chemical imaging. Chemometr. Intell.
Lab. Syst. 127, 132-138 (2013)

9. Flannery, B., Press, H., Teukolsky, A., Vetterling, W.: Numerical Recipes in C:
The Art of Scientific Computing, 2nd edn. Cambridge University Press, New York
(1992)

10. Hamming, R.W.: Digital Filters, 3rd edn. Prentice-Hall, Englewood Cliffs (1989).
Chap. 3

11. Komsta, L.: A comparative study on several algorithms for denoising of thin layer
densitograms. Anal. Chim. Acta 641, 52-58 (2009)

12. Krishnan, R., Seelamantula, C.: On the selection of optimum Savitzky-Golay filters.
IEEE Trans. Sig. Process. 61(2), 380-391 (2013)

13. Luo, J., Ying, K., Bai, J.: Savitzky-Golay smoothing and differentiation filter for
even number data. Sig. Process. 85(7), 1429-1434 (2005)




454

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

J. Dombi and A. Dineva

Luo, J., Ying, K., He, P., Bai, J.: Properties of Savitzky-Golay digital differentia-
tors. Digit. Sig. Proc. 15(2), 122-136 (2005)

Madden, H.: Comments of Savitzky-Golay convolution method for least squares fit
smoothing and differentiation of digital data. Anal. Chem. 50, 1383-1386 (1978)
Persson, P.O., Strang, G.: Smoothing by Savitzky-Golay and legendre filters. In:
Rosenthal, J., Gilliam, D.S. (eds.) Mathematical Systems Theory in Biology, Com-
munications, Computation, and Finance, vol. 134, pp. 301-315. Springer, New York
(2003)

Savitzky, A., Golay, M.J.: Smoothing and differentiation of data by simplified least
squares procedures. Anal. Chem. 36(8), 1627-1639 (1964)

Schafer, R.W.: On the frequency-domain properties of Savitzky-Golay filter. In:
Proceedings of the the 2011 DSP/SPE Workshop, Sedona, AZ, pp. 54-59 (2011)
Schafer, R.W.: What is a Savitzky-Golay filter? (lecture notes). IEEE Sig. Process.
Mag. 28(4), 111-117 (2011). doi:10.1109/MSP.2011.941097

Shepard, D.: A two-dimensional interpolation function for irregularly-spaced data.
In: Proceedings of the 1968 ACM National Conference, pp. 517-524 (1968)
Steiner, J., Termonia, Y., Deltour, J.: Comments on smoothing and differentiation
of data by simplified least squares procedura. Anal. Chem. 4, 1906-1909 (1972)
Tong, P., Du, Y., Zheng, K., Wu, T., Wang, J.: Improvement of nir model by frac-
tional order Savitzky-Golay derivation (FOSGD) coupled with wavelength selec-
tion. Chemometr. Intell. Lab. Syst. 143, 40-48 (2015)

Vaseghi, S.V.: Advanced Digital Signal Processing and Noise Reduction, 4th edn.
Wiley, Hoboken (2008)

Wayt, H.J., Khan, T.R.: Integrated Savitzky-Gola filter from inverse Taylor series
approach. In: Proceedings of the 2007 15th International Conference on Digital
Signal Processing (DSP 2007), pp. 375-378. IEEE (2007)

Zhao, A., Tang, X., Zhang, Z.: The parameters optimization selection of Savitzky-
Golay filter and its application in smoothing pretreatment for FTIR spectra. In:
Proceedings of the IEEE 9th Conference on Industrial Electronics and Applications
(ICIEA), pp. 516-521 (2014)




