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Abstract

Evidence on both galactic and cosmological scales points to some un-
known substance in our universe which is both invisible to photons and
practically collisionless with matter — known as dark matter. A leading
particulate candidate for such a substance is the Weakly Interacting Mas-
sive Particle (WIMP). The current world-leading direct detection experiment,
LUX-ZEPLIN (LZ), deploys a two-phase liquid xenon time projection cham-
ber (TPC) to try and observe a WIMP scatter off a xenon nucleus. In order
to provide confidence in LZ’s ability to detect single quantum, the efficien-
cies of the photomultiplier tubes (PMTs) is explored in detail in this thesis.
Providing real-time reports on a number of key efficiency metrics allowed LZ
to overcome hardware challenges during the commissioning of the detector
systems.

This thesis presents a new statistical inference framework which provides
explicit likelihood evaluations in noble element particle detectors using data-
driven models from the Noble Element Simulation Technique; namely,
FlameNEST. This framework has been used to fit fundamental detector pa-
rameters using data from the LZ experiment. Both tritium and the first
science run (SR1) data have been fit and both have shown strong agreement
with results from the published SR1 analysis [1]. FlameNEST will make fu-
ture inter-collaboration efforts much simpler by providing a robust framework
which can be straightforwardly adapted to each experiment. Such collabora-
tive efforts will greatly facilitate the development of the next generation of
noble element detection experiments, which in the case of LXe experiments
will likely consist of a single, unified effort focused on one detector.
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0 Introduction

Despite recent advancements in technologies and scientific exploits, there still
remain a number of unanswered fundamental questions about our Universe. There
exists a plethora of evidence ranging across many distance scales pointing to the
existence of some unknown substance known to be 5 times more abundant than the
regular matter that we see all around us. This mysterious substance was named
“dark matter” as it has not been observed to interact with photons. Scientists have
only been able to observe dark matter through its gravitational effects in astrophys-
ical structures and through its role in cosmic evolution. Through the observation of
the Bullet Cluster, it is widely agreed that dark matter is particulate in nature. No
Standard Model particle satisfies the conditions for dark matter, forcing scientists
to think beyond the standard model. One hypothesis is the Weakly Interacting
Massive Particle (WIMP). In Chapter 1, the evidence for dark matter is explored
as well as the possible particulate candidates with emphasis on WIMPs.

WIMPs are theorised to interact weakly with ordinary matter. A WIMP scatter
off a nucleus would produce a measurable signal in the form of scintillation and
ionisation in a dual-phase time projection chamber. The LUX-ZEPLIN (LZ) ex-
periment [4] deploys this technology with ultra-low background rates, providing the
perfect environment to search for a particle which might only interact once per year
per kilogram of target. The signal mechanisms and the LZ experiment are discussed
in detail in Chapter 2.

In order to be sensitive to WIMPs across a large mass range, LZ must be sensitive
to single quanta with a high efficiency. Chapter 3 is dedicated to quantifying LZ’s
sensitivity to single photoelectrons (SPE) detected by the photomultiplier tubes
(PMTs). The efficiency of LZ to detect a SPE is strongly dependent on the operating
conditions of the PMTs; namely, the gain and choice of threshold. Increasing the
gain provides larger amplification of the SPE signals; however, increasing the gain
also amplifies noise, which could overwhelm the data acquisition system (DAQ).
Chapter 3 provides an overview of the PMTs in LZ, their so called “SPE efficiencies”
and recommended operating conditions, and the effect of these efficiencies on LZ’s
WIMP sensitivity.

Once a LXe TPC experiment has collected its data, it needs to be able to do an
accurate statistical inference. Traditionally, these inferences rely on a large number
of Monte Carlo (MC) simulations where the final observables are discretised to
make such computational tasks feasible. In Chapter 4, a new framework called
FlameNEST [3] is proposed which can directly evaluate likelihoods using analytic
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models with no MC simulations. These models have been taken from the Noble
Element Simulation Technique (NEST) which have been verified by a number of
experiments [2]. The functionality, validations, and performance of this framework
are discussed in Chapter 4.

In Chapter 5, one of the most powerful functionalities of FlameNEST is explored;
namely, the ability to fit multiple parameters at once with little computational
impact. Using a tritium calibration taken after LZ’s first science (SR1), a number
of the key underlying detector parameters have been fit with strong agreement with
independent analyses. In addition, the SR1 dataset has been used to fit the rates
of multiple ER backgrounds as well as other detector parameters. These fits show
strong agreement with other independent analyses.

The conclusions are presented in Chapter 6, where I summarise the main findings
of this work and discuss future improvements.
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1 Dark Matter

Dark matter is one of the greatest unsolved mysteries to date. Known to make
up approximately 25% of the Universe, its nature for the most part is still unknown.
This unidentified substance is only observable by its gravitational pull and its effect
on surrounding objects. It is invisible to photons and is responsible for galaxy
formations.

This chapter covers the key evidence for the existence of dark matter on both
cosmological and galactic scales, some of the standout particulate candidates, and
the methods for detecting them with emphasis on direct detection techniques.

1.1 Evidence for Dark Matter

The dark matter hypothesis is particularly interesting as there exists experimen-
tal evidence across a very large range of scales. Here, I will consider galactic and
cosmological observations; namely, velocity rotation curves, the Bullet Cluster, the
CMB temperature anisotropies, and Big Bang Nucleosynthesis (BBN), respectively.

1.1.1 Galactic scales

Since the early 20th century, astronomers have been taking measurements of
galaxy motions in clusters. In the early 1930s, it was concluded by Fritz Zwicky
that the luminous rotational velocities of galaxies were constant with distance from
the centre of the system [5] . If one assumes that the virial theorem 1 and Newtonian
dynamics holds true for galaxies in clusters, one can write

〈
v(r)

〉
=

√
G
M(r)
r

, (1)

where M(r) is the total mass contained within r and G is the gravitational constant.
Therefore, one expects the average rotation velocities to be proportional to 1/

√
r,

not r, assuming the mass is approximately uniform with r. It wasn’t until the
1970s that this result gained traction when Vera Rubin and Kent Ford made similar
measurements to Zwicky for 60 isolated galaxies [7] — the rotation curves for the
spiral galaxy NGC 6503 are shown in Fig. 1. The flat distribution of velocities
at large radii implies the existence of additional, invisible matter with M(r) ∼ r.
This relationship describes a “dark matter” (DM) halo thought to exist around all

1The virial theorem describes the relationship between the time average of the total kinetic
energy and total potential energy for collection of gravitationally interacting point-like particles
[6]. In particular, the time averaged potential energy is twice the time averaged kinetic energy.
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galaxies. Figure 1 clearly shows that the inclusion of a DM halo describes the data
very well. This figure has been generated using the data taken from [8].
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Figure 1: Velocity data taken from the spiral galaxy NGC 6503 (black points)
modelled (purple) with the following components: the dark matter halo (green), the
stellar disk (red), and the gas contributions (blue). Data taken from [8].

Although dark matter is a suitable solution to this problem, it is not the only
one. One such alternative could be to modify Newton’s laws of gravity in the limit
of low accelerations. This is known as Modified Newtonian Dynamics, or MOND,
and was not proposed until the early 1980s [9]. One can write the acceleration due
to gravity, g, from Newtonian dynamics as

g = GM

r2 . (2)

However, the theory of MOND proposes a different relation for very low acceler-
ations. The distinction between Newtonian dynamics and MOND arises from the
introduction of the fundamental constant, a0, which marks the transition from New-
tonian dynamics to MOND and is of the order 10−10 ms−2. MOND proposes the
following conditions:
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a → g for a ≫ a0

a → √
ga0 for a ≪ a0

(3)

Using the conditions in Eq. 3, one can rewrite Eq. 1 as

v2

r
= a =


GM
r2 → v2 = GM

r
, if a ≫ a0

√
a0GM

r2 → v4 = a0GM, if a ≪ a0.
(4)

One can see that when a ≪ a0 the velocity has no r dependence. Therefore, MOND
can accurately model the flat rotation curves in the outer parts of the galaxy. How-
ever, it is difficult to fit MOND within a complete relativistic theory of gravity [10].
Furthermore, MOND struggles to explain observations on a galaxy cluster scale;
one such observation is the Bullet Cluster, which is strongly considered to be the
“smoking gun” for dark matter. A composite image of this event is shown in Fig. 2.

Figure 2: A composite image of the Bullet Cluster. The hot baryonic gas is
shown in pink. In blue is the inferred population of dark matter. Credit:
X-ray: NASA/CXC/CfA/M.Markevitch et al.; Optical: NASA/STScI; Magel-
lan/U.Arizona/D.Clowe et al.; Lensing Map: NASA/STScI; ESO WFI; Magel-
lan/U.Arizona/D.Clowe et al.

The Bullet Cluster is an event where a subcluster collided with the larger galaxy
cluster 1E 0657-56. The galaxies within the individual clusters passed through each
other without interacting. The majority of the cluster’s baryonic mass exists in the
hot gas between the galaxies. The colliding hot gas produces a huge amount of X-ray
radiation which was subsequently detected by NASA’s Chandra X-ray Observatory
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[11]. Using gravitational lensing effects, a discrepancy between the location of the
baryonic mass with the centre of mass of each cluster was measured. One important
finding was that the region with the X-ray emission and the largest mass region
were not equivalent. This finding implies that most of the matter is not where
the luminous matter is, but instead in a seemingly empty region of the sky. An
explanation to this observation is the existence of additional, non-luminous matter;
namely, dark matter. The Bullet Cluster showed that dark matter was practically
invisible to not only regular matter but also to itself. The larger the interaction
cross-section of dark matter is with itself, the closer together the center of mass
populations would be. Other galaxy cluster observations have been made such as
the MACS J0025 by the Chandra X-ray telescope which corroborates the Bullet
Cluster observation [12, 11].

1.1.2 Cosmological scales

The evidence for dark matter spans across both galactic and cosmological dis-
tance scales. Cosmic Microwave Background (CMB) radiation allows us to probe
back in time and learn about the early Universe. The CMB was formed when a
dense plasma of charged particles and photons formed immediately after the Big
Bang went through a rapid expansion. The rate of expansion decreased and the
plasma cooled for approximately 380,000 years. The temperature reached a point
where neutral atoms were able to form and the Universe became transparent to
electromagnetic radiation. These photons, produced at the time of “last scatter-
ing”, are what is called the CMB. The CMB has a temperature of 2.73 K with very
small deviations across the sky and is a nearly perfect black body. It was found
that the temperature anisotropies were as small as 1 in 105 and were not large
enough to be solely responsible for structure formation. Baryonic matter would
not have been able to clump together and form structure before the last scattering
surface due to the electrostatic forces. The COsmic Background Explorer (COBE)
results show that a neutral form of matter was required long before recombination to
kick-start structure formation [13]. Recombination here refers to the epoch during
which charged electrons and protons first became bound to form electrically neutral
hydrogen atoms.

Baryonic Acoustic Oscillations

Shortly after the Big Bang, a hot, dense plasma of electrons and baryons was
formed. Photons frequently interacted with the charged matter via Thomson scat-
tering, producing a large outward pressure, which restricted baryons from clustering.
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The gravitational pull from the dark matter opposed this outward pressure. Sur-
rounding dark matter would be pulled inwards without experiencing this photon
pressure. The baryons were also pulled inwards increasing the baryon density. The
temperature therefore increased due to the increased photon-baryon interaction rate
which caused an expansion. This expansion cooled the plasma, causing the photons
and baryons to fall inwards again. This repetition produced oscillations which con-
tinued until recombination. At the point of recombination, photons diffused away,
leaving behind a shell of baryons and dark matter located in the centre of the
over-density. The baryonic matter, no longer experiencing an outward pressure, fell
towards the over-density produced by the dark matter. This process led to hotter
regions where the matter had contracted and cooler regions where photons had dif-
fused away, manifesting as anisotropies in the CMB. These oscillations produced
standing waves which are known as “baryonic acoustic oscillations” (BAO).

The fundamental mode and the first overtones of this standing wave appear as
acoustic peaks in Fig. 3. The peak heights and positions provide us with cosmolog-
ical parameters with high accuracy. Inertia in the fluid from the baryons enhances
the odd peaks (1st, 3rd, 5th, etc) or compression peaks with respect to the even
peaks (2nd, 4th, 6th, etc), or rarefaction peaks. Therefore, the ratio of the even and
odd peaks is sensitive to the baryon density.

Figure 3: Planck 2018 power spectrum of the CMB temperature anisotropy in terms
of the angular scale and the multipole moment, ℓ. At ℓ = 30, the horizontal axis
changes from a logarithmic to a linear scale. Plot taken from [14].
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In 2009, the European Space Agencies (ESA) Planck Satellite was launched
with the goal of measuring the anisotropies of the CMB with great accuracy. Fig-
ure 3 shows the Planck power spectrum produced by mapping the temperature
anisotropies at different angular scales. The power spectrum, DT T

ℓ , is given by

DT T
ℓ = ℓ(ℓ+ 1)Cℓ/2π, (5)

where Cℓ is the multipole coefficient. The angular scale is parameterised as the
multipole moment of a spherical harmonic, ℓ, which determines the wavelength,
λ = 180◦/ℓ, of the mode on the sphere of the CMB. In real space, the power
spectrum is related to the correlation of the temperature between two points in the
sky — the larger the value of ℓ, the smaller the angular separation between the two
points.

In Fig. 3 the CMB power spectrum is fit using the standard model of cosmology,
ΛCDM. Using this fit, the Planck collaboration has constrained the baryonic and
total matter density to be Ωbh

2 = 0.02212 ± 0.00022 and Ωmh
2 = 0.1434 ± 0.0020,

respectively [14]. The total matter density encapsulates the baryonic matter and
the dark matter. It is apparent that these two numbers are not equivalent and
the difference constitutes the dark matter density. It is clear that dark matter
constitutes ∼ 85% of the matter density of the Universe.

Big Bang Nucleosynthesis (BBN)

When the temperature of the Universe cooled below ∼ 1 MeV, well below the
binding energies of typical nuclei, light elements began to form. This is because the
temperature was no longer high enough for electron neutrinos to maintain thermal
equilibrium, i.e

νe + n⇌ e− + p (6)
νe + p⇌ e+ + n (7)

n → p+ e− + νe (8)

No elements heavier than helium existed at this time at appreciable levels. Therefore,
the light elements at this time were hydrogen and helium as well as their isotopes:
deuterium (D), tritium, and 3He. Deuterium, in the early Universe, was formed via
the process
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p+ n → D + γ +Q, (9)

where Q = 2.22 MeV is the binding energy of deuterium. When the temperature of
the Universe was above ∼ 0.1 MeV, the reverse reaction could occur as high energy
photons were capable of destroying the deuterium as quickly as it was created.
When the temperature dropped below this threshold, the reverse reaction could no
longer occur and helium could begin to be produced. Helium was produced via the
following reactions:

D + p → 3He + γ, (10)
D + n → 3H + γ, (11)

3H +D → 4He + n, (12)
3H + p → 4He + γ, (13)
D +D → 4He + γ. (14)

The total 4He mass fraction, Yp, is often written as a fraction of the 4He abundance,
N4He, with the total baryonic abundance via the equation

Yp = 4N4He

4N4He +NH
, (15)

where NH is the relic abundance of hydrogen and the mass of helium is taken to
be 4 times the mass of hydrogen. For deuterium and other light elements, their
abundances are taken with respect to the abundance of hydrogen. Figure 4 shows
Yp and the number of D, 3He, and 7Li relative to the abundance of hydrogen as a
function of both Ωbh

2 and the baryon-to-photon ratio, η. The black boxes in Fig.
4 show the measured values of the abundances which can be used to infer η at the
time of BBN. The measurement of D/H from [15] sets the tightest constraint on
the baryon-to-photon ratio at η = (5.1 ± 0.5) × 10−10. Measurements of the CMB
from COBE and the Wilkinson Microwave Anisotropy Probe (WMAP) have found
an absolute photon density to be nγ = (410.4±0.9) cm−3 [16]. The absolute baryon
abundance, nb, can be determined using the following equation:
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nb = nγη (16)
= (410.4 cm−3)(5.1 × 10−10) (17)
= 2.093 × 10−7 cm−3. (18)

Ωb can now be calculated as

Ωb = ρb

ρc

= mpnb

ρc

, (19)

where mp is the proton mass, ρb is the baryon density, and ρc is the critical mass
density of the Universe. Modern measurements of quasars find a baryon density of
Ωbh

2 = 0.0222 ± 0.0005 [17]. This measurement is in perfect agreement with the
independent measurement from the CMB discussed previously, providing further
indication of the matter and baryon density discrepancy.
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Figure 4: BBN model of Yp and the number of D, 3He, and 7Li relative to the
abundance of hydrogen as a function of both Ωbh

2 and the baryon-to-photon ration,
η. The black boxes represent measured abundances of the light elements [18].

1.2 Particle Candidates

The evidence detailed in Sec. 1.1 enables us to form a number of conclusions
about the properties of dark matter. Dark matter must be:

1. Non-baryonic: This can be inferred from the CMB and the Bullet Cluster
observation. Furthermore, Big Bang nucleosynthesis provides an independent
measurement of the abundance of baryons in the early Universe which agrees
with the CMB measurements.

2. Electrically neutral: If dark matter was charged it would both absorb and
emit photons.
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3. Stable: Dark matter must have a lifetime of the order of the lifetime of
the Universe for it to have been present during early structure formation.
Furthermore, no measurement has been made of dark matter decaying into
standard model particles

4. Cold: Non-relativistic at the time of freeze-out such that large scale structures
could form.

There are many theorised candidates which span ∼ 50 orders of magnitude in
mass — this can be seen in Fig. 5. The experimental search however has been largely
focused around WIMPs and axions as this region is accessible with our current
technologies. Probing lower in this mass range would require quantum sensors,
which is new technology still under development [19].

Figure 5: The mass and cross-section for various dark matter particle candidates
[20]. There are a large number of dark matter candidates which span a mass range
of ∼ 50 orders of magnitude.

1.2.1 Standard Model Candidates

Naturally, scientists looked to the standard model of particles for potential candi-
dates fitting this criteria. The neutrino was a clear candidate for hot (relativistic)
dark matter. Neutrinos were ultimately ruled out since they were not abundant
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or massive enough at the time of last scattering to account for the observed dark
matter density that is seen today. Neutrinos would also need to have a mass of the
order ∼ 1 keV in order for galaxies to form, which is significantly heavier than the
current best measurements [21, 22].

Dark matter must be dark, therefore it is important to consider Massive Com-
pact Halo Objects (MACHOS) which include brown dwarfs, neutron stars, black
holes, and unassociated planets. Although MACHOS are made up of regular bary-
onic matter, they could explain a fraction of the large discrepancy between Ωm and
Ωb if they were too dim to see. By looking for changes of brightness of a distant
object due to the interference of a nearby object, experiments such as the MACHO
collaboration and EROS-2 Survey were able to determine the number of MACHOS
in our galaxy. They found that MACHOS could only explain up to 20 - 25 % of
the total galactic halo mass. These experiments have ruled out a dark matter halo
consisting entirely of MACHOS in the mass range from 1 - 30 M⊙, where M⊙ is
equivalent to one solar mass. Furthermore, MACHOs cannot explain the current
best fits to the CMB, further indicating that dark matter is non-baryonic [23, 24].

1.2.2 Beyond the Standard Model

The standard model of particle physics currently contains no viable dark matter
candidates; however, extensions to the standard model do. Here, two of the leading
beyond the standard model (BSM) dark matter candidates to date — the axion and
the Weakly Interacting Massive Particle (WIMP) — are discussed.

1.2.2.1 Axions

Axions were first proposed by the Peccei-Quinn theory in 1977 in order to explain
the strong charge-parity (CP) problem in quantum chromodynamics (QCD). CP
violation states that if a particle is swapped with its antiparticle (C) and its spatial
coordinates are mirrored (P), the laws of physics should not be invariant; although,
this effect has not been detected experimentally for the strong force [25]. The QCD
Lagrangian density, LQCD, can be written as

LQCD = g2
sθ

32π2G
a
µνG̃

aµν , (20)

where gs is the strong coupling constant, Ga
µν is the gluon field strength tensor, and

θ is the QCD vacuum angle [26]. When one considers the electroweak interaction
and non-zero quark masses, θ undergoes the following chiral transformation
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θ → θ − Arg det(Mq) = θ, (21)

where Mq is the quark mass matrix. The electric dipole moment of the neu-
tron is a direct consequence of the strong CP problem as, under parity, electric
dipole moments change their direction. θ results in a neutron dipole moment of
|dn| ∼ 10−16 θ e cm, where e is the electric charge. The current best experimental
limit gives |dn| < 6.3 × 10−26 e cm leading to θ ≲ 10−9. To date, there has been no
explanation as to why θ is such a small number. This is the essence of the strong
CP problem: if CP violation exists in QCD, why is the value of θ, which describes
the strength of CP violation, so small?

Peccei and Quinn proposed a solution to this problem which results in an axion
particle. In the Peccei-Quinn (PQ) solution, θ is transformed from a parameter to a
dynamic variable which relaxes to the minimum of its potential and is, by definition,
small. To describe the PQ mechanism, one needs to introduce a global symmetry,
U(1)P Q. When this symmetry is spontaneously broken by a complex field with an
energy scale fa, a Nambu-Goldstone boson is produced; namely, the axion. The
axion and its field, a, can be redefined to absorb the parameter θ. The axion mass,
ma, is inversely proportional to fa and can be described by

ma ≃ 6 × 10−6 eV
(1012 GeV

fa

)
. (22)

Non-relativistic axions could exist in sufficient quantities in the Universe to explain
the observed dark matter energy density. Furthermore, they are sufficiently col-
lisionless and interact on large scales only gravitationally which makes the axion
one of the leading dark matter candidates today [27]. Many techniques are being
deployed to search for dark matter axions such as: converting axions to microwave
photons in a strong magnetic field [28], nuclear magnetic resonance [29], and light
shining through walls (LSW) [30].

1.2.2.2 WIMPs

A popular solution to the dark matter problem is the Weakly Interacting Massive
Particle (WIMP). The WIMP particle class is a cold dark matter (CDM) candidate
which is consistent with CMB observations and structure formation. WIMPs can ap-
pear out of minimal extensions to the standard model (SM) beyond the electroweak
scale and are predicted to have a mass in the GeV - TeV range.
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WIMP evolution in the early Universe

In order to explain the dark matter problem with WIMPs, one must assume that
the post-inflationary Universe was once sufficiently hot and dense such that WIMPs
were in thermal equilibrium with SM particles, i.e the rates of WIMP production
and annihilation were approximately equivalent. In an expanding Universe, a reac-
tion will remain in thermal equilibrium as long as the reaction rate does not drop
below the expansion rate of the Universe, given by the Hubble constant, H(t). The
reaction rate is given by nχ⟨σχχv⟩, where nχ is the number density of WIMPs, v
is the relative velocity between the WIMPs, and σχχ is the total cross section for
WIMPs annihilating into SM particles. When the Universe cools such that T < mχ,
nχ becomes exponentially suppressed, nχ ∝ e−mχ/T . This exponential suppression
eventually causes nχ⟨σχχv⟩ to drop below H(t). This is called “freeze-out” and is
demonstrated for a number of different regimes in Fig. 6. The stronger interacting
the WIMP particle, the longer it will remain in thermal equilibrium resulting in
a smaller relic abundance. The relic abundance observed today provides an upper
limit on the WIMP mass of ∼ few hundred TeV. One can then obtain the dark
matter density, Ωχ, by using the relation

Ωχh
2 ∝ 1

⟨σχχv⟩
. (23)

By substituting the value of Ωχh
2 = 0.1123±0.0035, determined from CMB fits, into

Eq. 23, one finds that a dark matter particle should have a mass in the electro-weak
scale and a cross section in the weak scale [31]. This natural connection between
the SM and WIMP dark matter physics is commonly referred to as the “WIMP
miracle” [32].
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Figure 6: Evolution of the cosmological WIMP abundance as a function of x = m/T .
The thick black line corresponds to the mass density normalised to the initial equi-
librium number density for a number of different WIMP mass choices. The full
evolution is shown for m = 100 GeV for weak interactions, ⟨σv⟩ ≃ 2 × 10−26cm3s−1,
electromagnetic interactions, ⟨σv⟩ ≃ 2 × 10−21cm3s−1, and strong interactions,
⟨σv⟩ ≃ 2 × 10−15cm3s−1 [33].

1.3 WIMP Detection

This thesis pertains to the direct detection of WIMPs using the LZ experiment;
therefore, this section will emphasise this detection channel. There are three main
WIMP detection channels:

• Direct detection: These experiments look for dark matter interactions with
the nucleus of some target material such as liquified noble gases. The nature
of the incident dark matter particle can then be inferred through the recoiling
nucleus.

• Indirect detection: These experiments scan the sky for excess SM particles
produced from DM annihilation or decay. In the annihilation channel, the sum
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of the energies of the products gives an indirect probe of the dark matter mass
due to energy-momentum conservation.

• Production: These experiments aim to produce dark matter in high energy
collisions. By analysing the collision products, one can look for the missing
energy associated with the dark matter and can therefore infer its properties.

These detection channels are summarised in Fig. 7.

Figure 7: Summary of the dark matter detection channels.

Because LZ is a direct detection experiment, the remainder of this chapter will
primarily focus on looking for dark matter via the scattering off a nucleus. This
section will cover interaction rates and current best constraints on dark matter
properties from a number of the leading dark matter experiments.

1.3.1 Direct Detection

The interaction of a WIMP with the nuclei of some target material can be or-
ganised into two categories: elastic and inelastic, and spin-dependent (SD) and
spin-independent (SI).

1. Elastic and inelastic scatters: Elastic scatters can be described as the
interaction of a WIMP with the target nucleus as a whole, causing the nucleus
to recoil. Inelastic scatters, on the other hand, do not transfer all energy into
the nuclear scatter. Instead, the nucleus is excited to a higher energy state
which eventually emits a photon. Inelastic scatters do not interact with the
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target nucleus as a whole resulting in a lower cross section due to the lack of
”coherence”. Coherent scatters occur when the following condition is met:

λDB ∝ 1
p

≥ RN, (24)

where λDB is the De Broglie wavelength, p is the momentum of the dark mat-
ter particle, and RN is the radius of the target nucleus. For example, liquid
xenon (LXe) detectors will contain odd-mass isotopes, 129Xe and 131Xe which
have excited states at 39.6 keV and 80.2 keV, respectively [34]. A feasible
signal could be produced by a WIMP recoiling off these isotopes. However,
the measured quanta from these types of events are predominantly produced
via photoelectric absorption of the resultant photons. Instead of producing
an elastic nuclear recoil (NR) signal, this is observable as an electron recoil
(ER) signal, which makes it harder to distinguish from background (see Sec.
2.2). For most modern direct dark matter experiments, including the inelastic
component does not improve dark matter sensitivity [35].
Some dark matter models allow for the dark matter particle itself to become
excited in a recoil event. As a result, this suppresses the elastic scatter com-
ponent which changes the dark matter energy spectrum. This has in fact been
used to try and describe the conflicting results by DAMA/LIBRA and the rest
of the direct detection community [36].

2. Spin-dependent and spin-independent: Spin-dependent scatters arise
from the WIMP spin interacting with a nucleon’s spin, which requires an
isotope with an odd number of neutrons. This is sometimes referred to as an
“axial-vector” interaction. In contrast, spin-independent interactions do not
depend on spin and are more coherent so produce higher cross sections.

All interactions can produce three types of observable signals:

1. Phonon/Thermal: When a WIMP interacts with the nucleus in the target
material such as NaI crystals, it can cause very small vibrations in the crystal
lattice which can be detected with sensitive thermometers.

2. Ionisation: When a WIMP transfers a sufficient amount of energy to an
electron in the target material, it can be ejected from the atom. Experiments
can apply an electric field to drift this charge to a point in the detector where
it can be detected.
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3. Scintillation: When an inner shell electron in the target material gains
enough energy to be promoted to a higher energy level, the excited atom can
then relax emitting a photon. These photons can then be detected by photo-
multiplier tubes (PMTs), for example, which convert photons to an electrical
signal.

Direct detection experiments are designed to take advantage of as many of these
signals as possible. Dual-phase time projection chambers (TPCs), for example, look
to detect both the ionisation and scintillation of a WIMP-nucleus scatter [37].

Event Rate

Direct detection experiments aim to detect the elastic scattering of dark matter
off nuclei; specifically, measuring the rate, R, and the recoil energy, ER. The total
number of dark matter interactions in a target, N , can be written as

N = tnvNTσ, (25)

where t is the exposure time, n is the dark matter number density, v is the relative
velocity of the dark matter with respect to the target, NT is the number of target
nuclei, and σ is the dark matter-nucleon cross section. To determine the energy
dependence of the number of dark matter particle interactions, one can take the
derivative of Eq. 25 with respect to the recoil energy of the target particles, ER.
Now,

dN

dER

= tnvNT
dσ

dER

. (26)

Dark matter particles have a velocity distribution, f(v), where v is the velocity of the
dark matter in the lab frame. To include this in Eq. 26, one can insert an integral
over the velocity distribution which, when performed over all velocities, provides the
average speed of the dark matter particles. Equation 26 becomes

dN

dER

= tnNT

∫ ∞

vmin
vf(v) dσ

dER

dv. (27)

The event rate, R, is defined as the number of dark matter interactions, N , divided
by the exposure, t, which is in units of seconds. The differential event rate, dR/dER,
can be written as

dR

dER

= nNT

∫ ∞

vmin
vf(v) dσ

dER

dv. (28)

19



The number density of dark matter, n, can be written as ρ0/mχ where ρ0 =
0.3 GeV/cm3 [38] is the local dark matter halo density and mχ is the dark matter
mass. One can rewrite Eq. 28 as

dR

dER

= ρ0NT

mχ

∫ ∞

vmin
vf(v) dσ

dER

dv. (29)

The dark matter-nucleon relative speed, v, is of the order 100 km s−1 so one can
consider the extreme non-relativistic elastic limit. In this limit, one can write ER as

ER = µ2
Nv

2(1 − cos θ)
mN

, (30)

where θ is the scattering angle, and µN is the reduced mass given by

µN = mχmN

(mχ +mN) . (31)

The lower limit in the integral in Eq. 29 describes the minimum dark matter
speed which can cause a nuclear recoil of energy ER and can be written as [39]

vmin

c
=

√
1

2mNER

(
mNER

µN
+ δ

)
, (32)

where the term δ has been included, which is the mass difference between the incom-
ing and outgoing particle to account for inelastic scattering. The simplest model of
the dark matter velocity distribution in our galaxy is known as the Standard Halo
Model (SHM) which models the dark matter to be an isotropic, isothermal sphere.
In the galactic frame, one can write this as a Maxwell Boltzmann distribution trun-
cated by the escape velocity of the galaxy, vesc, as [40]

f(v) =


1
N

(
e−v2/v2

0 − e−v2
esc/v2

0

)
v < vesc

0 v > vesc,
(33)

where N is a normalisation constant and v0 is the circular orbit of the Sun around
the centre of our galaxy. However, other models exist which account for more recent
observations from the Gaia telescope [41], namely, the SM++ model [42].

Direct detection dark matter experiments give the strongest constraints on coher-
ent spin-independent interactions due to the nuclear mass squared enhancement fac-
tor; therefore, this case will only be considered here. For coherent spin-independent
interactions, one can express the dark matter-nucleus differential cross section as
[39]
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dσ

dER
= 1

2v2
mNσn

µ2
N

(fpZ + fn(A− Z))2

f 2
n

F 2(ER), (34)

where σn is the dark matter-nucleon cross-section in the elastic limit (zero mo-
mentum transfer), A is the mass number, Z is the Atomic number, fn and fp

describe the parametrisations of the dark matter-neutron and dark matter-proton
couplings, respectively, and F (ER) is the nuclear form factor. In this thesis, I will
set fn = fp := f ; however, as discussed in [39], there are a number of physics models
where this is not the case. The nuclear form factor for coherent scatters, F (ER),
takes into account the charge and mass densities of the target nucleus by modifying
the probability amplitude for a point-like interaction. Qualitatively, F (ER) is the
Fourier transform of the nuclear density and is commonly parameterised in terms of
momentum transfer, q =

√
2mNER. F (ER) takes the following form:

F (ER) =
(3j1(qR)

qR

)2
e−q2s2

, (35)

where j1 is the first order spherical Bessel function, s ≃ 1 fm is a measure of the
nuclear skin thickness [43], and the radius of the nucleus R =

√
c2 + (7/3)π2a2 − 5s2

where c = 1.23A1/3 − 0.6 fm and a = 0.52 fm [38]. The form factor is normalised
to 1 at zero momentum transfer, F (0) = 1. Figure 8 shows the shape of F 2(ER) as
a function of ER. When the De Broglie wavelength of the interacting dark matter
particle approaches the size of the atomic radius, the particle can no longer resolve
the target atom. This leads to a loss in coherence.
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Figure 8: Form factor of a number of elements as a function of recoil energy. Mass
numbers of the elements are shown in parentheses in the legend.

This regime occurs when λDB = h/q ≈ R where h is Plancks constant (in units eVs).
The loss of coherence leads to a sharp reduction in interaction rate at

ER ≈ h2

2mNA2/3 . (36)

In fact, this feature can be seen multiple times as one increases ER. The choice of
target will therefore cause some loss of sensitivity at recoil energies which depend
on the atomic mass of the target.

One can now write Eq. 29 more explicitly as

dR

dER

= ρ0NT

2mχ

mNσn

µ2
N

A2F 2(ER)
∫ ∞

vmin

1
v
f(v)dv. (37)

Equation 37 shows that there is an A2 enhancement factor on the differential rate.
This enhancement results in higher rates for heavier target materials.

Figure 9 shows the differential nuclear recoil rate as a function of recoil energy
for four target materials: Si, Ge, Ar, and Xe, assuming a dark matter mass of 100
GeV with a cross section of 10−44 cm2. At lower recoil energy the differential rate is
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maximised, highlighting the importance of experiments having a low energy thresh-
old.

0 10 20 30 40 50 60 70 80 90
Recoil energy [keV]

10 3

10 2

10 1

100

101

102

Di
ffe

re
nt

ia
l R

at
e 

[C
ou

nt
s k

eV
1  t

on
ne

 y
ea

r
1 ]

Si (28.1)
Ge (39.9)
Ar (72.6)
Xe (131.8)

Figure 9: Differential nuclear recoil rate as a function of recoil energy for four target
materials: Si, Ge, Ar, and Xe, assuming a dark matter mass of 100 GeV with a cross
section of 10−44 cm2.

Annual modulation

Throughout the year, our solar system moves through an approximately sta-
tionary dark matter halo producing an effective “WIMP wind”, shown in Fig. 10.
From the Earth’s reference frame, the “wind” is at a maximum speed in June and a
minimum speed in December. The detection rate depends on the Earth’s velocity,
v⊗, given by

v⃗⊕(t) = v⊕[ϵ̂1 cos(Ω(t− t1)) + [ϵ̂2 sin(Ω(t− t1))], (38)

where Ω is 2π per year, v⊕ = 29.8 km/s is the Earth’s orbital speed around the
Sun, and ϵ̂1 = (0.9931, 0.1170, 0.01032) and ϵ̂2 = (0.0670, 0.4927, 0.8676) are the
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directions of the Earth’s velocity at the times t1 and t1 + 0.25 years, respectively (in
Galactic coordinates). ϵ̂1 is the direction during the spring equinox (March 21st or
t1) and ϵ̂2 is the direction during the summer solstice (June 21st) [44]. The WIMP
flux only changes by approximately 7% over the course of a year, but this provides
experiments with another signature to search for. The DAMA-LIBRA experiment,
for example, claimed a discovery using the annual modulation signal only, with a
9.5 sigma significance [45]. However, many direct detection experiments have ruled
this phase space out [46].

Figure 10: A diagram of the WIMP wind as experienced by the Sun and the Earth.
The Galactic disk is rotating whereas the dark matter halo is not producing a “dark
matter wind”.

1.3.2 Current Experimental Constraints

Figure 11 shows the exclusion limits on the spin-independent WIMP-nucleon
cross section as a function of WIMP mass for a number of direct detection experi-
ments. In order to overcome such a low signal rate, these experiments must have an
ultra-low background level. All of the experiments shown in Fig. 11 have been de-
ployed underground or within a mountain to provide sufficient attenuation of cosmic
ray radiation.

Liquid Xenon (LXe) Time Projection Chamber experiments have led the way in
sensitivity in the past couple of decades. LUX (red) [47], XENON-1T (green) [48],
PANDAX-4T (purple) [49], and LUX-ZEPLIN (black) [1] are all in this category
and exclude the largest phase space as shown in Fig. 11. LXe TPCs provide higher
WIMP-nucleon cross sections due the large A2 enhancement factor, described in Eq.
34. For Argon experiments such as DEAP-3600 (yellow), this enhancement factor is
reduced since Argon has a lower mass number, which is why these curves sit higher
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up in Fig. 11. Furthermore, Xenon has a low energy threshold and low natural
abundance of long-lived radioactive isotopes, making it a highly sought after target
material for dark matter experiments. The concept of LXe TPCs will be described
in detail in the next section.

The blue shaded region represents the irreducible background coming from co-
herent elastic neutrino-nucleus scatters (CEvNS), also known as the “neutrino fog”.
CEvNS is a standard model process where a low energy neutrino scatters off a nu-
cleus, leaving the nucleus in its ground state. This process can very easily mimic a
WIMP signal — for example, neutrinos produced via nuclear reactions in the sun,
such as the beta decay of 8B — which produces an event rate similar to a 6 GeV/c2

WIMP with a SI cross section of ∼ 5 × 10−45 cm2. Furthermore, atmospheric neu-
trinos can more easily mimic a heavier WIMP interaction producing a rate similar
to a WIMP with mass 100 GeV/c2 with a SI cross section of ∼ 10−48 cm2 [50]. This
limitation has huge implications on future WIMP direct detection experiments.

The exclusion limits shown in Fig. 11 have a very distinctive shape. The down-
wards trend on the left side of the exclusion limits is impacted by an experiment’s
low-energy threshold. In this mass regime, it is harder for a WIMP to transfer
enough energy to the target nucleus to produce a measurable signal therefore re-
sulting in a lower sensitivity at low WIMP masses. In the high mass regime, the
number density of dark matter decreases linearly with the inverse of the mass, for a
fixed mass density of dark matter. Therefore, an experiment expects to encounter
fewer WIMPs as the WIMP mass increases reducing the overall sensitivity.
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Figure 11: Exclusion limits on the spin-independent WIMP-nucleon cross section
as a function of WIMP mass for a number of the leading dark matter experiments.
This figure includes liquid argon experiments (DEAP-3600 [51]) and liquid xenon
experiments (LUX [47], XENON-1T [48], PANDAX-4T [49]), and the recent results
from LUX-ZEPLIN [1]). The blue region shows the irreducible neutrino background
known as the “neutrino fog”.

2 LXe TPCs and the LUX-ZEPLIN Experiment

Dual-phase TPC experiments have become the leading technology in direct dark
matter detection in the past decade. As previously discussed, dual-phase TPCs are
designed to detect scintillation and ionisation produced when particles scatter off
the target atoms. The difference in time between the prompt scintillation light and
the arrival of ionised electrons provides depth information of the interaction, hence
the name “time projection chamber”. The prompt scintillation and charge signals
are commonly referred to as S1 and S2, respectively. In Sec. 2.1 and 2.2, I will
discuss the basic principles of LXe dual-phase TPCs and provide a comprehensive
overview of the signal production mechanisms.

The LUX-ZEPLIN (LZ) experiment is a dark matter detector using TPC tech-
nologies and approximately 10 tonnes of liquid xenon (LXe) as a target. The high
density (∼ 3 g/cm3) and atomic number (Z = 54) of LXe make it highly efficient at
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stopping penetrating radiation and consequently, a perfect target for a dark matter
experiment. LZ combines the expertise of two predecessor collaborations — LUX
and ZEPLIN-III — and is located ∼ 1500 metres underground in the Sanford Under-
ground Research Facility (SURF) in Lead, South Dakota, occupying the same space
where the LUX detector once stood. LZ aims to achieve SI elastic scattering cross
sections of ∼ 2×10−48 cm2 at 50 GeV/c2 in a 1000 day search, which is ∼ 100 times
greater than the sensitivities of its predecessors [52]. This chapter will also include
a detailed description of the LZ experiment and its main detector components.

2.1 Basic principals of dual-phase TPCs

The typical schematic of a dual-phase LXe TPC is shown in Fig. 12. There are
a number of ways of detecting S1 and S2 signals; however, in this thesis, photomul-
tiplier tubes (PMTs) are discussed which are commonly placed above and below the
target volume. The PMTs first detect the prompt S1 light with quantum efficien-
cies (QE) around ∼ 30% — the functionality and efficiencies of PMTs are discussed
further in Sec. 3. Scintillation photons have a wavelength of 175 nm so PMTs used
in LXe experiments must be designed to obtain maximum sensitivity in this regime.
In order to detect the charge produced in an interaction, TPCs are exposed to an
electric field in the vertical direction with strength of O(100) V/cm, leading to the
free charge drifting upwards towards a thin gaseous region. For these electrons to be
extracted from the liquid to the gas region, the interface is exposed to much stronger
electric fields with strengths of O(10) kV/cm. With a field of 10 kV/cm, dual-phase
TPCs can achieve an extraction efficiency of ∼ 98% as shown in Ref. [53]. This
field needs to be high in order for the electrons to overcome the potential barrier
between the two phases, which would then enable the electrons to produce electro-
luminescence within the gas resulting in 100s of photons produced per mm. These
photons are also VUV photons so can be measured using the same set of PMTs and
are referred to as the S2 signal (sometimes called proportional scintillation). The
pattern of light from the S2 signal detected in the PMT array above the anode can
provide (x,y) reconstruction of the interaction site; coupled with the time difference
between the S1 light and the S2 light, one can achieve 3D position reconstruction
to a high degree of accuracy. For example, LUX achieved a position resolution of <
10 mm for S2s of around 22,000 detected photons [54].
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Figure 12: Schematic of a dual-phase TPC. The key components are labelled ap-
propriately. The white dashed lines represent the electrical grids which produce the
electric field required to drift free electrons towards the anode. The prompt scin-
tillation signal, S1, is detected by two PMT arrays located at the top and bottom
of the volume. The liberated electrons are drifted up towards the gaseous region to
produce the S2 signal.

Dual-phase TPCs built for direct detection of WIMPs face a number of de-
sign challenges. The predicted WIMP-nucleus cross sections typically range be-
tween 10−42 - 10−56 cm2 which results in event rates of ∼ 10−4 kg−1 day−1 in a
xenon target [55]. However, the background rates from radioactive materials, cos-
mic rays, and the surrounding environment are typically a factor of ∼ 106 larger.
The self-shielding capabilities of LXe provide a number of advantages: the optimal
exploitation of the powerful attenuation of external gamma rays and neutrons in
LXe; distinguishing backgrounds caused by multiple scatters from single scatters;
and the ability to precisely tag events on the surrounding surfaces. It is impossible
to completely reduce the surface contaminants to zero, making the latter property
of LXe extremely important. The backgrounds from surface contaminants causes
segmented TPC designs to generally have a lower signal-to-background ratio. The
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self-shielding properties of LXe can be seen in Fig. 13 and 14, which shows that an
external layer of the LXe target can be defined (in data analysis) that shields a fidu-
cial volume (FV) in the centre of the detector with a much lower background rate.
For example, a 10 MeV neutron or photon will likely interact multiple times or be
absorbed before traversing more than ∼ 10 cm into the detector. The self-shielding
ability of LXe is shown in Fig. 15. The dashed blue line indicates the number of
elastic neutron scatters producing 6 - 30 keVNR NRs as a function of distance to
the TPC walls. The continuous black line shows all NRs and the blue dashed shows
the single scatter events only. Here, the input spectrum is from (α,n) neutron pro-
duction in Polytetrafluoroethylene (PTFE) which is an important background near
the TPC walls. PTFE is a commonly used material to line the walls of a TPC, as
it has a high reflectivity. It is clear that there is a ten fold reduction in neutron
events ∼ 6 cm from the TPC wall. The red dotted line shows the single-site ER
interactions from 238U/232Th gamma rays from PTFE with energy between 1.5 - 6.5
keVee (electron equivalent). A reduction of a factor of 10 can be achieved by moving
∼ 2 cm from the TPC walls. Figures 13 - 15 demonstrate the need for TPCs to have
a large surface to volume ratio in order to reduce the external backgrounds from
entering the FV. By defining a FV at ∼ 15 cm from the TPC walls, one can achieve
an ER and NR background reduction of ∼ 3 × 104 and ∼ 50, respectively. Defining
a FV is a trade-off between losing target volume and minimising the background
leakage, emphasising the importance of constructing a TPC with low-background
materials.
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Figure 13: Neutron attenuation in LXe
[52].
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Figure 14: Photon attenuation in LXe
[52].
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Figure 15: Self shielding of external neutrons and gamma rays in LXe. The dashed
blue line indicates the number of elastic neutron scatters producing 6-30 keVNR NRs
as a function of distance to the TPC walls. The continuous black line shows all NRs
and the blue dashed shows the single scatter events only. Here, the input spectrum
is from (α,n) neutron production in PTFE which is an important background near
the TPC walls. The red dotted line shows the single-site ER interactions from
238U/232Th gamma rays from PTFE with energy between 1.5-6.5 keVee (electron
equivalent).

2.2 Signal production mechanisms

Now that the basic principles of dual-phase TPCs have been outlined, the signal
production mechanisms can be discussed in more detail. Figure 16 shows the signal
production mechanism with the relative weights of each step for NR (red) and ER
(blue) type interactions shown by the thickness of the arrows. This mechanism is
agnostic to interaction type and incoming particle; however, the relative weighting
of each step is different, which allows for efficient discrimination — a topic discussed
in detail later on in this chapter. The energy transferred to the Xe target is split
into three channels: heat, ionisation, and excitation. In TPCs, the energy lost as
heat is not measurable, therefore energy depositions, E, can be described by

E = fW (nex + ni), (39)
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where nex and ni are the number of excitons (excited Xe dimer, Xe∗
2) and electron-

ion pairs produced, respectively; f is the quenching factor; and W = 13.7 ± 0.2 eV
is the average energy required to produce a single excited or ionised Xe atom [56].
This quenching factor arises from the energy that is lost to heat in a NR interaction.
A fraction of the electron-ion pairs will recombine, producing additional excitons.
Recombination is a property of LXe which depends on a number of quantities such
as: density, electric field, and the interacting particle energy [56, 57]. In dual-
phase TPCs, the observables are the photons from relaxing excitons and the ionised
electrons that escape recombination. The number of photons, nγ, and electrons, ne,
can be written as

nγ =
(
nex

ni

+ r
)
ni, (40)

and

ne = (1 − r)ni, (41)

respectively, where r is the recombination fraction [58]. One can now write these
quantities in terms of S1 and S2 as

E = W

f
(nγ + ne) (42)

= W

f

(S1
g1 + S2

g2

)
, (43)

where S1 and S2 are in units of photons detected (phd) corrected for geometrical
effects and electron lifetime. For ER interactions, f is set to unity. g1 and g2 are
the gains of the primary and secondary scintillation channels, respectively, in units
of phd/quantum. g1 is the scintillation photon detection efficiency which combines
the light collection efficiency and the average quantum efficiency of the PMTs and
is always between 0 and 1 photoelectrons (phe) per photon. The typical value of
g1 for Xe and Ar experiments is ∼ 0.05 - 0.20 phe/photon. g2 is the analogous
quantity for S2 light in units of phd/electron and is the combination of the liquid to
gas electron extraction efficiency and the gas gain, g1gas. The value of g2 typically
lies between ∼ 10 - 30 phe/electron [59].

The typical work function of a PMT is ∼ 1 eV which is low enough that some-
times, a typical VUV photon can produce two phe per photon. This phenomena is
referred to as the double photoelectric effect (DPE) and is important to quantify
when working in units of photons detected (phd) which is defined as
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phd = phe/(1 + pDPE), (44)

where pDPE is the probability of producing two phe per photon. The value of pDPE

depends on the manufacturer of the PMT, the temperature, and the individual PMT
and is typically between 0.2 - 0.5 [60].
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Figure 16: Schematic to demonstrate the scintillation and ionisation production
mechanisms from a particle (X) interaction in LXe TPCs. The relative weights
between NR (red) and ER (blue) interactions are represented by the width of the
arrows. This diagram shows that the processes are identical for both ER and NR but
with different weightings. The weightings are a function of both energy and electric
field. The arrows shown here are simply to demonstrate how ER and NR interactions
differ. An excited Xe atom (i) forms a short-lived molecular pair with a neighbouring
atom (ii) or with an excited state Xe atom formed through recombination (v). A
dimer, or excimer, will then de-excite (iii) with two possible time components: τfast ∼
3ns or τslow ∼ 24ns [61]. These VUV photons form the prompt scintillation signal,
S1. Ionised electrons produced in (iv) will experience a drift field and be extracted
across the liquid-gas interface. These electrons will produce electroluminescence
light forming the ionisation signal, S2.

2.2.1 ER/NR discrimination

The ability of a dual-phase TPC to discriminate between ER and NR type inter-
actions is key to the positive identification of a WIMP signal. Efficient discrimination
allows for a reduction of ER backgrounds in the detector and for accurate identifi-
cation of NR interaction origins. Figure 16 shows the signal production differences
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between NR and ER type interactions demonstrated by the relative widths of the
arrows. NR interactions transfer more energy into atomic motion in the form of heat
which is not detectable by TPCs. This heat loss is parameterised as a quenching
factor, labelled as f in Eq. 42, is quantified by the Lindhard factor, L(E), and is
approximated to be a constant energy loss (L = 1) for ER interactions [62]. The
ratio of excitons to ions produced from ER interactions is approximately constant,
nex/ni = 0.2 [63, 64]. For NR interactions, this ratio is approximately unity [65].
This difference is fundamental to a dual-phase TPC’s ability to distinguish between
NR and ER interactions and in turn, signal and backgrounds. The exciton to ion
ratio combined with the differing recombination models lead to different S1/S2 ra-
tios for ER and NR interactions. For the same energy, ER interactions produce a
smaller S1/S2 ratio than NR interactions. This relationship can be seen in Fig. 17.
In the lower figure, the leakage of events from the ER band into the lower 50% of
the NR band is shown as a function of energy.
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Figure 17: Example of log10(S1/S2) vs S1 distributions for both ER and NR in-
teractions produced using LZ simulations. These bands have been fit and the 90
percentiles are shown. In the bottom subfigure, the ER leakage into the 50% NR
acceptance region is presented as a function of S1 size.

2.2.2 Light and charge yields

Scintillation and charge yields for ER and NR interactions in LXe are shown
in Fig. 18 and 19, respectively. These figures have been produced using the No-
bel Element Simulation Technique (NEST) [2]. NEST is a semi-empirical physical
model of the generation of scintillation photons and ionisation electrons from recoil-
ing particles in liquid xenon and has successfully described datasets from multiple
experiments. In order to determine the scintillation and ionisation yield, one must
consider the recombination probability, r, and Penning quenching factor, fp. The
probability of electron-ion recombination is calculated using the Thomas-Imel box
model [63], which gives
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r = 1 − ln(1 + niξ)
niξ

, (45)

where ξ is parameterised as a power law dependence on the applied electric field.
This parameter is determined by fitting data [66].

In order to produce a full model of the scintillation yield, one must consider
Penning quenching. This is the process where two excitons can combine to produce
only one photon. This process has been previously modelled using Birk’s saturation
law and the quenching, f , is given by the expression

f = 1
1 + ηϵλ

, (46)

where λ and η are determined from data and ϵ is the electronic stopping distance
[66].

By combining these effects, one can model nph and ne given an energy deposition,
E0, as

nph = L(E0)f
E0

W

1 −

 1
1 + nex/ni

(1 − r)
, (47)

ne = L(E0)
E0

W

 1
1 + nex/ni

(1 − r)
, (48)

respectively [66].
For ER interactions, the scintillation yield is suppressed with increasing electric

fields as shown in Fig. 18a; whereas, the ionisation yield in Fig. 18b has the opposite
effect. The photon yield predominantly comes from the de-excitation of excitons, but
a fraction comes from the recombination of electron-ion pairs close to the interaction
site. This means that electrons can contribute towards scintillation or ionisation,
but not to both. This anti-corellation exists event-by-event and can be exploited
at high energies for applications such as neutrino-less double beta (0νββ) decay
[52]. At low energies, the interaction is comparable to a point-like interaction with
a symmetric distribution of photons and electrons produced around the interaction
site. This is known as the Thomas-Imel box model regime [63]. At higher energies,
the linear energy transfer of the incoming particle with the target increases. In this
regime, the quanta are produced in a cylindrical distribution. This regime is called
Birk’s law [67]. The transition between these two regimes is not discrete and so
materialises as a peak and a trough in Fig. 18a and 18b, respectively.
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For NR interactions, the same anti-correlation between light and charge yield
can be seen above ∼ 3 keV. At an energy of ∼ 0.2 keV, there are no data points
so Fig. 19a and 19b drop off to zero. To be conservative, NEST introduces a hard
cut off at 0.2 keV. There have been a number of recent measurements of the light
and charge yields of LXe experiments performed by LUX [68, 69] and the XELDA
[70] experiment. For NR interactions, it is accurate to model the quanta produced
using only the Thomas-Imel box model. For this reason, we do not see a turning
point in Fig. 19a. As energy decreases, the recombination probability increases
as the electrons do not have enough energy to get far enough away from the ion.
Furthermore, the Lindhard quenching factor increases but at a different rate to the
increasing recombination probability. This causes the maximum in Fig. 19b.

(a) Photon yield (b) Charge yield

Figure 18: Light and charge yield for ER interactions in LXe as a function of recoil
energy for different electric fields.

(a) Photon yield (b) Charge yield

Figure 19: Light and charge yield for NR interactions in LXe as a function of recoil
energy for different electric fields.
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2.3 Backgrounds in LXe TPCs

In order for direct detection dark matter LXe TPCs to reach high sensitivities,
they must have a firm handle on their backgrounds. The backgrounds heavily in-
fluence not only the location of the experiment, but also inform the construction
techniques — from the determination of materials for components to the acquisi-
tion and purification of said components. Furthermore, these experiments must also
plan their calibration campaigns accordingly to better understand the detector’s re-
sponse to different types of interactions and energy scales. Here, I will discuss only
the relevant backgrounds for WIMP searches in LXe TPCs.

2.3.1 Laboratory and Cosmogenic backgrounds

Cosmogenic neutrons are produced via muon-induced electromagnetic or hadronic
cascades. These neutrons however are expected to scatter multiple times within a
TPC or its surrounding systems and can be vetoed. The muon flux can be reduced
by 6 orders of magnitude by deploying the experiment underground, and by mitigat-
ing remaining backgrounds with a veto system, such as a tank of ultra-pure water
[71]. However, backgrounds originating outside of the detector volumes will be domi-
nated by the radioactivity of the rock and materials surrounding the detector. In the
Homestake mine in Lead, South Dakota, a total gamma flux of 1.9 ± 0.4 γ cm−2s−1

originating from the cavern walls was measured in [72]. Similar measurements have
been completed in the Boulby Underground Laboratory in the UK and the Gran
Sasso National Laboratory in Italy. They measured a total gamma flux of 0.128 and
0.25 γ cm−2s−1, respectively [73, 74].

2.3.2 Surface contaminants

Surface contaminants arise from 222Rn daughters found in the air attaching to
detector materials during construction or manufacturing — the decay chain for which
is shown in Fig. 20. These daughters, such as 214Pb and 210Po, can accumulate over
time and release alpha particles into the detector volume. These alpha particles can
then produce neutrons via an (α,n) reaction which can mimic a WIMP signal. The
beta decays of 214Pb which do not have an associated gamma — commonly known
as “naked betas” — make up ∼ 9% of all 214Pb decays and are by far the largest
background for WIMP searches in dual-phase TPCs. Although these betas produce
ER interactions, they can still leak into the NR region in S1/S2 space especially
at low energies — this overlap can be seen in Fig. 17. Additionally, the 210Pb
sub-chain can produce ions which can be mis-reconstructed as NRs in the centre
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of the detector. This can introduce problems fiducialising a detector for offline
analyses. In order to obtain a handle on these types of backgrounds, experiments
must deploy strict cleanliness protocols to minimise the amount of dust settling
on surfaces. In addition, construction of TPC components should be completed
within Radon reduced environments [71]. LZ for example, underwent an intensive
screening and radio-assay program where over 1200 components were screened to
better understand their background model from surface contaminants [75]. These
measurements determined a total of 40 and 0.39 ER and NR counts from surface
contaminants for a 1000 day WIMP search in the energy range 1.5–6.5 keV for ERs
and 6–30 keV for NRs [71].

222Rn
3.82 d

5.59 MeV

218Po
3.09 m

6.11 MeV

214Pb
26.8 m
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214Bi
19.9 m
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210Pb 
22.2 yrs
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Figure 20: 222Rn chain from the 238U series. Here, the isotope name, half-life, and
Q-value are presented. The vertical and diagonal arrows indicate α and β decays,
respectively.

2.3.3 Dispersed xenon contaminants

Another significant ER background for LXe TPCs comes from natural contami-
nants within the xenon such as 85Kr and 39Ar. 85Kr is a beta emitter which cannot
be rejected via self-shielding techniques, nor is it removable using a getter due to its
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inert nature [52]. In order to remove 85Kr, experiments can use gas charcoal chro-
matography which has been used by both LUX [76] and XENON-10 [77]. These
experiments were able to achieve ∼ 3 parts per trillion (ppt) of 85Kr within their
xenon. LZ used gas chromotography to purify its xenon achieving a natural krypton
abundance of ∼ 0.144 ± 0.002 ppt [78].

2.3.4 Physics backgrounds

Low background LXe TPCs with a high sensitivity are also sensitive to other
types of physics such as, neutrino-electron scattering, 2νββ 136Xe decay, and neutrino-
nucleus scatterings. These signals however can produce single scatter events uni-
formly throughout the detector without a corresponding veto signal. Although these
processes are interesting in their own right, they in fact pose an issue when looking
for WIMP signals. The rates of these signals must be well understood, otherwise any
excess single scatters observed in LXe TPCs could be mislabelled as a WIMP event.
Direct detection experiments must rely on rates measured by other experiments or
theoretical predictions. For example, both EXO-200 [79] and KamLAND-Zen [80]
have accurately measured the rate of 2νββ 136Xe decay.

2.4 The LUX-ZEPLIN Experiment

The LUX-ZEPLIN (LZ) experiment is a second generation dark matter detector.
Its design closely follows its predecessor LUX, but is scaled up to have a significantly
larger target xenon mass (∼ 40 times), allowing it to reach greater sensitivity. This
additional size introduces its own problems, such as a higher background rate from
intrinsic materials; therefore, LZ must undergo an extensive calibration and screen-
ing campaign to understand these backgrounds. In addition to being larger than
generation 1 experiments, LZ also contains two independently monitored veto sys-
tems which allow efficient tagging of external backgrounds. The TPC and veto
systems are outlined in Sec. 2.4.1 and 2.4.2. The LZ experiment has just completed
its first science run and has published its results [1].

2.4.1 TPC

LZ’s TPC exists in the centre of the experiment surrounded by many detector
systems. Figures 21 and 22 show all of the detector systems and the TPC with all
components labelled, respectively. The TPC exists within a cryostat (inner cryostat)
comprised of ultra-pure titanium. The inner cryostat volume (ICV) contains a total
of 9 tonnes of LXe and is vacuum insulated within the outer cryostat volume (OCV).
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The TPC itself is a cylinder constructed of many pieces of highly reflective PTFE
with a height and width of 1.46 m — the TPC dimensions are shown in Table 1.
Figure 23 shows the fully constructed TPC. The active volume holds a total of 7
tonnes of LXe. In order to produce an electric field, high voltage is applied to
four horizontal stainless steel mesh grids. These grids produce three different drift
regions: reverse field region (RFR), forward field region (FFR), and the extraction
field region. The nominal grid voltages and resulting electric field strengths are
shown in Table 2.

Figure 21: Schematic of the LZ experiment layout with labels.
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Figure 22: Schematic of the TPC cross section with labelled components.

The reverse field region exists between the bottom grid and the cathode at the
bottom of the TPC. Within this region, the field is reversed in order to reduce the
electric field to zero at the faces of the bottom PMTs, therefore preventing damage
from high fields. Hence, only S1 light can be produced in this region.

The forward field region is where ionised electrons drift towards the anode which
exists between the cathode and the gate. The drift field is produced by equally
spaced field shaping rings and a resistor chain inter-spaced within the PTFE walls.

The extraction field region or electroluminescence region exists at the top of the
TPC located between the gate and anode grids. The field between the gate and
liquid surface must be high enough to liberate electrons from the liquid to the gas.
Without a sufficient field strength in this region, the experiment would achieve a
low extraction efficiency which can have a large effect on energy threshold.
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Figure 23: Photograph of the fully constructed TPC. Credit to [81].

Table 1: TPC dimensions

Height difference Value [mm]
Anode-PMT 70

Liquid level-Anode 7
Gate-Liquid level 5

Cathode-Gate (FFR) 1456
Bottom grid-Cathode (RFR) 137.5
Bottom PMTs-Bottom grid 10

Bottom array-Top array 1687

Table 2: Design fields and grid voltages

Grid/Field Design voltage
Gate -50 kV

Anode -4 kV
Cathode +4 kV

Extraction region 10.6 kV/cm
FFR 0.31 kV/cm

The TPC is monitored by a total of 494 R11410-22 3 inch PMTs developed
by Hamamatsu [82]. All PMTs used in LZ have undergone a long program of
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development where any faulty PMTs were identified and were subsequently replaced
by Hamamatsu. 241 of these channels exist on the bottom PMT array which face
upwards into the LXe volume. The remaining 253 PMTs are on the top PMT array
which face downwards — a picture of the top and bottom TPC PMT arrays is
shown in Fig. 24 taken during construction and testing. These channels have been
designed to operate optimally in LXe temperatures and be sensitive to vacuum ultra-
violet (VUV) light emitted from xenon scintillation. The quantum efficiency (QE)
of these channels has been measured to fall between ∼ 30 − 35% [83]. The QE of
a PMT describes the percentage of photons that successfully emit a photoelectron
in the photocathode — Sec. 3.2 covers the design and functionality of PMTs in
detail. The bottom array is immersed in LXe whereas the top array is in the GXe
region. Therefore, more S1 light is detected in the bottom array due to reflections
off the liquid-gas interface. For this reason, the PMTs in the bottom array are
packed in a hexagonal structure to improve tessellation which results in the highest
photocathode coverage as possible. The top array PMTs will detect most of the S2
light and is therefore responsible for x-y position reconstruction. For low background
experiments such as LZ, it is important to be able to reconstruct events produced
on the TPC walls. In order to achieve this, the top array PMTs are ordered in
a hexagonal formation until the outer two rows which are in a circular formation.
These outer rows exist above the TPC walls allowing for more accurate wall event
reconstruction and therefore, fiducialisation [52].
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Figure 24: Photograph of the top and bottom TPC PMT arrays during construction.
The arrays were orientated vertically such that they could more easily be cabled and
tested. All TPC construction was completed in a radon reduced clean room. Credit
to [81].

2.4.2 Veto system

A WIMP scatter in LZ would occur within the central region of the LXe TPC
and would not produce a coincident event in the surrounding material. This is be-
cause WIMPs are expected to have such a low interaction cross-section which was
quantified in the previous section. In contrary, neutrons caused by radioactivity,
would likely re-scatter either again in the TPC or in the surrounding environment.
This emphasises the need to monitor these external regions in an independent way
to successfully tag these backgrounds. LZ contains two such regions: the LXe skin
and the outer detector (OD).

LXe skin

The LXe skin exists between the TPC and the ICV consisting of a total of 2
tonnes of LXe. The skin region is 4 to 8 cm thick around the TPC and contains
a larger region below the bottom PMT array called the dome. If an event occurs
within the skin volume and a coincident energy deposition occurs in another detec-
tor volume, that event cannot have been caused by a WIMP for reasons explained
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previously. Furthermore, within the skin region, VUV photons are generated which
can leak into the TPC. By monitoring the skin with its own set of PMTs, these
type of events are easily vetoed. Furthermore, the skin region cannot detect ionised
electrons as it does not contain an extraction region which largely reduces the sen-
sitivity to deposited energy. However, the skin can still successfully veto a gamma
depositing just a fraction of its total energy with no information on charge needed.
In order to achieve this requirement, the skin is monitored by a total of 131 PMTs.
Around the skin barrel 93 1 inch PMTs (Hamamatsu R8520) point downwards into
the LXe volume and a further 20 2 inch PMTs (Hamamatsu R8778) face up. This
set of PMTs are referred to as the skin barrel PMTs. A total of 12 2 inch PMTs
monitor the dome region. A photograph of the underside of the bottom TPC PMT
array is shown in Fig. 25 where the dome PMTs can be seen facing outwards in an
inner ring.

Figure 25: Photograph of the underside of the bottom TPC PMT array showing
the dome PMTs. Credit to [81].

Outer detector (OD)

The Outer Detector (OD) is a system designed to fully surround the OCV to
primarily detect neutrons through captures on Gadolinium, but it is also efficient
at tagging gamma-rays. The OD consists of 10 acrylic tanks filled with 17 tonnes
of gadolinium-loaded liquid scintillator (GD-LS) surrounded by ultra-pure water. A
photograph of the constructed OD is shown in Fig. 26 before any filling had taken
place. This region is monitored by 120 8 inch PMTs (Hamamatsu R5912) orientated
in a series of 20 vertical ladders. The PMTs are located at a distance of 84 cm from
the acrylic tanks which provide an expected light collection efficiency of ∼ 14% [52].
The water shields the GD-LS from gammas that originate from the OD PMT glass
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and the cavern walls. A measurement of these cavern gammas found a total flux of
1.9 ± 0.4 γ cm2s−1 [84]. Despite the water shielding, these are still the dominant
background in the OD.

Figure 26: Photograph of the finished Outer Detector (OD) before filling the water
tank and the acrylic vessels. Credit to [81].

One can simulate the number of expected NR backgrounds from materials and
external sources and compare the rates in the TPC with and without a veto system.
This comparison is shown in Fig. 27. It is clear that the central region of the TPC
is largely populated when no veto system is active showing the importance of these
systems. The OD is essential for monitoring the background environment of LZ and
placing constraints on NR backgrounds in particular. The OD and the skin reduce
the overall rate in the 5.6 tonne FV (black dashed line) by a factor of ∼ 30 for a
run time of 1000 days.
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Figure 27: NR background rates in the TPC with and without a veto system. The
black dashed line shows the FV which encapsulates 5.6 tonnes of LXe.

2.4.3 LZ WIMP Search Backgrounds

In this section, the main sources of backgrounds for a 40 GeV/c2 WIMP are
presented which is equivalent to approximately a 1.5 - 6.5 keV ER or a 6 - 30 keV
NR signal. This section follows the LZ sensitivity paper [71]. One expects a total
number of ER and NR events in this regime to be 1131 and 1.03 for a 1000 live-day
exposure [71]. Figures 28 and 29 show the spectral contributions to ER and NR
backgrounds, respectively. The largest contribution to the overall ER background
rate is from radon — described in more detail in Sec. 2.3.2. However, the largest
contribution to the NR rate is from atmospheric neutrinos which shows that LZ
is approaching the irreducible neutrino background, known as the neutrino fog as
it represents a possibly impassable boundary in sensitivity where neutrino-induced
NRs, indistinguishable from WIMPs, become the dominant background. Directional
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techniques may provide a technique of exploring this phase-space [85].
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Figure 28: ER background spectra in the 5.6-tonne fiducial volume for single scatter
events with neither a xenon skin nor an OD veto signal. No detector efficiency or
WIMP-search region of interest cuts on S1c have been applied. Figure from [71].
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Figure 29: NR background spectra in the 5.6-tonne fiducial volume for single scatter
events with neither a xenon skin nor an OD veto signal. No detector efficiency or
WIMP-search region of interest cuts on S1c have been applied. Figure from [71].

Figure 30 shows the efficiency curves for ER and NR interactions after the follow-
ing WIMP search region of interest cuts outlined in [71] have been applied. These
include:

• 3-fold S1 coincidence: this cut ensures at least 3 PMTs detects a SPE. In
LZ, there exists a total of 494 PMTs in the TPC each with a dark rate of ∼ 36
Hz. Here, dark rate is the spontaneous emission of electrons from within the
PMT. The S1 coincidence window is 100 ns so the probability of a SPE in this
window is, Pspe = 3.6 × 10−6. There are a total of 8500 of these windows per
event so one can therefore use a simple binomial to determine the probability
of these “accidental” S1s from PMT dark rate. For a 3-fold S1 coincidence,
one obtains a probability of such an accidental of 7.91×10−6 per event. This is
a factor of ∼ 104 lower than for a 2-fold S1 coincidence which was used in LUX.

• S2 > 415 phd: the uncorrected S2 is required to be > 415 phd (or 5 extracted
electrons) to ensure an adequate signal size for x-y position reconstruction.
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• S1c < 80 phd: the corrected S1 is required to be < 80 phd. This cut is simply
defined to be the maximum S1 size possible from a 40 GeV/c2 WIMP.

Figure 30: Simulated efficiencies for electronic (blue) and nuclear recoils (red) after
WIMP search region of interest cuts: 3-fold S1 coincidence, S2 > 415 phd (5 emitted
electrons), and S1c < 80 phd. Data taken from [71].

Figure 31 shows the simulated background only log10(S2c[phd]) vs S1c for a 1000
live-day run using the background models shown in Fig. 28 and 29. The 1 and 2
σ contours are shown for 40 GeV/c2 WIMPs (yellow) and for the low energy NR
background 8B and hep solar neutrinos (purple). The ER and NR bands are also
shown in blue and red, respectively. The solid line is the band mean and the dashed
lines show the 10 and 90% regions. It is clear that, despite the good separation
of the bands, some leakage from the ER band into the NR band exists. One can
mitigate this by defining the search region below the NR band mean, for example
in a cut and count analysis. This defines a new efficiency cut where 50% of the NR
events are accepted and 99.5% of ER events are rejected. After this final cut, a very
small number of background events are left. However, LZ has performed a profile
likelihood ratio (PLR) as opposed to a cut and count. A PLR is often chosen to
perform statistical inferences in particle physics experiments as this test statistic not
only accounts for the parameters of interest, but for the other parameters too, which
are profiled out [86]. A total of 6.18 background events remain within the 40 GeV
signal region during the full 1000 day run of the LZ experiment. This number is for a
5.6 tonne fiducial volume and is after veto cuts are applied. One can see that, at low
energies, a number of 8B and hep neutrino events leak into the WIMP region. Even
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though this is a significant background for low energy searches, these neutrinos are
yet to be measured in TPC experiments and would produce an interesting physics
result.
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Figure 31: LZ simulated data set for a background-only 1000 live-day run and a 5.6
tonne fiducial mass. The 1 and 2σ contour for 40 GeV/c2 WIMPs and 8B + hep
are shown in yellow and purple, respectively. The ER and NR bands are shown in
blue and red, respectively, showing the mean (solid line) and 10 and 90% regions
(dashed line). Figure from [71].
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3 PMT Calibrations and Efficiencies

This chapter is concerned with one of the most crucial components of all detector
systems in LZ — the photomultiplier tubes (PMTs) and the DAQ system. This
chapter begins with a description of the design and the single photoelectron (SPE)
response of PMTs. The full LZ signal chain is then discussed in Sec. 3.3. In
Sec. 3.4, the LED systems in both the LXe and the OD is described which are
important for monitoring the PMT’s SPE response. Next, an independent pulse only
digitisation (POD) finding algorithm is produced to quantify the efficiency of the
DAQ at recording SPEs. In Sec. 3.6, the SPE detection efficiency for every channel
in LZ is calculated. The SPE detection efficiency is fundamental in deciding the
optimal PMT gain and SPE threshold of all PMTs. Finally, the impact of the SPE
detection efficiency on the WIMP search is quantified such that any modification to
the operating conditions of the PMTs can be justified.

3.1 Motivation

All physics signals produced in LZ are detected by PMTs. Quantifying and opti-
mising their efficiencies is paramount as this impacts offline analyses and the overall
detector performance. All PMTs in LZ will experience a number of environmental
changes to both pressure and temperature which can cause hardware failures or
performance issues. Monitoring both the PMT performance and health needs to be
completed periodically such that operational decisions can be made efficiently. The
work shown in this chapter was responsible for deciding how all PMTs in LZ were to
be operated such to obtain the recommended SPE efficiencies and to minimise the
high rates originating from light emission within PMTs themselves. These decisions
were fundamental to keep LZ on schedule to begin its first science run.

3.2 Photomultiplier tubes

Photomultiplier tubes (PMTs) are vacuum tubes with a photocathode, a series
of dynodes, and an anode. These systems take advantage of the photoelectric effect
where an incoming photon is converted to a photoelectron within the photocathode.
By applying a voltage, one can initiate an electric field within the PMTs. The
photoelectrons are accelerated towards the first dynode where they are multiplied
through secondary electron emission. A schematic of a PMT and this multiplication
process is shown in Fig. 32. This secondary emission is repeated at each dynode
stage where the final charge is collected at the anode. The pulse read by each channel
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is proportional to the charge collected at the anode.

Figure 32: Schematic of a PMT including an animation of photon-conversion and
multiplication of the first 3 dynodes.

In the TPC, LZ opted to use Hammamatsu R11410-22 3” PMTs. These PMTs
are well suited for LXe dark matter experiments for the following reasons:

1. Sensitive to 175 nm LXe scintillation photons with an average Quantum Effi-
ciency (QE) of 30%

2. Can be operated at temperatures of 170 K and pressures up to 5 atmospheres

3. Low radioactivity of approximately 1 mBq per PMT from U, Th, 60Co, and
40K

3.2.1 Photoconversion

Photoconversion is the process of converting an incident photon into a photoelec-
tron. The efficiency of which is commonly called Quantum Efficiency (QE) which can
be modelled by three steps: photoexcitation, transport to the surface, and emission
into vacuum [87]. First, a photon deposits some energy to the PMT’s photocathode
which can produce a resultant photoelectron. This electron diffuses through the ma-
terial. If the electron has sufficient energy, it will reach the photocathode-vacuum
surface and escape. The number of photons which hit the photocathode is a Poisson
random variable. The conversion of photons to photoelectrons via photoconversion
however, is a binomial process. One can write the probability of n photoelectrons
being captured, Pµ(n), as

Pµ(n) = µne−µ

n! , (49)

where µ is the mean number of captured photoelectrons by the dynodes and is given
by
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µ = m ·QE, (50)

where m is the mean number of photons hitting the photocathode [88]. One can
write the QE which is the ratio of emitted electrons, ne, and the incident photons,
nph, as

QE(ν) = ne

nph

= (1 −R)Pν

k

( 1
1 + 1/kL

)
Ps, (51)

where R is the reflection coefficient, k is the absorption coefficient, Pν is the prob-
ability that the photon might excite an electron to a level greater than the vacuum
level, L is the mean escape length of excited electrons, Ps is the probability that
electrons reaching the photocathode-vacuum surface may be emitted, and ν is the
frequency of the incident photon [82]. In order for PMTs to observe a signal, the
emitted electron must reach the active area of the first dynode. The efficiency of
this happening is called the collection efficiency. For R11410 PMTs used in LZ, this
collection efficiency is approximately 90% [89].

3.2.2 Electron multiplication

For the electron multiplication at each dynode, one can model the number of
secondary electrons as a Poisson-distributed random variable. The total gain, G,
can be written in terms of the emission coefficient for the ith dynode, ki, as

G =
n∏

i=1
ki, (52)

where n is the number of dynode stages in the PMT. Here, ki is related to the
potential difference between each dynode, Vi, by the relation

ki = Ai × (Vi)κ, (53)

where Ai is a constant which depends on the material of the dynodes and κ is an
exponent ranging between 0.7 - 0.9 corresponding to 20 - 30% of electrons scattering
off each dynode [82].

3.2.3 Single Photon Response

When a photon hits the PMT’s photocathode, a number of different processes
can occur. All of these different processes will contribute to the single photoelectron
(SPE) response distribution. The most frequent case is where the SPE follows the
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steps outlined previously interacting with every dynode stage. The other possible
scenarios are listed below including the causes of “undersized pulses” which are from
SPEs which don’t traverse the entire dynode chain:

• Double photoelectron (DPE): If the initial photon has sufficient energy,
two photoelectrons could be emitted from the photocathode at the same time.
For LXe VUV photons, this can occur with a probability of ∼ 25% in LZ
PMTs. For visible light however, this probability is negligible. This effect
results in waveforms with twice the area of what one would expect from a
SPE but with the same width.

Undersized Pulse Contributions

• First Dynode Hits: If the incident photon does not deposit its energy to
the photocathode, it can traverse through to the dynode. If a photoelectron
is emitted from the first dynode a pulse will be produced. Since the multipli-
cation only starts from the second dynode stage, the gain is reduced resulting
in a smaller pulse.

• Second Dynode Hits: If the incident photon makes it to the second dynode,
either by missing the first dynode or scattering off it, the photoelectron could
be produced further down the dynode chain. Again, the gain is modified in
this case resulting in lower area pulses.

• Elastic/Inelastic Scattering: The photoelectron produced in the photo-
cathode could elastically or inelastically scatter off the first dynode and pro-
ceeds through the gain stage as usual. The photoelectron only retains a frac-
tion of its energy after the scatter which again results in smaller pulses.

In Fig. 33 the SPE response of a single TPC channel is shown. Every colour in
Fig. 33 indicates a different SPE. The details on how these SPEs are written to disk
are explored in Sec. 3.3. The SPE response of these PMTs provide a clear signal
above the noise baseline allowing for efficient SPE detection — more on this in Sec.
3.6.
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Figure 33: The typical SPE response of a TPC PMT. 5 individual SPEs are shown.
These are real SPEs produced by flashing LEDs.

3.2.4 Dark Noise

It is possible for PMTs to read a current when operated in the dark, this is
commonly referred to as dark current or dark noise. Dark noise can arise from a
number of origins but the most common is from thermionic emission of electrons
from the photocathode and dynodes. The current produced by dark noise, id, is
given by

id = AT 5/4 exp(−eψ/kT ), (54)

where T is the absolute temperature, A is a constant, e is the electron charge, ψ is
the work function, and k is the Boltzmann constant. It is clear from Eq. 54 that
at high temperatures the first term dominates and the dark current increases with
T 5/4. When operating the PMTs at a low temperature, the dark current gets an
exponential suppression [82]. When operating at a constant temperature, the dark
rate does not have a time dependence. This characteristic is key for identifying these
types of events.

LZ can monitor the single photon rate to track the level of dark noise in each
channel. In Fig. 34, the single coincidence pulse rate of all channels in the TPC is
shown. A single coincidence occurs when only one channel captures a pulse at one
time which is a key signature of dark noise. The maximum rate provided by the
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manufacturer, shown in pink, is also included as a reference. The channels that show
an elevated dark noise rate are circled in red. Based on these values, operational
decisions can be made for each individual PMT.

Figure 34: The dark rate measurements for all PMTs in the TPC.

3.2.5 After Pulsing

The internal space within an LZ PMT is designed to be operated at a high
vacuum, typically of the order ∼ 0.01 atmospheres [82]. Outgassing from the internal
PMT materials can occur and compromise the vacuum level. In addition, external
gas may diffuse into the PMT. The residual gasses within the PMT can be ionised by
a transitioning electron signal. The electric field will cause the positive ion to drift
towards the photocathode. The drifting ion will deposit its energy and emit multiple
electrons. The drift time of the ion depends on the mass-to-charge ratio of the ion
itself and of the voltage configuration inside the PMT. LZ monitors the afterpulsing
(AP) rate over time using the LED system. An increase in afterpulsing rate can
indicate a leak in the PMTs. If this rate is deemed to be too high, the operating
voltage of the problematic channel would be decreased or, in extreme cases, turned
off entirely [90]. In order to quantify the amount of AP in a single PMT, one can
consider the AP ratio (APR) which is defined as

APR = Total anode charge from afterpulses
Total anode charge from main pulse . (55)

Figure 35 shows the APR for two channels in LZ showing the time characteristic
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of a number of ions present within the vacuum space in the PMTs. Figure 35a
and 35b show a low and high AP rate PMT in LZ, respectively. The cumulative AP
percentage shown in black allows us to more clearly see which PMTs are problematic.
The PMTs in LZ are expected to show less than 5% APR which is satisfied by channel
11 shown in Fig. 35a. However, the APR in channel 3 shown in Fig. 35b clearly
exceeds this specification.
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(a) low AP

(b) high AP

Figure 35: Afterpulsing ratio for a low AP and high AP PMT, respectively. The
vertical yellow bands indicate the time characteristic of a number of common impu-
rities.

3.3 LZ Signal Chain

The full signal chain constructed in LZ is shown in Fig. 36. The LZ signal
chain can be split into two main components: analogue and digital. The analogue
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component is defined as everything up to the digitisers (DDC-32s) and the digital
component as everything after. In order to monitor the analogue component, LZ
tracks both the SPE efficiencies and the gains of each PMT. The performance of the
digital component is more difficult to evaluate; however, LZ has designed a unique
acquisition mode for this — more on this later.
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Figure 36: The full signal chain in LZ. The analogue component is defined as ev-
erything before the digitisers (DDC-32s) and the digital component as everything
proceeding.

Analogue Component

The signal chain starts with the PMTs located in all LZ detector systems. These
PMTs are gain-matched so each channel will be operated at a different voltage and
will each have varying transit times. The PMTs are connected to the electronics via
40 - 50 ft long coaxial cables. LZ measured a 5 - 10 % area loss from the PMT to the
amplifiers [52]. The design of LZs electronics was constrained by the requirement
of the dynamic range of LZs signals. This assumes that a SPE detected in a TPC
PMT produces a 11.5 mV ns pulse at the input of the amplifiers. This dynamic
range is defined by the choice of radioactive sources chosen to calibrate LZ for high
energy searches [52]. LZ uses two different amplification channels for the TPC and
OD PMTs, namely high gain (HG) and low gain (LG). However, for the Skin PMTs,
only a HG channel is used. The definitions of LG and HG are shown in Table 3. By
implementing two amplification channels, LZ is able to minimise the negative effects
from saturation. For example, when a signal saturates a HG channel, one can look
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at the LG signal to capture the full signal shape.

Table 3: High and low gain definitions

High Gain Low Gain
Area Gain 40 4

Shaping Time [ns] 60 30
Detector System TPC, OD, Skin TPC, OD

Digital Component

Every digital-to-digital converter (DDC-32) digitises 32 channels at a rate of 100
MHz. The DDC-32s are responsible for calculating the reduced quantities (RQs)
and sending the data to the data sparsifier (DS). The DDC-32s have a double buffer
which allows us to capture an event while offloading another event. The conditioned
signals are then stored on the 18000-sample circular buffers after they have been
baseline-suppressed. In LZ, these baseline-suppressed waveforms are called PODs
(Pulse Only Digitisation), the definition of which is shown in Fig. 37. The DAQ
system records x and y number of samples before and after the first and last POD
threshold crossings. If no threshold crossing occurs within the next x+y+1 samples,
a POD is defined. If there exists another threshold crossing, this process is repeated.
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Figure 37: Example of a POD. A number of samples, x and y, are recorded before and
after the first and last POD threshold crossings, respectively. The POD threshold
shown in red is an arbitrary value. LZ uses a POD threshold equivalent to 25 ADCC
above the rolling average of 32 samples.

Recording data in this form reduces the overall data volume by a factor of 50
[52]. RQs such as pulse area are passed to the Data Sparsification (DS) system.
The level 1 DS receives information from each detector subsystem individually, e.g
HG TPC top PMT array, OD, Skin, etc. The level 2 DS receives the combined
information from all detectors received in the level 1 DS. At this stage, the choice
is made whether or not an event is valid as well as any trigger decisions. Once
these decisions have been made they are communicated to the DAQ Master. The
DAQ Master is responsible for telling the data extractors to capture a time window
associated with an event from the DDC-32s. This data is then written to SSDs on
the data collector servers (DC). The event builder then takes this data and builds
the complete event files.

The DAQ has two parallel streams for processing data, these consist of

1. What is written to disk, Pulse Only Digitisation (POD): if a waveform fluctu-
ates above some threshold amplitude, save some time region around it — this
is explored more in Sec. 3.5. This process occurs in the circular buffer.

2. Making a decision if an event is of interest using S1/S2 triggers: apply S1/S2
filters to the signal PODs and decide if a channel crosses some threshold.
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Multiple channels must cross this threshold within a pre-defined coincidence
window. When these conditions are satisfied, an event is defined. This process
is implemented in the DS system.

Data Acquisition Modes

Table 4 shows the data acquisition modes used in LZ with their main event and
POD settings. The POD settings used in this table were determined by the work
in Sec. 3.6. For the LED acquisitions, the pre- and post-trigger windows do not
need to be long as the LED pulse is a square wave of width ∼ 100 ns and the time
it takes for a photon to traverse the TPC is ∼ 7 ns. However, when triggering on
the S2, a longer 2.5 ms post-trigger window is needed to capture the late charge
arriving at the liquid-gas interface and a 1.5 ms pre-trigger window to capture the
S1. This simply means that 1.5 ms is captured before the S2. A hold off time is
also introduced to minimise any leakage from one event into the next. The zero-
suppression acquisition mode was designed specifically for the study shown in Sec.
3.5. For this acquisition mode, the DAQ system is simultaneously recording PODs
and raw waveforms such that an independent POD finding algorithm can be applied
to the raw waveforms and compared to the recorded PODs. This acquisition mode
contains an extended pre-trigger window such that any discrepancies between the
FPGA and the independent POD finding algorithms can be explored further. A
study using this acquisition mode is outlined in Sec. 3.5.
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3.4 LED Systems

It is paramount that the PMT photon response for all systems in LZ is quantified
at regular time intervals. In order to achieve this, LZ has deployed light emitting
diodes (LEDs) in all PMT arrays within LXe — these can be seen in Fig. 38 as
the solid red points. The LEDs in the top array and in the top skin barrel LEDs
point vertically downwards facing the LXe bulk. Whereas, the bottom array and
bottom skin barrel LEDs point vertically upwards. For SPE calibrations, these LEDs
produce 100 ns square pulses with an amplitude between 1.4 - 1.6 V. 470 nm LEDs
have been selected as they do not produce photons with enough energy to liberate
a secondary photoelectron through impact ionisation — this is commonly known
as the double photoelectric effect (DPE). Therefore, these LED systems provide
the true SPE response of the PMTs. This is because of the relatively high work
function of the PMTs (∼ 1 eV) with respect to the LED photon energy (∼ 2 eV).
In contrast, VUV photons from scintillation in the LXe has an energy of ∼ 7 eV
which is sufficient to produce two photoelectrons through impact ionisation with a
probability of ∼ 18−24% [60]. For LED calibrations, the DAQ triggers on the LED
pulses using time coincidences.

The LXe LED electronics system chain can be seen in Fig. 39. The LEDs
within the TPC and skin are operated using the Master Pulser where the LED
pulse amplitude in volts and the width in seconds is set. The pulsers, as well as
the multiplexers (MUX), route the signal to specific LEDs within the LXe systems.
There are a total of 6 pulsers each with a total of 4 signal outputs. This means that
the LZ TPC LED system is only capable of pulsing 24 LEDs at one time; however,
for the purposes of timing and SPE calibrations, this is sufficient. An example LED
pulse is shown in Fig. 40. In yellow is the LED pulse and in cyan is the summed
PMT SPE response.
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TPC Top Array

TPC Bottom Array

Field Cage

LEDs

Skin PMTs

Figure 38: CAD schematic of the TPC showing its main components. The x, y, z
coordinates are in mm.

Figure 39: LXe LED electronics chain.
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Figure 40: Example of LED pulse (yellow) and PMT SPE response (cyan) taken
from the DAQ scope. The horizontal ticks are separated by 10 ns. The vertical ticks
are separated by 1 ADCC or 0.122 mV.

The optical calibration system (OCS) located in the OD uses duplex optical
fibres to inject controlled pulses generated by LEDs. These fibres are installed in
30 different locations indicated by the red squares in Fig. 41. In addition, there
exists a further four injection points below the acrylic tanks and one above the top
acrylic tanks. These are used to probe the acrylic quality and are not used for
PMT monitoring. The OCS electronics system is shown in Fig. 42. The system
consists of five Optical Calibration Cards (OCC) which contain custom made Field
Programmable Gate Array (FPGA) motherboards. These FPGAs each house eight
LED pulser boards and two photodiode boards [91].
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OD PMTs

OCS Fibres

Figure 41: CAD schematic of the OD showing the PMTs and OCS fibre injection
points. The x, y, z coordinates are in mm.

Figure 42: Schematic of the OCS electronics system. Containing eight LED pulsers
on one Optical Calibration Card (OCC) and five Optical Calibration Cards in the
VME crate. Lines with arrows show fibre routes with labels representing numbers
of fibres from LEDs with corresponding wavelengths [91].
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3.5 POD Finding Validation

In LZ, the analogue waveforms are digitised using a sample rate of 100 MHz
with a 14 bit resolution using a set of custom FPGA-based DDC-32 digital signal
processors. In the standard operating mode, the boards will record waveforms as
PODs. In order to produce PODs, a POD threshold must be established which
defines the amplitude at which a waveform will be zero suppressed. This threshold
is chosen such that zero noise PODs are produced. This process is fundamental
to LZ’s ability to take reliable data and is therefore explored and verified in this
section.

First, the unique data acquisition mode used to validate the FPGA POD finding
algorithm is discussed in Sec. 3.5.1. Secondly, the FPGA POD finding algorithm is
described as well as the independent POD finding algorithm used to validate it in
Sec. 3.5.2. Any discrepancies found between the two algorithms is then detailed in
Sec. 3.5.3.

3.5.1 Zero Suppression Data Acquisition Mode

In order to properly validate the FPGA POD finding algorithm, both the ini-
tial raw waveform and the zero-suppressed data (POD) must be recorded. The
electronics hardware and firmware used in LZ have been designed such that mod-
ifications can easily be made at each step of the signal chain allowing for unique
data acquisition modes. For this study, the raw waveform recorded in one DDC-32
was routed to an adjacent DDC-32 before any zero-suppression. This provided two
identical copies of the same waveform recorded by a single channel. One of these
data streams will be zero-suppressed and the other will not. This allowed us to test
other zero suppression algorithms on the raw waveform data and to subsequently
test the efficiency of the FPGA POD algorithm. Many experiments will compare
adjacent channels before and after zero-suppression; however, every channel contains
a unique noise response and as a result will lead to discrepancies.

3.5.2 POD Finding Algorithms

In this section an overview of the FPGA POD finding algorithm and the so
called “Prominence” algorithm is discussed. An independent algorithm was pro-
duced rather than reproducing the FPGA algorithm and completing a bitwise com-
parison for two reasons:

1. It is computationally and labour intense to develop a stand alone method
that is bit accurate. Discrepancies on the O(0.1%) do not require bitwise
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comparisons.

2. The LZ DAQ system can inject an arbitrary waveform into any channel’s ADC.
This provides deterministic channel responses to raw waveforms which can be
used for comparison purposes.

FPGA algorithm

The FPGA algorithm will scan a waveform sample-by-sample for a threshold
crossing. The threshold is defined as some number of ADCC above a rolling 32-
sample baseline average. This threshold is known as the POD threshold and has
a different value depending on the detector system. The data collected for this
comparison implemented a POD threshold of 25 ADCC for both the TPC and OD.

Figure 43 shows an example of a POD found by the FPGA algorithm overlaid on
the raw waveform. This figure clearly shows the two data streams are recording the
exact same electronic signal. The vertical blue lines show where the samples pass
above and below the POD threshold, respectively. In LZ, both x and z are set to 32
samples. The pulse sample length, y, is determined by the pulse itself which, for a
SPE, is expected to be ∼ 10 samples. As previously discussed, if another threshold
crossing is found within the preceeding x+ z+ 1 sample window, the whole process
is repeated.

Figure 43: Example of a POD found by the FPGA algorithm shown in black. In
red is the raw waveform collected by the DAQ.
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Prominence algorithm

The Prominence algorithm starts by locating all maxima within a waveform using
the scipy.find peaks python package. The maxima are filtered by prominence and
the peaks which pass a pre-defined POD threshold are selected. Prominence can be
described by the following steps:

1. Find minima of the waveform either side of each peak. These minima are
determined by considering all of the samples in the waveform. These are
referred to as the peak bases and are shown in Fig. 44 as the points where the
blue vertical lines cross the waveform.

2. Take the highest value of the peak bases, this is the baseline.

3. Prominence is simply the height of the peak above this baseline.

Figure 44: Prominence algorithm demonstration using the same raw waveform as
in Fig. 43. The vertical light blue lines show the minima of the waveform either
side of the peak (peak bases). To determine these minima, the entire waveform is
considered. The prominence is defined as the height above the largest of these two
values.

The SPE POD threshold in LZ is set to 25 ADCC by default. If the amplitude of
a peak in a waveform exceeds this threshold then the Prominence algorithm should
zero suppress the waveform and store the subsequent POD to disk. However, the
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Prominence algorithm doesn’t share the same amplitude definition as the FPGA
POD finding algorithm. To determine a mapping between amplitude and promi-
nence, these are plotted in Fig. 45 for all SPEs in the acquisition. This mapping is
shown for both the TPC and OD in Fig. 72a and 72b, respectively.

(a) TPC (b) OD

Figure 45: Prominence vs amplitude for SPEs in the TPC and OD. A linear fit has
been performed using linear regression. This linear fit is used to map amplitude to
a prominence value.

For a POD threshold of 25 ADCC, a prominence of 28.3 and 28.6 ADCC should be
used for the TPC and OD, respectively. The noise rms has a larger effect on the
spread of prominences of low-amplitude pulses. If a pulse with an amplitude of 40
ADCC fluctuates by 3 ADCC due to the baseline calculation differences of the two
algorithms then the prominence can shift by ∼ 10 %. Whereas, at high amplitudes,
a shift in 3 ADCC is less significant resulting in less spread. The spread is much
larger at low amplitudes as the noise rms is constant as a function of amplitude and
at low amplitude the noise rms is a larger fraction of the amplitude so deviations
from noise rms have a larger effect. Discrepancies are therefore expected to exist
between the two algorithms for amplitudes close to threshold.

Figure 45b shows an additional population at low amplitude. With further in-
spection, these pulses arise from noise bursts in the electronics. Both scatter plots

72



in Fig. 45 have been populated using a single file only. This burst noise is not seen
in every file which is why this population doesn’t exist in Fig. 45a. This population
is removed for the algorithm comparisons. Two examples of these pulses are shown
in Fig. 46. A sinusoidal noise baseline can be seen which originated from the elec-
tronics — the exact origin of these burst noise features is unknown. The prominence
algorithm turns out to be very sensitive to these type of features.

Figure 46: Example waveforms from the second population in Fig. 72b.

The prominence algorithm looks for peaks not threshold crossings. This can lead
to discrepancies in the PODs found by both algorithms arising from the varying SPE
width. This effect can be minimised by setting x and z to be 34 samples to account
for the width of the peaks. It is clear that this correction would need to differ
for each peak since the widths will vary and, as a result, the POD positions from
both algorithms may not be identical. In addition, the 65 sample look ahead time
is increased to 80 samples since the distance between the peak-to-peak is larger
than the threshold crossing difference. This difference is taken into account when
comparing POD areas, more on this in Sec. 3.5.3.

It is clear there are fundamental differences between the two algorithms; however,
this allows for a more robust test of the FPGA algorithm. In the next section,
the PODs found by both algorithms will be compared using their areas and time
signatures. All observed discrepancies are also discussed.

3.5.3 Comparing the Two Algorithms

Due to the differences of the algorithms, discrepancies will exist for PODs with
amplitudes close to threshold. This is fundamentally because the baseline definitions
of both algorithms differ. The electronic noise has a rms of ∼ 3 ADCC which
indicates that there should be no discrepancies ∼ 3 ADCC above threshold due to
the baseline definition.
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Defining a match

As previously mentioned, the final PODs found by both algorithm may not
be perfectly aligned due to the differences of the algorithms. Therefore, an area
calculation must be defined to be independent of peak position. First, the location
of the peaks in a POD are determined. If only one peak exists, 8 samples before
and after this peak are selected. If multiple peaks exist, 8 samples before and after
the first and last peak is selected, respectively. A peak is simply defined when a
sample exceeds 25 ADCC above the average of the first 30 samples in the POD
(baseline average). If the FPGA and Prominence PODs are misaligned in time,
the baseline average will not be equivalent. The trapezoid method [92] is used to
compute the area and the baseline is then subtracted. If the PODs are misaligned
and have different baseline values, the areas of the two PODs will therefore differ.
This area difference however does not exceed 1 ADCC. Therefore, when comparing
PODs found by both algorithms, an area difference of 1 ADCC is allowed. To
define a match the PODs must also be found within 10 ns of one another within the
waveform. If both of these requirements are satisfied, this POD is considered as a
match and the algorithm moves to the next POD.

Discrepancies close to threshold

The FPGA algorithm is insensitive to small pulses which contain an upward
fluctuation in the 32 samples before the peak. This upwards fluctuation can bias
the amplitude calculation upwards. However, the Prominence algorithm defines the
baseline using the global waveform which minimises any local baseline fluctuation
effects. An example of such a waveform is shown in Fig. 47. It is clear that the
baseline definitions can clearly cause discrepancies close to POD threshold.
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Figure 47: An example of a POD missed by the FPGA which has an amplitude
close to threshold.

When evaluating the efficiency of the FPGA algorithm, these types of pulses
will be considered but will not cause concern. The cases where the FPGA algorithm
misses a POD with an amplitude > 30 ADCC are of particular interest as these are
statistical unlikely to occur.

Performance

In this section, the performance of the DAQ POD finder is quantified with respect
to the Prominence algorithm for the TPC and OD detector systems. By counting
the number of matched SPEs and dividing by the number of SPEs found by the
Prominence algorithm, a proxy SPE efficiency can be determined for each detector
which makes no Gaussian assumption for the SPE response of a PMT.
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Table 5: Table of FPGA algorithm performance metrics vs the Prominence algo-
rithm. The error estimations on the SPE efficiency values have been determined
using the standard error of binomial random variables.

OD TPC
Total Number of Waveforms 22400000 99200000
Number of 0-POD Waveforms 18372458 76725436
Number of Prominence PODs 1469200 21219853
Number of Matched PODs 1467144 21199611
Number of FPGA SPEs 1436438 21049577
Number of Prominence SPEs 1437491 21066865
Number of Matched SPEs 1435510 21046809
SPE Efficiency 99.8 ± 0.2% 99.9 ± 0.1%

Table 5 shows the relevant metrics to evaluate the performance of the FPGA
POD finding algorithm. For completeness, the total number of waveforms has been
included as well as the number of waveforms with no PODs found by both algo-
rithms. If both algorithms found no PODs, this waveform was not counted as a
match. The FPGA found 99.8 ± 0.2% and 99.9 ± 0.1% of the PODs found by the
Prominence algorithm in the OD and TPC, respectively. The Prominence algorithm
was able to successfully find all SPEs found by the FPGA algorithm. Note that a
POD is not necessarily a SPE. The number of SPE PODs were also counted in order
to determine the SPE efficiency, defined as:

SPE Efficiency =
( SPE PODs Matches

SPE PODs Found by Prominence Algorithm

)
× 100. (56)

The SPE efficiency for the OD and TPC is 99.8±0.2% and 99.9±0.1%, respectively.
In Fig. 48 the maximum amplitude of the PODs missed by the FPGA which

were discovered by the Prominence algorithm is shown. The vertical red line at 30
ADCC indicates the maximum amplitude at which discrepancies are expected. For
the TPC, no discrepancies were observed above 30 ADCC. However, a total of 4
discrepancies were seen for the OD acquisitions. These discrepancies are explored
in more detail in the next section.
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(a) OD (b) TPC

Figure 48: Maximum amplitudes of PODs missed by the FPGA in the OD and TPC
acquisitions.

Discrepancies with amplitudes > 30 ADCC

If a peak has an amplitude greater than 30 ADCC, one would expect the FPGA
algorithm to identify this POD with an efficiency of 100%.

When comparing PODs in the OD, a total of 4 discrepancies were found where
a POD was missed by the FPGA algorithm which contained a peak greater than
30 ADCC. This corresponds to a total percentage of ∼ 0.0003%. Two of these
discrepancies were written to disk but contained a very long pre-sample window
which gave the waveform a very large negative timestamp. In the analysis, only
waveforms with positive timestamps were selected. The reason for this is that, for
this particular acquisition, no pre-trigger information was recorded. All subsequent
acquisitions were recorded with a pre-trigger window to capture these cases. The
PODs that fall into this category look like Fig. 49. The POD found by the FPGA
algorithm, shown in cyan, clearly extends far into the pre-trigger window and will
be cut from the analysis. The full recorded waveform is shown in blue which has an
extended pre-trigger window. In green, the raw waveform which was passed to the
Prominence algorithm is shown.

The remaining two problematic PODs were missed due to filled buffers in the
pre-trigger window and therefore failed to record the PODs. This is likely due to a
large amount of noise being present in the system at the exact moment of this event.
Figure 50 shows the buffer start times, represented as vertical blue lines, overlaid
on one of the problematic waveforms, shown in green.
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Figure 49: Example of a POD missed by the FPGA with an amplitude > 30 ADCC.
This example was missed due to the very long pre-pulse window. In green is the
raw waveform passed to the Prominence algorithm. In blue is the full raw waveform
recorded by the DAQ with an extended pre-trigger window. In cyan is the POD
determined by the FPGA algorithm.

Figure 50: Example of a POD missed by the FPGA with an amplitude > 30 ADCC.
This example was missed due the buffers being filled up in the pre-trigger window.
In green is the raw waveform passed to the Prominence algorithm. In blue is the
full raw waveform recorded by the DAQ with an extended pre-trigger window. In
cyan is the POD determined by the FPGA algorithm.

For the TPC, there were no discrepancies between the two algorithms where the
FPGA missed a POD with an amplitude > 30 ADCC which can be seen in Fig.
48b.
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3.5.4 Conclusion

In Sec. 3.5, the FPGA POD finding algorithm has been compared with an
independent algorithm. Due to the flexibility of the signal chain hardware and
firmware, a unique data acquistion mode has been developed allowing for a fair
comparison of the two POD finding algorithms.

The efficiency of the FPGA POD finding algorithm was found to be > 99.8%.
Discrepancies are expected due to the fundamental differences between the two
algorithms. The FPGA POD finding algorithm is working as expected with a high
efficiency.

3.6 SPE Detection Efficiency

In Sec. 3.6, an overview of the SPE detection efficiency measurements for the
TPC, OD, and skin PMTs is provided. The SPE detection efficiency is defined
as the efficiency of writing a SPE to disk. In order to calculate this efficiency, a
Gaussian model is assumed for the SPE response of LZ PMTs [93]. A gain variation
of 5% is expected for gain matched PMTs which directly impacts the SPE detection
efficiency. This discrepancy comes from the uncertainty in the gain calibrations and
the channel-by-channel variations. The SPE detection efficiency will be used as a
metric to determine the optimal operating conditions of the PMTs in LZ; namely,
the gains and POD thresholds. In order to satisfy LZ’s requirement, all PMTs in all
systems must achieve 90% SPE efficiency. To determine the SPE efficiencies in LZ,
LED calibration data is used.

In LZ, a 3-fold coincidence is required for a S1 to be defined. A 3-fold coincidence
means that three different PMTs detect a SPE in some pre-defined time window.
The three-fold coincidence requirement is imposed to reduce the number of S1 pulses
that are due to random coincidences of dark count events in different PMTs. One
can minimise the dark rate coincidences by reducing the size of this time window.
The requirement in LZ is that a 70% efficiency is achieved for a 3 SPE S1. One can
calculate the SPE efficiency per channel needed to achieve this by making the valid
assumption that the efficiency of one channel does not depend on the efficiency
of another. Therefore, one requires that the SPE efficiency for a single channel
raised to the power of 3 must be ≥ 70%. This results in a SPE detection efficiency
requirement of 90%.
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3.6.1 Erratic Rate Behaviour

The PMTs in LZ have undergone a large amount of testing in a number of
different environments. Any PMT which did not fulfil the dark noise and AP re-
quirements were returned to the manufacturer. The PMTs were originally tested at
a fixed voltage of 1500 V. However, during the commissioning of the TPC, an erratic
rate behaviour (ERB) was observed in 45 channels. This effect was seen both when
the PMTs were in a vacuum and when they were in cold GXe. This high rate (10
kHz - MHz) would cause the DAQ to crash resulting in a large amount of dead-time.
The source of this erratic rate behaviour is unknown but is thought to be caused
by the breakdown of the high voltage insulators inside or external to the PMTs.
Reducing the voltages of these PMTs produced positive improvement to this ERB.
After reducing the gains of the PMTs, only 14 of these channels continued to show
this ERB. Only two channels in total have been switched off due to this effect and
the remaining channels have stabilised. Reducing the voltage of PMTs will have a
direct impact on their SPE efficiency, especially of the SPE response starts to fall
below the POD threshold.

3.6.2 SPE Detection Efficiency Calculation

This section pertains to the definition of the SPE detection efficiency. As pre-
viously discussed, a Gaussian model is assumed for the SPE response of all PMTs
in LZ. A POD is defined based on the amplitude of a pulse; therefore, the SPE
detection efficiency will be defined using the amplitude spectra.

First, all PODs are identified in each waveform. A selection is then made which
requires a POD to contain only one peak which crosses the POD threshold. The
amplitudes of all peaks are calculated for each channel which is then used to fill a
histogram. The amplitude spectra is then fit with a single Gaussian as shown in Fig.
51. The noise pedestal produced by electronic noise falls below the POD threshold
at the current gain choice of 2 × 106; therefore, an initial guess for the SPE mean
can be set as the bin with the greatest frequency. For higher gain runs, one can
use the largest bin above the noise pedestal. A fit window can then be defined such
that the shoulder from undersized pulses is minimised as well as the secondary peak
from the two coincident photoelectron signal which, in Fig. 51, materialises as a
shoulder at ∼ 90 ADCC. There is a non-zero probability that a higher number of
coincident photons will be detected by a PMT which explains the tail leading out
to higher amplitudes. The fit window is defined as some fraction of the height of
the largest bin. In general, the left edge needs to start closer to the estimated mean
than the right edge. Defining the left and right edge as 60% and 20% of the largest
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bin showed good fit results, respectively.

Figure 51: Example amplitude spectra for a TPC PMT fit with a single Gaussian
distribution between 30 and 65 ADCC. The 3σ error band is also included in pink.
The shoulder at around 90 ADCC is produced by two coincident photons being
recorded by the PMT at the same time.

After performing this fit on all channels, the SPE efficiency can be calculated
using the following equation:

SPE Eff. =
∫ ∞

i Gauss(µ, σ)∫ ∞
0 Gauss(µ, σ) , (57)

where µ and σ are the means and sigmas from the Gaussian fit. Here, i in the
integral is a proxy POD threshold. The SPE efficiency is evaluated for multiple
values of i such that a prediction can be made for different POD thresholds. Figure
52 shows the SPE efficiency as a function of POD threshold for a single channel. The
3σ error band is shown in pink. Figure 52 can provide information on the maximum
POD threshold which still achieves the 90% SPE efficiency requirement. For this
channel, a maximum POD threshold of 30 ADCC can be used.
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Figure 52: SPE efficiency as a function of POD threshold. The 1σ errors and the 3σ
band (pink) are included. The SPE efficiency at the current POD threshold (black)
is 94.79%. In order to achieve a 90% SPE threshold, this channel would need to be
operated with a POD threshold ≤ 30 ADCC.

To determine the error band shown in Fig. 52, the worst and best case fit
scenarios are considered, defined as

Best Case = Gauss(µ+ σµ, σ − σσ), (58)

and

Worst Case = Gauss(µ− σµ, σ + σσ), (59)

respectively, where σµ and σσ are the errors on the mean and sigma from the fit.
Figure 53 shows the cumulative distribution functions for the fit (black), worst case
(dotted), and best case (dashed). The error on the SPE efficiency is proportional to
the relative difference between these CDFs. The choice of fit range also introduces
an error; however, this value is insignificant compared to the metrics defined in Eq.
58 and 59.

82



Figure 53: CDFs of the fit (black), best case (dashed) and worst case (dotted)
Gaussians.

3.6.3 POD SPE detection efficiency: TPC

The SPE detection efficiency for the TPC PMTs is considered here first. The
TPC PMTs were originally operated at 1500 V chosen to match previous measure-
ments and studies performed with these PMTs. The SPE detection efficiency has
been calculated for a subset of TPC PMTs in Fig. 54. All channels exceed the
90% efficiency requirement as the SPE peaks for these channels have amplitudes
significantly larger than the POD threshold. An example SPE fit can be seen in
Fig. 55.
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Figure 54: The SPE detection efficiency for the TPC PMTs operated at a voltage
of 1500 V. The mean SPE detection efficiency is indicated by a red dashed line. For
reference, the 90% requirement is shown in black.

Figure 55: Example SPE fit for a channel in the TPC operated at 1500 V.

Using the results from Fig. 54, one can predict the expected SPE detection
efficiencies when operating the PMTs at lower gains. For this study, a single channel
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was selected which was operated at the average gain of all PMTs in the TPC — in
this acquisition, this corresponded to a gain of ∼ 6.5 × 106. The gain values of all
TPC channels with a gain higher than 2 × 106 can be seen in Fig. 56.

Figure 56: The gain values for the TPC channels operated at 1500 V.

The mean and sigma of the SPE fit is scaled to simulate the PMT response at
different gains. For this, it is sufficient to assume that the mean and sigma scales
with the ratio of the gains and the square root of the gains, respectively. Figure 57
shows the predicted SPE detection efficiency as a function of gain for this selected
channel. The 90% requirement is met for all gains above ∼ 1.5 × 106. This study
showed that an average SPE detection efficiency of ∼ 95% can be achieved when
operating the TPC PMTs at a gain of 2×106. The final choice of operating gain must
be low enough such that the ERB is minimised and the PMT health is preserved but
high enough such that the SPE detection efficiency requirement is met. A decision
was made to operate the TPC PMTs at a gain of 2 × 106 based on these studies.
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Figure 57: SPE detection efficiency predictions from a single channel operated at a
gain of 6.5 × 106.

LED data was acquired operating all TPC PMTs at a matched gain of 2 × 106.
Figure 58 shows the SPE detection efficiency for all PMTs in the TPC for this
acquisition. An average SPE detection efficiency of 95.70±0.99% has been achieved
which is consistent with the prediction of 95%. Furthermore, all PMTs in the TPC
surpass the SPE detection efficiency requirement. The stability of these PMTs has
improved significantly since making this operational change. Operating these PMTs
at lower voltages will preserve their health for longer and allow LZ to acquire data
for longer.
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Figure 58: SPE detection efficiency for a all TPC PMTs operated at a gain of 2×106

(blue). The 90% requirement is indicated in black. The red shaded area shows
the one sigma confidence region. The error bars are derived using the definitions
presented in Eqn. 58 and 59.

3.6.4 POD SPE detection efficiency: OD and Skin

The OD PMTs were originally operated at a gain of 1 × 107. However, some
channels showed high rates from undersized pulses which have been described in Sec.
3.2.3. In order to keep these rates acceptable, the POD threshold was increased to
35 ADCC from 25 ADCC. Similar to the above section, new operating conditions for
the OD PMTs will be determined which both maxmises the SPE detection efficiency
and minimises the rate of undersized pulses. Figure 59 shows the SPE detection
efficiencies for a subset of OD PMTs operated at a gain of 1 × 107.
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Figure 59: OD PMT POD SPE efficiencies operated at 1 × 107 gain and using
a 35 ADCC POD threshold. The 1σ band is included to show the spread of the
efficiencies.

Figure 60 shows the predicted SPE detection efficiencies as a function of gain for
a single channel taken from Fig. 59.
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Figure 60: Predicted SPE detection efficiency as a function of gain for a POD
threshold of 25 ADCC. The 1σ error band is shown in pink.
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A SPE detection efficiency of ∼ 99% can be achieved even after reducing the
gain down to 2 × 106 and decreasing the POD threshold to 25 ADCC. Repeating
this procedure for all channels in this subset shows that an average SPE detection
efficiency of 99.0 ± 1.2% can be achieved when operating the PMTs with a gain
of 2 × 106 and a POD threshold of 25 ADCC. Figure 61 shows the SPE detection
efficiencies for all OD PMTs operating at a gain of 2×106. An average SPE detection
efficiency of 99.1 ± 0.4% has been achieved which is consistent with the prediction
of 99%.
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Figure 61: OD PMT POD SPE efficiencies operated at 2 × 106 gain and using
a 25 ADCC POD threshold. The 1σ band is included to show the spread of the
efficiencies

There are two main optical regions in the skin: the barrel which radially sur-
rounds the TPC, and the dome which exists below the TPC. The top and bottom
arrays in the barrel contain different PMTs, 1” and 2” PMTs, respectively. The 1”
PMTs are operated at a gain of 1 × 106 and the 2” PMTs are operated at a gain of
2 × 106. In the dome, there are a further 18, 2” PMTs which are operated at a gain
of 2 × 106. Therefore, one would expect higher SPE detection efficiencies for the
bottom barrel and the dome PMTs — this can be seen in Fig. 62 which shows the
SPE detection efficiencies for all skin channels. The red, green, and yellow 1σ bands
are included to distinguish between the top barrel, bottom barrel, and the dome
PMTs, respectively. The majority of channels do not satisfy the 90% SPE detection
efficiency requirement. Therefore, the gains of the skin PMTs must be increased.
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Figure 62: SPE detection efficiencies for all Skin channels: top (red)/bottom (green)
barrel and the dome (yellow). The 1σ band is incuded to show the spread of the
efficiencies

The final mean SPE detection efficiencies for all detector systems are summarised
in Table 6. The TPC and OD PMT bases have an effective resistance of 25 and 50
Ohms, respectively. This factor of two difference results in a factor of two increase in
the OD pulse sizes. Therefore, using the same gains and POD threshold, lower SPE
efficiencies are achieved for the TPC PMTs as more of the SPE peak is lost below
threshold. In addition, larger error bars exist for the TPC as the POD threshold
exists at a steeper part of the SPE Gaussian — a small change in the counts at some
amplitude leads to a large area difference.

Table 6: Table of the mean POD SPE efficiency for all detector systems in LZ.

PMT Array Gain POD Threshold Mean SPE Efficiency

TPC Top (3”) 2e6 25 ADCC 95.9 ±1.1%
TPC Bottom (3”) 2e6 25 ADCC 95.9 ±1.1%

OD (8”) 2e6 25 ADCC 99.1 ±0.4
Skin Barrel Top (1”) 1e6 25 ADCC 85.3 ±2.8%

Skin Barrel Bottom (2”) 2e6 25 ADCC 87.5 ±4.4%
Skin Dome (2”) 2e6 25 ADCC 89.4 ±3.6%
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3.6.5 Impact on Physics

In order to quantify the importance of obtaining a high SPE detection efficiency
for the TPC PMTs, the NR and WIMP detection efficiency as a function of SPE
detection efficiency is explored in this section using NEST [59].

For this study, 50,000 NR events have been simulated with an energy in the range
0.5 to 10 keVNR. For each of these events, a random position was chosen in the TPC.
The electric field was calculated for each position by extrapolating from a simulated
electric field map. Using the quanta yields from NEST, the S1 and S2 area for each
event was calculated. If the S1 or S2 fell below 3 and 200 phd, respectively, then the
event was excluded. The number of events remaining divided by the total number
of events simulated provides the S1 + S2 detection efficiency. This process can be
repeated using a number of SPE detection efficiencies. The result of this study is
shown in Fig. 63. One can achieve a S1 + S2 detection efficiency of 0.5982 and
0.6472 at 5 keVNR for a SPE efficiency of 0.9 and 0.99, respectively. At each energy,
one can see an approximately linear relationship between the SPE efficiency and the
S1 + S2 detection efficiency. Therefore, little improvement in S1 + S2 efficiency is
gained by increasing the SPE detection efficiency.

Figure 63: S1+S2 detection efficiency as a function of NR energy with varying SPE
detection efficiencies.

The same process was repeated for a WIMP source. Again, the S1 + S2 detec-
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tion efficiency was calculated varying both the WIMP mass and the SPE detection
efficiency. Figure 64 shows that, between a SPE detection efficiency of 0.9 - 0.99,
there isn’t a large effect on the S1 + S2 detection efficiency. The minimum S1 and
S2 threshold used to produce 64 were 3 and 42 phd, respectively. The maximum S1
and S2 threshold were 80 and 10,000 phd, respectively. These S1 and S2 selections
were made to simulate what would be done for a true WIMP search. This causes
the efficiency to level off at ∼ 60%.

Figure 64: S1+S2 detection efficiency as a function of WIMP mass with varying
SPE detection efficiencies.

3.6.6 Discussion

In this section, the SPE detection efficiency for all PMTs in the LZ detector
has been calculated. These findings provided LZ with recommendations for the
operating conditions for all PMTs. All PMTs in the TPC and OD satisfy the 90%
SPE detection efficiency requirement and show improved stability since lowering
the gains to 2 × 106. However, almost all Skin PMTs fall below the SPE detection
efficiency requirement. This study recommends increasing the gains of all of these
channels until the requirement is met.

The impact of this study on the S1 + S2 detection efficiency for NRs and WIMPs
has been discussed. Very little sensitivity is gained between 90% and 99% SPE
detection efficiency. This gives LZ some freedom to modify the gains and POD
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thresholds of channels which show high rates without impacting the WIMP search
sensitivity too much. To improve this study further, an accurate model of the
undersized pulses would need to be developed which can be included in the Gaussian
SPE fit. In order to achieve this, a dedicated experimental setup would need to be
deployed where either the electronics were operated at very low temperatures to
reduce electronic noise or a PMT with the capability of switching off individual
resistors in the bases was developed.

It is expected that the gain of PMTs will degrade as a function of cumulative
light exposure. For the LZ PMTs, a 1% degradation of gain was observed after
experiencing a total of 0.6 C of charge on the anode. Depending on where within
the SPE spectrum the POD threshold is defined, this 1% shift could have more of
an impact on the SPE efficiency. For example, if the gain of the PMT in question
is low enough that the POD threshold exists on the peak of the SPE response, a
small shift in that peak would be a larger shift in the area lost to threshold than if
the POD threshold existed on the SPE rising edge. However, in quiet environments,
like during a science run, PMTs are capable of slowly increasing their gain over
time. The WIMP impact studies however, can provide information on when this
degradation becomes an issue [94].
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4 FlameNEST: Explicit Profile Likelihoods with
the Noble Element Simulation Technique

The work described here has been accepted for publication in the Journal of
Instrumentation (JINST) and is on the arXiv at [3]. The software repository for
this work is provided in Ref. [95].

The statistical inference of a dual-phase TPC begins with a likelihood, P (D|θ),
which is the probability of observing the data, D, under the assumption of the
model2 parameters, θ. Traditionally, dual-phase TPC experiments, such as LZ,
construct this likelihood by relying on Monte Carlo (MC) simulations of the yields,
described in Sec. 2.2, and detector response to produce templates in the desired
observable space — this is usually defined as log(S2) vs S1, similar to what is shown
in Fig. 17. These templates can vary at different positions of the TPC and for
different values of the model parameters. Constructing a template for every position
in the TPC and for every value of the model parameters within their estimated
uncertainty becomes computationally expensive and grows exponentially with the
number of parameters. A standard solution is to generate fewer templates and
interpolate between them — this is known as “template morphing”. However, this
has the potential to decrease the physics reach of an experiment.

An analytical solution to this problem is presented in this chapter; namely,
FLAMEDISX [96]. FLAMEDISX is a statistical inference framework which evalu-
ates likelihoods for dual-phase TPC experiments with no MC templates. Instead,
FLAMEDISX uses an analytic approach which is equivalent to evaluating a likeli-
hood with infinite templates, each with infinite statistics and an infinite number of
bins. The yield and detector response models in FLAMEDISX, outlined in [96], are
oversimplified and detector-specific. This chapter introduces FlameNEST, the re-
sult of implementing the NEST (Noble Element Simulation Technique) models into
FLAMEDISX [3]. NEST contains robust yield and detector models for dual-phase
TPC experiments which are precise, generic, and extensible [97]. A number of struc-
tural and functional changes to the original framework were required to accurately
include the NEST models. These changes and their validations are described in this
chapter.

2In this chapter, the term “model” refers to the form of the conditional probability distributions
which describe the physical processes involved in converting an energy deposition in a LXe TPC
into observed S1 and S2 signals.
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4.1 Profile Likelihoods

Let us assume that the model parameters, θ, described in the likelihood definition
above can be split into a parameter of interest, θI , and a nuisance parameter, θN .
Now, we can write the profile likelihood of θI as

supθN
P (D|θ). (60)

Equation 60 describes the maximum value the likelihood can take for all values of
θN . This is sometimes referred to as “profiling” across parameter θN . The profile
likelihood is often used when accurate interval estimates are difficult to obtain using
standard methods for example, when the log-likelihood function is highly non-normal
in shape or when there is a large number of nuisance parameters [98].

4.2 Motivation

Evaluating likelihoods using the MC template method creates a number of issues
especially in high dimensions. In Sec. 4.2, I provide a brief overview of the current
approximations being made by dual-phase TPC experiments when using the MC
template method.

4.2.1 Template morphing

Template morphing is a common technique in experimental particle physics. It
involves the production of multi-dimensional histograms (templates) in a predefined
observable space using MC simulations. It is then easy to determine the differential
rates, described in Eq. 37, from these histograms by observing the number of events
in each bin. These templates depend on the model parameters, θ, which each have an
uncertainty associated with them. It would be preferable to evaluate a template for
every possible value of these model parameters, but this clearly scales exponentially.
Instead, experiments will produce templates at a number of different points in the
model parameter space and interpolate between them [99].

4.2.2 S1 and S2 corrections

An event that occurs within a dual-phase TPC will have some reconstructed
position (x, y, z), an event time t, and an observed S1 and S2. This corresponds
to a 6-dimensional observable space, (S1, S2, x, y, z, t). In order to avoid producing
templates in this 6-dimensional space, dual-phase TPC experiments tend to define
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a corrected S1 and S2; S1c and S2c. These quantities are corrected for the posi-
tion dependent effects coming from the electric field and other detector pathologies.
One example is the S2 size which, varies significantly in the (x, y) plane due to
non-operational PMTs and extraction field non-uniformity [1]. Furthermore, cer-
tain quantities such as the electron lifetime — which is a measure of the detector
purity and electric field — have a time dependence. When applying corrections, the
detector inhomogeneities are averaged over, which can reduce the physics reach of
the experiment. This highlights the importance of retaining the full information of
an event.

4.3 FLAMEDISX Concepts

This section introduces the analytical solution to the MC template issue which
is implemented within FLAMEDISX. First, the form of the likelihood is intro-
duced; then, a very simple example is outlined to motivate the methodology of
FLAMEDISX; and finally, the main concepts of FLAMEDISX are described.

4.3.1 The Likelihood

The Likelihood, L = P (D|θ), is the probability, under the assumption of the
model, to observe the data that was obtained [100]. The data, D = (d0,d1, ...,dn),
contains n events where each event, di = (S1, S2, x, y, z, t), contains an observed S1
and S2 signal, reconstructed position (x, y, z), and an event time t. These events
can originate from a number of different “sources” such as a background ER or NR,
or a WIMP, for example. Dual-phase TPC experiments typically use an extended
unbinned likelihood function with the form

L (θ) = Poisson
(
n | µ (θ)

)
g(θ)

events∏
i

sources∑
j

Rj(di,θj)
µ (θj)

, (61)

where the first term is the Poisson probability of detecting n events given the ex-
pected number of events, µ; g(θ) is a constraint term on the model parameters, θ,
usually derived from auxiliary measurements; and Rj(di,θj) is the differential rate
of event di and θ according to source j. The differential rate relates to µ(θj) which
is the expected number of events for source j after applying cuts as

µ(θj) = ρ
∫
dS1 dS2 dx dy dz dt Rj(S1, S2, x, y, z, t), (62)

where ρ is the liquid xenon density in the detector [96].
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Traditionally, the log-likelihood object is maximised as opposed to the likelihood
to avoid computational complexities. One can write the log-likelihood, ln L, as

ln L (θ) = −µ (θ) − ln (n!) + ln
(
g(θ)

)
+

events∑
i

ln
sources∑

j

Rj(di,θj)
 , (63)

where the term ln (n!) can be ignored when maximising the log-likelihood as it is a
function of a constant only and has no impact on the model parameters.

4.3.2 Simple example

To grasp the main concepts behind FLAMEDISX, it is preferential to start with
a simple physics example before introducing more complex models. One can design
a simulation of an experiment that observes a signal, S, which can be obtained by
applying a Gaussian smearing to some number of photons, N . One possible form of
this simulation could be the following

N ∼ Poisson(λ), (64)
S ∼ Gaussian(µ = N, σ = 0.1

√
N), (65)

where N photons are sampled from a Poisson distribution with mean λ. The goal is
to obtain the probability density at one or more observations, P (s). If one expects
to see 50 photons, then λ = 50, for example. Using the MC method one would
begin by drawing from the Poisson defined above, giving some number of photons.
Next, one would input that result into the Gaussian definition and randomly draw
a number from that distribution, obtaining s for a single “event”. This process is
repeated many times to obtain a histogram of the observed s. Now, one can read
the estimated density, P (s), at each observed s. This estimation becomes more
accurate as the number of simulations grow. An important feature of this method is
that a large number of simulations must be computed before an accurate probability
density estimation can be obtained, often on the order of 1 × 107.

Alternatively, one can simply enforce the law of total probability [100] and com-
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pute the following sum:

P (s) =
∑

n

P (s|n)P (n), (66)

=
∑

n

Gaussian(s− n, 0.1
√
n) Poisson(n|λ), (67)

=
∑

n

exp(−(s− n)2/2σ2)√
2πσ2

λne−λ

n! . (68)

This sum provides the ability to directly determine P (s) for all s without the need
to run MC simulations. However, to obtain the correct P (s) one needs to know a
priori the range of n that contributes non-zero probability to this sum. One could
sum over all real numbers but this may not be computationally possible.

Figure 65 shows the result of these two methods for the example outlined above.
The MC histogram was populated with 107 MC simulations. For the “Sum” method,
the range of n which was summed over was chosen to be between 0 and 100 and
P (s) was evaluated for s between 20 and 80. The range in which to sum over n is
decided a priori and is referred to from now on as “bounds”. It is clear that the
two methods agree and that the MC method is in fact just an approximation of the
“Sum” method. Intuitively, one asks; what values of n could produce the observed
result, s?. This is the core concept of FLAMEDISX.
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Figure 65: Comparison of the MC and Sum method of determining the probability
density at some observed signal s. The MC histogram has been filled with 107

simulation results.
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4.3.3 FLAMEDISX functionality

When a dataset is provided to FLAMEDISX, a reasonable range is estimated
for each hidden variable defined in the user’s model functions — this is analagous
to the range of n chosen in Eq. 66. FLAMEDISX then computes the differential
rate by constructing and multiplying together TensorFlow tensors filled with con-
ditional probability elements — this is analogous to performing the sum in Eq. 66
[101]. In FLAMEDISX, the tensors are filled with probability elements in a function
called “compute”. FLAMEDISX also has capability of performing an ordinary MC
simulation via a function called “simulate”. This function is necessary to determine
the number of expected events after detector efficiencies have been applied. These
components provide all necessary ingredients to calculate the likelihood shown in
eq. 63. These steps are demonstrated pictorially in Fig. 66. Figure 66 is a pictoral
way to represent the sum shown in Eqn. 66.

Model Functions

Simulation 

Differential Rate
R(S1, S2)

Bound 
Estimation

Data
Likelihood

Mean events, µ

Figure 66: Sketch of FLAMEDISX’s functionality. Given data, FLAMEDISX
will estimate sensible bounds over hidden variables defined in the model func-
tions. A tensor representation of the data is used to determine the differential
rate. FLAMEDISX will determine the number of expected events for each tested
source using an ordinary MC simulation. All these ingredients are then combined
to calculate the likelihood.

4.3.4 Problems

There are a number of issues within the version of FLAMEDISX outlined in [96],
which include:

• Simplified models: the core models implemented in FLAMEDISX are simpli-
fied and were used as a “proof of concept”. Furthermore, they do not easily
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extend to other dual-phase TPC experiments beyond XENON-1T.

• Bounds calculation: the bound calculations are inaccurate and require the user
to make a number of mathematical calculations when the models are updated.

In the following section, a new iteration of FLAMEDISX is introduced which
addresses these issues; FlameNEST.

4.4 FLAMEDISX models

The LXe signal emission and TPC detector response model implemented in the
original FLAMEDISX software are summarised in Fig. 67. The boxes represent
multidimensional tensors containing conditional probability elements described by
the distributions written on the faces (this is also indicated by the colour). These
will be referred to as “blocks” in this thesis. The pre-quanta models describe the
conversion from some energy deposition in LXe to a total number of electrons and
photons. This process has been modelled using an intermediate average number
of quanta, nq. The original FLAMEDISX models do not consider the number of
ions produced and therefore do not properly capture recombination — more on this
in SEC. 4.5.3. The green block has been modelled to depend only on some total
number of quanta and does not depend on the observed S1 and S2. This block can
therefore be constructed first. For the post-quanta models, a simple combination of
binomial and normal distributions have been used to capture the DPE effect, the
SPE resolution, penning quenching, electron lifetime, extraction efficiency, and the
single electron gain. These models describe the conversion from some number of
photons and electrons to an observed S1 and S2, respectively [96].
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Figure 67: The LXe signal emission and TPC detector response model implemented
in FLAMEDISX. Each cube is referred to as a block and it represents a tensor of
conditional probability elements described by the distributions written on the faces
(and by the colour) [96].

4.5 FlameNEST

FlameNEST is the synthesis of FLAMEDISX and NEST [2]. NEST is a precise,
detector-agnostic parameterisation of excitation, ionisation, and the corresponding
scintillation and electroluminescence processes in liquid noble elements as a function
of both energy and electric field. The models developed in NEST are constantly be-
ing scrutinised and validated against real datasets from a variety of world-leading
dual-phase TPC experiments such as LUX [102], XENON-1T [103], and PandaX
[49]. NEST is also an open-source community tool with developers who work on a
number of different experiments. In the past, inter-collaboration analyses have been
difficult due to software differences and the ways in which different experiments han-
dle their nuisance parameters. FlameNEST aims to make future inter-collaboration
efforts much simpler by providing a robust framework which can be straightforwardly
adapted to each experiment. However, this union presented a number of technical
challenges due to the more complex nature of these models, which are described in
the next section. The technical challenges and their solutions are outlined in Sec.
4.5.3 and finally, these changes are validated in Sec. 4.5.4.

4.5.1 NEST models

NEST aims to accurately model electronic recoils (ER) and nuclear recoils (NR)
in dual-phase noble element TPC experiments. Due to the linear nature of the
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code in NEST, it is not possible to convert the functions directly into a series of
tensor multiplications. This means that the model functions must be hard coded
into FlameNEST. This will become more streamlined in the future; however, for the
following work, a constant version of NEST is compared to, namely, version 2.2.2
[2].

The ER and NR models are split into two main categories: Pre-quanta and Post-
quanta. Pre-quanta defines everything from an energy spectrum to some number
of quanta, i.e, photons and electrons. Post-quanta defines the detector response
models, which describe the conversion from some number of quanta to an observed
S1 and S2 signal.

Model parameters and functions

The NEST ER and NR model functions take a number of model parameters.
Some of these parameters are functions of other model parameters. The exact form
of these functions will not be explicitly written here as they are beyond the scope
of this work, but are summarised in Appendix A.

Parameters reflecting detector conditions are shown in Table 7. These parameters
are unlikely to be floated (left as a free parameter) in most analyses. In FlameNEST,
a large subset of these parameters are defined in the detector configuration files,
which can be kept private from other experiments.

Table 7: Physical model parameters.

Symbol Definition

T LXe temperature
P LXe pressure
ϵliq(x, y, z, t) Liquid electric field
ϵgas Gas electric field
ztopDrift Liquid/gas interface height
∆gas Distance between liquid/gas interface and anode
NPMT Number of PMTs
ρliq(T, P ) Liquid xenon density
ρgas(T, P ) Gaseous xenon density
vdrift(ϵliq, ρliq, T ) Electron drift velocity

The model parameters associated with the post-quanta models are shown in
Table 8. These parameters are often estimated during auxiliary measurements and
will likely be floated in a statistical analysis performed with FlameNEST. A “Fano
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factor” is used to account for an over-dispersion in S2 electroluminescence photons
produced beyond Poisson statistics. The photon detection efficiencies determine
the (binomial) detection probabilities for photons produced in liquid (S1) and gas
(S2). Similarly, the photoelectron detection efficiency determines the (binomial)
detection probability for a single PMT to detect a (S1) photoelectron. The single
photoelectron resolution coupled with the S1 and S2 noise terms determine the
smearing of the final signals for a given number of detected photoelectrons due to
PMT effects and electronics noise. The electron lifetime, τ , provides a measure
of the time an electron in the detector can survive before being absorbed by an
impurity in the liquid.

Table 8: Parameters that will likely be floated in the post-quanta FlameNEST model
functions.

Symbol Meaning
pdpe Double photoelectron emission probability
τ Electron lifetime
FS2 S2 Fano factor
g1 Photon detection efficiency in liquid at detector centre
g1gas Photon detection efficiency in gas
µspe Single photoelectron detection efficiency
σspe Singe photoelectron resolution
∆S1 S1 noise
∆S2 S2 noise

The model parameters used in the pre-quanta models are shown in Table 9.
Mean yields are calculated deterministically for both electrons and photons, along
with the ratio of mean exciton yield to mean ion yield. The parameter α is used as
a distribution parameter for ER and NR and is defined as α = (1 + rex)−1. The ER
case calculates a “Fano factor” to model over-dispersion in quanta production beyond
Poisson statistics. Finally, the remaining parameters are calculated for modelling
electron-ion recombination fluctuations.
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Table 9: Parameters for the FlameNEST yield distribution model functions.

Symbol Definition

nel(E) Electron mean yield
nq(E) Electron + photon mean yield
rex(E) Ratio of mean exciton yield to mean ion yield
FER(nq) ER Fano factor
Prec(nel, nq, rex) Electron-ion recombination probability
ξ(nq) Electron-ion recombination skewness parameter
σrec(nel, nq, Prec, n

i
prod) Electron-ion recombination width

δσ(ξ) Electron-ion recombination width correction
δµ(ξ, σ, δµ) Electron-ion recombination mean correction

4.5.2 FlameNEST block structure

The NEST models and parameters can be written as a sum of conditional prob-
abilities analogous to Eq. 66 in the simple example — the form of these conditional
probabilities is included in Appendix A. The full sum is too complex to be written
explicitly and is therefore represented as a “block structure” shown in Fig. 68 which
may be compared with the original FLAMEDISX block structure in Fig. 67. This
summation can be represented as the multiplication of tensors where one has a sin-
gle tensor for each block using TensorFlow [101]. These tensors contain probability
elements.
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Figure 68: FlameNEST block structure. The blocks are categorised by whether
they model pre-quanta processes (production of electrons and photons from an en-
ergy deposition) or post-quanta processes (detection of quanta and translation to
final signals). The dimensions of each block are indicated graphically. Every block
has an additional dimension, not depicted here, over events within a computation
batch. The probability distributions for the post-quanta blocks are indicated by
their colour. In the green pre-quanta block, the colour of the text indicates vari-
ables that are used for ER (blue) or NR (red) only.

FlameNEST computes bounds on any non-observable dimensions of the blocks
for each observed event. Each block then has (conditional) probability elements
evaluated within those bounds, based on some probability distribution and model
functions determining its parameters. The blocks are then multiplied together for
different values of energy, E, multiplied by Rj(E) and the results summed together.
This sum takes the following generic form

∑
E,e,γ,i,j,k,l,m,n,...

P (S1|i)P (i|j)P (j|...)...P (k|γ)P (e, γ|E)Rj(E)P (l|e)...

P (m|...)P (n|m)P (S2|n).
(69)

By evaluating this sum, the differential rate Rj(S1, S2, x, y, z, t) is obtained which
can be used to evaluate the likelihood. Here, e and γ are hidden variables represent-
ing the number of produced electrons and photons respectively, whilst i, j, k, l,m, n, ...
represent other hidden variables in the detector response model, such as the number
of electrons/photons detected. The bounds are chosen such that each computed
probability element will contribute non-negligibly to the sum. This is analogous to
choosing the range of n in the simple example.
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4.5.3 FLAMEDISX modifications

To introduce the NEST pre-quanta models into the existing FLAMEDISX frame-
work, two substantial modifications were made to the block performing the yield
computation, shown in green in Fig. 68. Firstly, the dimension was increased by
1 to capture the splitting into ions and excitons before recombination occurs. This
extra dimension is eventually contracted, leaving a central green block with the same
form as in the original FLAMEDISX framework; namely, in terms of the number
of photons and electrons only. In the original FLAMEDISX models, the photon
and electron yields were parameterised in terms of some pre-computed number of
electrons plus photons produced. However, the NEST yield models are parame-
terised in terms of energy directly. This required a number of the central tensors
to be summed together over a set of relevant energies for each event. Both of these
additions introduced memory and performance challenges.

To address the memory and speed issues introduced by the complexity of the
NEST models, a number of new features were introduced; namely, general bound
computations, variable stepping over hidden variables, and variable stepping over
the energy spectrum.

Generalising bounds computations

For each event in the dataset, FlameNEST must compute bounds on each hidden
variable, determining the size of the tensors to be constructed. These must be large
enough that all probability elements contributing non-negligibly to the sum in Eq.
69 are included, but not so large as to redundantly include elements contributing
close to 0. This calculation is completed for every batch of events to speed up the
computation. FLAMEDISX’s original implementation of this needed improvement
for two reasons. Firstly, the calculations did not fully account for fluctuations in all
distributions, and so the bounds had to be made particularly wide to ensure that full
range of relevance of each hidden variable was captured. Secondly, the calculation
to produce the bounds needed to be reproduced each time a new model block was
added, which in the case of some of the additional blocks added for FLAMEDISX,
was non-trivial.

To generalise and improve the bound computation in FlameNEST, a new method
has been developed which uses Bayes’ theorem. To calculate the bounds on a block’s
input variable, I, one can use the known bounds on the output variable, O. Bayes’
theorem states
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P (I = i|O = o) = P (O = o|I = i)P (I = i)
P (O = o) , (70)

where the probability P (O = o|I = i) is evaluated across the support of the input
hidden variable. To calculate the lower bound on I, the lower bound of O is used,
taking the converse for the upper bound. In the example of the block P (nph

det|n
ph
prod),

to estimate a sensible domain over the number of photons produced, one can simply
state that one cannot detect more photons than were produced. Therefore, the
minimum number of photons detected is an obvious choice for the domain minimum
of the number of photons produced. The prior probability P (I = i) is by default
flat, but certain blocks can override this when it improves the bound calculation
procedure to do so. The prior is estimated via drawing values of the hidden variable
I from a large pre-computed Monte Carlo reservoir, which is filtered based on already
computed bounds. Bounds on I can then be obtained by constructing the cumulative
distribution function of the posterior probability over the support of I. This is
depicted pictorially in Fig. 69.

Figure 69: Pictorial demonstration of the bounds computation for a block. The
lower and upper bounds on the output dimension, O, are used to determine the input
distributions, P (I = i, O = omax) and P (I = i, O = omin), respectively, represented
here as the black curves. One can determine the lower and upper bounds on the
input dimension using these distributions, depending on the max sigma chosen by
the user. The final tensor is shown as a black box.

The method proceeds by computing the bounds for each block recursively. Bounds
on the outermost hidden variables are computed based on the observables. The pro-
cedure is then repeated for each preceding block in turn until bounds are computed
on all hidden variables.
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Non-integer tensor stepping

In the original FLAMEDISX structure, the hidden variable dimensions would
be constructed over integer steps between the computed bounds. For example, if
a hidden variable had bounds between 10 and 30, a probability element would be
calculated for 10,11,12,...,30. If the bounds for a hidden variable were too wide, the
tensors could become too large to be stored in memory on most GPUs. The addition
of the NEST models compounded this problem.

Variable stepping was introduced to FlameNEST. This allows the user to choose
a maximum dimension size for any hidden variable. If the maximum dimension size
provided by the user is greater than the difference between the upper and lower
bounds, the tensor constructed for that event (batch) will be constructed in steps
larger than 1. To introduce variable stepping, the probability elements are simply
scaled by the step size. This assumes that the probability elements which are being
discretised into a single value are of the same size. For example, if one chooses to
change from a step size of 1 to a step size of 3, every third probability element,
including the first and last element, will be multiplied by 3 to account for the
larger step size. For a smoothly varying probability distribution this assumption is
valid. This is of course an approximation in some use-cases; however, some models
introduced by different users may require this feature. This is a limitation of GPUs
and this feature may become obsolete when GPUs increase their memory capacity
and performance.

As previously mentioned, the central green block is constructed for each integer
energy in some reasonable range. If this range is large, one could see some memory
issues in holding so many 4-dimensional tensors in memory. It is now possible to
obtain an accurate value of Rj(S1, S2, x, y, z, t) by taking larger steps in E in the
sum, re-weighting eachRj(E) by the step size taken relative to the energy granularity
of the spectrum. This feature should only be used if the energy spectrum is smoothly
varying like in the case of a flat extended spectrum.

In Sec. 4.5.4 the impact of these modifications on accuracy is explored.

4.5.4 Validations

For the performance features outlined in Sec. 4.5.3 to be used in practise, it must
first be verified that they still produce accurate computed values ofRj(S1, S2, x, y, z, t)
for all sources {j} of interest at a range of energies, whilst providing ample speedup
to the computation. Both mono-energetic and extended spectra sources are vali-
dated in this section.
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Mono-energetic sources

In order to validate the FlameNEST computation, the result from a finely binned,
high statistics NEST v2.2.2 simulation at 1, 10, and 100 keV energies has been used.
Whilst the approximations outlined in Sec. 4.5.3 will introduce some error in the
calculation compared to the idealised case of infinite bounds and no stepping, if the
difference between the FlameNEST result and a Monte Carlo template-estimated
differential rate is sufficiently small, this can be accepted. The reason for this is
twofold. Firstly, parameters in the NEST models come with, in some cases, very
large errors, and shifts in the differential rate coming from approximations in the
FlameNEST computation can be absorbed by small shifts in these parameters. Sec-
ondly, MC templates come with their own errors from finite simulation statistics,
binning, and template interpolation as nuisance parameters are floated. Therefore,
small errors in likelihood evaluations are not unique to FlameNEST.

First, a 2-dimensional histogram in S1 vs S2 observable space is constructed
at a fixed location in the detector at a fixed time. As previously emphasised, a
6-dimensional template with sufficient statistics and binning is computationally un-
wieldy. These simulations use the NEST defaults for all parameters, which is the
LUX detector’s third science run [104], and fixes all sources at the centre of this
detector. The histogram is filled with 1 × 108 NEST events with 50 logarithmically-
spaced bins in S1 and S2. A template of this form is generated for both ER and NR
type sources for energies of 1, 10, and 100 keV.

To determine the differential rate for the traditional MC template method, the
number of events in each bin is divided by the bin volumes and the total number of
MC events in the template. This quantity is then multiplied by the total number
of expected events after all data selection cuts are applied using some arbitrary
exposure.

The FlameNEST differential rate is evaluated at the centre of each bin and at
the fixed position and time. The difference between the FlameNEST differential
rate and the MC template differential rate is determined per bin which is then
normalised by the estimated error from the MC template calculation. This includes
an estimation of the (Poisson) error from finite simulation statistics in each bin,
assuming bins are uncorrelated, and an estimation of the binning error, obtained
by also calculating the FlameNEST differential rate at the corner of each bin. The
total error on the MC differential rate, σtot, becomes

σtot =
√
σ2

stat + σ2
bin, (71)
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where

σbin = R
j
corners −Rj

centre

0.5(Rj

corners +Rj
centre)

. (72)

For all subsequent validations 3σ bounds have been used, such that the Bayesian
bounds procedure uses probability corresponding to the 3σ quantile of a Gaussian
distribution.

Figure 69 shows the result of the comparison described above for both ER and
NR sources at energies of 1, 10, and 100 keV, respectively. The residuals shown in
each plot are calculated by the following equation

Diff./Uncertainty = Rj
MC −Rj

FlameNEST

0.5(Rj
MC +Rj

FlameNEST)σtot
. (73)

Both ER and NR sources at all energies show a good agreement. Any small
offsets or shape to the distributions are a result of the finite tensor bounds and
the tensor stepping outlined in Sec. 4.5.3, however they are well-within the errors
inherent to template-based likelihood evaluation. At an energy of 1 keV using a
NR source, a large number of events fall below threshold which results in a less
populated template. This inflates the statistical error and explains the larger error
bars in the 1 keV NR plot in Fig. 69.
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Figure 69: Difference between the FlameNEST and MC template differential rate
for bins in S1/S2 space for 1, 10 and 100 keV mono-energetic ER and NR sources,
fixed at the centre of the LUX detector, presented in terms of the estimated Poisson
statistics + binning error from the MC template calculation.

One can further quantify the difference between the MC template and FlameNEST
differential rate by projecting the residuals in Fig. 69. For an exact match, these
projections should result in Gaussian distributions centred at 0 with standard de-
viations of 1. To demonstrate this, the residuals for a 10 keV ER and a 100 keV
NR source have been plotted and fit with a Gaussian distribution in Fig. 70. As
previously mentioned, any slight biases or widths that are not exactly unity are a
result of the finite tensor bounds and the tensor stepping. The examples shown
in Fig. 70 are typical projections. The 10 keV ER projection shows a very small
difference in the bias and width to what we would expect for a perfect match. This
bias exists in the 100 keV NR projection; however, the width is exactly unity within
the fit error. To improve these matches further, one can increase the widths of the
bounds and increase the number of tensor steps. However, projections such as these
do not cause concern as any error introduced by these very small deviations would
not compare to the errors that arise from MC template methods.
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Figure 70: Residual projections for a mono-energetic 10 keV ER and 100 keV NR
source. The mean and standard deviation (std) of the Gaussian fit is shown in the
legend with their respective fit errors.

Extended spectra sources

When computing the differential rate for extended spectra, FlameNEST will
step over all energies in the input spectrum within the calculated energy bounds.
As previously mentioned, the stepping does not necessarily need to be this finely
grained. The energy spectrum step size, which provides a high accuracy and a feasi-
ble computation time is desired. Correlations between bins in S1/S2 space become
particularly strong for extended spectra sources making it difficult to estimate the
Poisson error on the template bins. This arises from the fact that multiple energies
in the extended spectra can populate the same S1/S2 bin. Therefore, a new accuracy
metric, ∆, must be defined which considers the entire template rather than every
bin individually. One can start by defining the percentage difference, δ%, of the dif-
ferential rates determined by both methods, summed over all bins in the template.
This can be written as

δ% =
∑

S1,S2(R(S1, S2)MC −R(S1, S2)FN)∑
S1,S2

1
2(R(S1, S2)MC +R(S1, S2)FN) × 100%, (74)

where R(S1, S2)FN/MC denotes the differential rate at the bin with centre (S1, S2)
using the FlameNEST and Monte Carlo template evaluation methods, respectively.
One can then write ∆, which is defined as the weighted average of the percentage
difference. ∆ can be written as

∆ =
∑

S1,S2 wS1,S2 δ%∑
S1,S2 wS1,S2

, (75)

where
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wS1,S2 =
∑

S1,S2

1
2(R(S1, S2)MC +R(S1, S2)FN). (76)

wS1,S2 prevents bins with a low differential rate from contributing disproportionately
to Eq. 75. This choice of metric also avoids the issue of most bins being empty
for templates covering the full observable space when using such a broad energy
spectrum.

For this study, a flat energy spectrum between 0.01 to 100 keV was used for ER
and NR sources. An example of the resulting (S1,S2) templates is shown in Fig. 71
where the S1 and S2 bounds were chosen to include all non-zero bins.

(a) ER (b) NR

Figure 71: An example (S1,S2) template for ER and NR sources simulated between
0.01 to 100 keV, respectively. Approximately 1000 and 1750 bins are used for the
computation after the empty bins are removed for ER and NR, respectively.

Figure 72 shows the accuracy metric, defined in Eq. 75, for each energy maximum
dimension size, plotted against the computation time to evaluate the FlameNEST
differential rate across bins for the ER and NR spectra shown in Fig. 71. The
computation is repeated for 10 separate NEST templates to quantify any variation
from the MC simulations. Bins with 0 MC template events are discarded from the
computation; after doing so, approximately 1000 bins remained for the ER source
and approximately 1750 bins remained for the NR source. The benchmarking has
been performed using a Tesla P100 GPU.

Unsurprisingly, the computation time increases as more energy steps are added,
though perfect linearity is not seen as the number of events (bins) per computational
batch is altered each time to maximise usage of the GPU memory. The accuracy
metric behaves as expected; it is up to the user to decide the desired degree of
accuracy, and to pay the corresponding cost in computation time. When using a
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flat ER and NR energy spectrum, 50 and 120 energy steps should be used to reach
below the ∆ = 1% threshold, respectively.

(a) ER (b) NR

Figure 72: Accuracy metric vs full computation time for a range of different maxi-
mum energy dimension sizes for a ER and NR source with a flat energy spectrum
between 0.01 and 100 keV, using LUX detector parameters and fixed at the centre
of this detector, respectively.

To verify that presenting the results in terms of a weighted accuracy metric
does not mask potential discrepancies at the tails of the distributions, the MC
differential rate over S2 bins of 3 different S1 slices in each template is shown in
Fig. 73. Figure 73 also includes the statistical and binning error from the MC
template calculation for each bin. The FlameNEST differential rates at two different
maximum energy dimension sizes are also included; a poor choice for each as well
as the choice for each that takes the corresponding accuracy metric value below 1%.
For the higher maximum dimension sizes, no discrepancies can be seen outside of
the MC errors, whereas for the low maximum dimension size (and thus greater sized
energy spectrum steps), more significant disagreement is observed.
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Figure 73: MC and FlameNEST differential rates over S2 bins of 3 different S1
slices of the templates shown in Fig. 71. The FlameNEST differential rates at
two different maximum energy dimension sizes are calculated, to show the effect
of this. The estimated Poisson statistics and binning error from the MC template
calculation are included.

Benchmarking

A large number of changes have been made to the core structure of FLAMEDISX
to improve the accuracy of the models. These changes have caused the computation
to be much slower for FlameNEST. For a 0-10 keV ER source using a Tesla P100
GPU, a differential rate computation time of 30 ms per event was measured, using
a choice of 50 for the maximum energy dimension size following the findings in
Fig. 72. This is approximately a factor of 100 slower than the original models,
whose benchmarking was additionally performed on a less modern GPU. In spite
of this, it is important to reiterate that likelihood evaluation with 6 observables
and multiple nuisance parameters is simply unfeasible using template methods, as
the generation timescales become geological in magnitude. The vastly improved
accuracy and applicability of the NEST models in the FLAMEDISX framework
enable such computations to be performed confidently in a range of experiments,
even if extra computation power must be sought to do so.

4.6 Conclusions

In this section, FlameNEST has been presented. The technical challenges of this
union and the subsequent performance have been described in detail. FlameNEST
allows for high-dimensional likelihood evaluation, increasing the physics reach of LXe
dual phase TPC experiments. Furthermore, the incorporation of the NEST models
reduces the need for involved modifications of the models to fit real experimental
data, as NEST models have been built to provide global fits to many existing datasets
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across multiple experimental setups. In the past, inter-collaboration analyses have
been difficult due to software differences and the ways in which different experiments
handle their nuisance parameters. FlameNEST will make future inter-collaboration
efforts much simpler by providing a robust framework which can be straightforwardly
adapted to each experiment. Such collaborative efforts will greatly facilitate the
development of the next generation of noble element detection experiments; in the
case of LXe, experiments will likely consist of a single, unified effort focused on one
detector.

There are a number of additional features which will greatly improve the use of
FlameNEST and its functionality. Some of these include

• LAr models: NEST contains accurate models for LAr dual-phase TPC exper-
iments and would be a good addition to FlameNEST. This would allow many
new experiments to adopt this framework.

• Block builder: In the current state of FlameNEST, it can be complicated for
an experiment to implement their own models into a block structure. To make
this process more user-friendly, a “block builder” could be introduced where
the user simply needs to state the functional form of the block. FlameNEST
would know the form of compute, annotate, and simulate automatically.

• NEST models: The models implemented in FlameNEST capture a specific
version of the NEST models, which applies the DPE effect to all photons
together. In the future, a solution which applies the DPE effect to every
individual photon will be implemented.
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5 Fitting with FlameNEST

One of the most powerful features of FlameNEST is the ability to fit underlying
detector parameters from data efficiently without the need for high statistics. Fitting
detector parameters such as g1 without the need for multiple calibration campaigns
would save an experiment both time and money. FlameNEST can achieve this by
fitting against analytic models where these shape-varying parameters play a leading
role. Preserving the full analytic descriptions of the models without discretising
allows FlameNEST to be both accurate and efficient.

In this section, an overview of the fitting mechanics in FlameNEST is provided
with a basic summary of automatic differentiation. In order to determine if there are
any biases arising from the optimiser itself, the MC data generated by FlameNEST
will be fit first rather than looking at real data where complexities may be intro-
duced. Once the performance of the optimiser has been quantified, FlameNEST
will be used to fit real calibration data from the LZ experiment. Finally, the ER
background rates, g1, and g1gas are fit using the events obtained during the first
science run (SR1) of LZ.

NEST contains two ER models: the gamma model which models photo-absorption
of high energy photons; and the beta model used for calculating yields from beta
decays. The beta and gamma models reproduce the yields from various sources of
electronic recoils, taking into account the differing amount of recombination fluc-
tuations between different ER processes. At lower energies, NEST’s beta model
is more indicative of ER yields, regardless of the decay mechanism; whereas, the
gamma model is more indicative at higher energies. The medium energy regime of
ER backgrounds is best reproduced with a weighted mixture of NEST’s beta and
gamma models. The beta model can accurately model beta decays out to several
MeV, but the gamma model cannot reproduce photon interactions below a few hun-
dred keV [2]. Other simulation software will cluster the energy depositions of these
events to effectively reduce the recombination such that the gamma model can be
used to accurately describe lower than O(MeV) gamma sources. For this reason,
FlameNEST can currently only accurately describe ER interactions with energy de-
positions at very low and very high energies. For this thesis, only low energy ER
sources have been fit but FlameNEST will be used to fit NR sources in the future.

5.1 Fitting Mechanics

There are a number of methods and algorithms working in the background in
FlameNEST which allow for efficient and accurate fits across multiple dimensions.

118



These concepts are discussed in this section as well as a study into the performance
of the optimiser.

5.1.1 Automatic differentiation

Automatic differentiation has been applied to a vast number of topics ranging
from machine learning to solving equations of motion [105]. In FlameNEST, au-
tomatic differentiation allows for the likelihood to be maximised with respect to a
large number of parameters in a short amount of time.

The concept of automatic differentiation is derived from Taylor expanding about
a dual number. A dual number has the form a+ bϵ where ϵ2 = 0. One can take the
Taylor expansion of an expression, f , about a dual number, giving

f(a+ ϵ) = f(a) + f ′(a)
1! ϵ+ f ′′(a)

2! ϵ2 + ... (77)

Substituting ϵ2 = 0 gives,

f(a+ ϵ) = f(a) + f ′(a)ϵ. (78)

For example, calculating the derivative of the function f(x) = x2 + 5 with respect
to x using this method, one obtains

f(x+ ϵ) = (x+ ϵ)2 + 5
= x2 + 2xϵ+ 5.

(79)

Directly comparing Eq. 78 with 79, one can determine that the differential is sim-
ply 2x. However, this process can suffer from memory issues due to more complex
expressions containing a large number of terms. Automatic differentiation provides
both the function evaluated at a and the first derivative evaluated at a simultane-
ously.

FlameNEST uses TensorFlow to perform the automatic differentiation. Tensor-
Flow will perform a “forward pass” over the functions provided by the user and
will construct a computational graph [106]. For example, suppose a forward pass is
performed on the function

y = f(x1, x2) = x2 cos(x1) + x1 · x2, (80)

the resulting computational graph would look like Fig. 74. Each node of the com-
putational graph represents an intermediate result of a computation. These inter-
mediate results are assembled using the chain rule to give the final derivative.
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Figure 74: Example computational graph.

FlameNEST uses TensorFlow to obtain the gradients and Hessian, H, which is
the second derivative of the Likelihood function with respect to the model parame-
ters. These quantities provide the optimiser with information on which direction to
step in the multidimensional space of free parameters as well as the step size. Using
this information restricts the optimiser from making a decision which would lead to
a large number of steps before finding the function’s maximum. This number can
grow very large when working in with a large number of parameters, hence speeding
up the fitting process significantly.

5.1.2 Mu calculation

µ(θ) is the total number of expected events after cuts for a given set of model
parameters and is a key component to the likelihood calculation, as shown in Eq. 63.
It cannot be easily computed analytically because of the dependency between the
various data selection cuts and detector efficiencies. To ensure that the correlations
between these cuts are being considered, FlameNEST estimates µ by simulating a
large number of events (O(105)) for each source at the desired model parameters
and the final number of events remaining will be the desired µ. This operation is
not possible during inference as a MC simulation uses random numbers and random
processes are not differentiable. This would cause the automatic differentiation to
fail. Therefore, FlameNEST will perform this operation at the “anchors” of the
parameters of interest which is defined by the user before an inference. When the
user defines the likelihood, they would also indicate the fit range of each parameter
they wish to fit and the number of anchor points. µ(θ) is then estimated at evenly
spaced anchors and at the default value of that parameter. One can then interpolate
within these anchor points to estimate µ at each step of the optimiser. FlameNEST
currently implements a cross-interpolation which assumes that parameters being fit
are not correlated. In future development of FlameNEST, additional interpolation
options such as grid search will be added.
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5.1.3 Underlying NEST parameters

It is desirable to be able to float (fit) underlying NEST parameters which make
up the yield models in the central block shown in Fig. 68. This is because a number
of these parameters have large uncertainties associated with them. Furthermore, the
mean electronic excitation energy of liquid xenon, W , has been measured recently
to be (11.5±0.2

0.3) eV [107] which has produced tension with the previously adopted
value of (13.7±0.2) eV [56]. Fitting parameters like this would aid in a more robust
analysis. However, these models require the construction of this tensor for each
energy in the energy spectrum. Floating a parameter in this block causes an expo-
nential increase in memory usage. The exact memory usage required has not been
quantified due to limited access to high memory GPUs. All validations performed in
Chapter 4 used a GPU with a memory capacity of 16 GB. This was quickly exceeded
when floating a parameter in the central block. It might be possible to develop an
approximate method which can float these parameters in a computation using only
a single energy. Furthermore, it might be possible to re-parameterise the central
block to simplify the calculation. To-date, FlameNEST can only float the detector
response model parameters but solutions to this problem are being worked on.

5.2 Fitting tritium

Tritium (3H) is often used by dual-phase TPC experiments to monitor the de-
tector’s ER response. Tritium is a beta source which can be easily dissolved in the
target volume to produce spatially-uniform events. The tritium beta spectrum is
shown in Fig. 75 and is very well known both experimentally and theoretically.
Approximately 64% of tritium decays occur between 1 - 8 keV which is the energy
range of interest for WIMP searches making it an ideal calibration source [69]. Sim-
ilar to LUX, LZ used a tritium source in the form of tritiated methane, CH3T. It
was shown in [69] that this molecule can easily be removed from the xenon using
a purification system without leaving residual activity [52] — this is particularly
important since 3H has a very long half-life of 12.3 years. The tritiated methane
was stored in a pressurised bottle which was allowed to fill a small evacuated “dosing
region” volume to a precisely-measured pressure. The dose volume was then flushed
by the Xe carrier gas into the circulation and subsequently into the TPC.
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Figure 75: The tritium energy spectrum.

5.2.1 Modelling position and temporal parameters

To accurately model the detector response of LZ in FlameNEST, one must con-
sider the time dependency of the electron lifetime and the S1 and S2 relative light
yield position dependence.

When an interaction produces some number of drifting electrons in the detector,
Ne(0), at some time t = 0, one would expect a reduction in the total number of
electrons at time t, Ne(t), to follow the relation

Ne(t) = Ne(0)e−t/τe (81)

where τe is known as the “electron lifetime” which is a function of the LXe purity and
the electric field [108]. The electron lifetime describes the average amount of time
an electron can exist within the TPC before it is absorbed by an electro-negative
impurity. An electron lifetime equal to or larger than the maximum drift length of
the TPC is desired. Figure 76 shows the calculated electron lifetime during SR1
and during the post-SR1 calibration campaign. It is clear that detector conditions
can vary significantly throughout the course of a physics run which emphasises the
need to accurately include time varying effects such as the electron lifetime.
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Figure 76: Electron lifetime of the LZ experiment as a function of time.

The tritium injection occurred within the second “calibration” period shown as an
orange vertical band at the end of SR1. This period of time can be well described
using a constant electron lifetime; however, FlameNEST now allows for more com-
plex functions. The electron lifetime in this time period is taken to be 6.6 ms. For
the fits to data collected during the SR1 period, a constant electron lifetime is in-
sufficient; therefore, a piece-wise function is used described by the solid black fits
shown in Fig. 76.

To calculate the S1 relative light yield position map, the TPC is segmented into
equally-sized 3D pixels, or voxels. The S1 area spectrum in each voxel is fit with
a Gaussian. The mean of each Gaussian fit for every voxel is divided by the mean
of the Gaussian fit for the voxel which exists at the centre of the detector. This
ratio provides the light collection efficiency as a function of position. The result
of such a study using a 83mKr source is shown in Fig. 77. 83mKr has a half-life of
1.83 h, and releases a total energy of 41.5 keV. The decay occurs in two transitions
of 32.1 and 9.4 keV respectively, with an intervening half-life of 154 ns [109]. One
would expect a larger light collection efficiency towards the bottom of the detector
at low z or high drift time due to scintillation photons reflecting off the liquid-gas
interface. A small S1 correction in radius is expected due to the variation of QE
of the PMTs. The process to determine the S2 area correction map is analogous to
the method just described. However, now the S2 area spectrum is fit for each radial
bin — the result of this study using a 83mKr source is shown in Fig. 78. Charge
will be lost close to the walls due to electro-negative impurities on the surface of
the PTFE. This map will also account for PMTs which are switched off providing a

123



more accurate simulation of the experiment.
In FlameNEST, the relative light yield correction maps are used to simulate the

S1 and S2 position dependence of LZ, they are not used to calculate S1c and S2c,
in contrast with Sec. 4.2.2. As previously mentioned, S1c and S2c are calculated by
dividing by these maps to simulate a uniform S1 and S2 response throughout the
TPC, respectively. The S2 relative light yield as a function of drift time and z is not
considered in FlameNEST as the electron lifetime captures the S2 z-dependence.

Figure 77: S1 area correction map in x/y/drift time space calculated from a 83mKr
calibration source.
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Figure 78: S2 area correction map as a function of x and y calculated from a 83mKr
calibration source. The S2 relative light yield as a function of drift time and z is not
considered in FlameNEST as the electron lifetime captures the S2 z-dependence.

5.2.2 Fitting MC data

MC simulations are useful when testing the performance of an optimiser as the
“true” value of every model parameter is known. One can fit some number of MC
events to obtain an estimated value of a desired model parameter. By comparing
the fit value to the “true” value of a model parameter, one can determine the bias
of the optimiser. One can define the “pull” of the optimiser, p, as

p = θ̂ − θ

σθ̂

, (82)

where θ is the true value of the fitted parameter, θ̂ is the maximum likelihood
estimator (MLE), and σθ̂ is the error on the MLE. An optimiser with no bias would
produce a Gaussian distribution of p with a mean of 0 and a standard deviation of 1
when fitting to a large number of toy MC datasets. Due to the central limit theorem,
this simple equation can be applied in a wide range of situations from hypothesis
testing to parameter estimation, where pulls provide evidence for various forms of
bias and allow the verification of error coverage [110]. One can determine σθ̂ by
considering the diagonal elements of the Hessian matrix. The Hessian, which is the
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second derivative of the likelihood with respect to the model parameters, provides
information on the curvature of the likelihood function. If the likelihood surface has
a high curvature with respect to a parameter, then the position of the maximum
is more precise and the MLE would have a small uncertainty and vice versa. σθ̂ is
given by

σ2
θ̂

=
( −1

∂2 ln L
∂θ2

)∣∣∣∣
θ=θ̂

, (83)

where the denominator is the Hessian which TensorFlow provides via automatic
differentiation [86].

Before exploring LZ tritium data, it must be ensured that no optimiser bias
exists in FlameNEST. If a bias exists in the optimiser, one might infer the incorrect
nuisance parameter values. FlameNEST now allows for the user to input an energy
spectrum for sources which are not flat. Figures 80a and 80b show the simulated
energy spectrum and S2 vs S1 distribution for a tritium source using FlameNEST,
respectively.

(a) Energy spectrum (b) S2 vs S1 distribution

Figure 79: Simulated tritium events using FlameNEST and LZ parameters.

To calculate the pull, defined in Eq. 82, one must perform a fit for a large number
of independent datasets, or “toy experiments”. For each toy, a total of 200 tritium
events have been simulated using the FlameNEST ER source and tritium energy
spectrum. Only g1 has been set as a free parameter. Fitting fewer than 200 events
per toy resulted in more fit variations arising from statistical errors.
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(a) Fit pull using Hessian error (b) Percentage difference

Figure 80: Fit pull using the Hessian error and the percentage difference of the fit
value to the true value in the simulations. A mean pull of -0.004 is measured with
a standard deviation of 1.134. The standard deviation was calculated directly from
the histogram. A mean percentage difference of -0.071 is measured with a standard
deviation of 3.006 %. Here, the percentage difference is defined as the difference
between the fitted g1 and the true value of g1 divided by the true value of g1.

There is no clear optimiser pull in Fig. 80. To complete a total of 500 toy fits, each
with 200 events took a total of ∼ 8 hours which makes it inconvenient to perform
tests with a higher number of toys and free parameters. For each toy, a new for-
ward pass of the models must be computed which introduces a large computational
overhead. When fitting to data, this will only be calculated once. These results are
consistent with there being no optimiser bias.

In a real use-case, an experiment would only need to perform a single fit which
negates this issue of long run times. In addition, with better quality GPU hardware
becoming more available, FlameNEST will improve in performance. When doing a
statistical inference using the profile likelihood rat io test statistic, one would need
to perform a large number of fits of the order 106 to determine the test statistic dis-
tribution. For FlameNEST to become viable, one would need to look to asymptotic
approximations such as Wilk’s theorem [111].

5.3 Fitting to LZ tritium data

The tritium calibration data taken after the end of SR1 was used to determine
the value of g1 and g1gas using NEST simulations. These fits were obtained by
performing a grid search and choosing the parameter values which provide the best
fit to the ER band mean inferred from tritium data. This grid was defined with
dimensions of 20x20 which is very coarse. These fits were performed in corrected
S1/S2 space; whereas, all FlameNEST fits will be computed in raw S1/S2 space.
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This analysis inferred that g1 = 0.1136 ± 0.0020 and g1gas = 0.0921 ± 0.0020. In
addition, these parameters can be inferred from what is called a “Doke Plot” [64].
This plot is produced by considering different mono energetic peaks from a number
of calibration sources. By plotting the mean corrected S2 (S2c) as a function of the
mean corrected S1 (S1c) dividing by the energy of the mono energetic peaks, one
obtains Fig. 81. This figure has been produced assuming that the mean electronic
excitation energy of liquid xenon, W , is 13.7 eV. A lower value of W with the same
measured S1 and S2 values would lead to an increased g1 and g2 value and vice
versa. One can obtain g1 and g2 by rearranging Eq. 42. g2 is the product of the
g1gas, the extraction efficiency, and the electron yield. The corrected S1 and S2 are
defined as

S1c = S1/LS1(x, y, z), (84)

S2c = S2
LS2(r)etd/τe

, (85)

where LS1 is the relative S1 light yield map shown in Fig. 77, LS2(r) is the relative
S2 light yield map shown in Fig. 78, td is the drift time of an electron, and τe is the
electron lifetime. Figure 81 uses the S2c calculated using the bottom PMT array
only to help remove saturation events of the top PMTs.
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Figure 81: Figure showing the Doke plot for LZ. A number of different mono ener-
getic peaks were fit with a Gaussian to determine their mean S1c and S2c (bottom
PMTs only), these are shown as the coloured circles. The best fit is shown as a black
line including grey contours for the 1 and 2 σ fit errors. The NEST inferred best fit
is shown as the dashed red line.

FlameNEST does not apply this correction as it fits using raw quantities and the
full event information. However, these results provide an independent measurement
of g1 and g1gas which can be used as a benchmark. In this section, g1 and g1gas will
be fit from tritium calibration data simultaneously using FlameNEST.

5.3.1 Data cleaning

In order to confidently select only valid tritium events, a number of data cleaning
cuts have been applied. Table 10 shows the data analysis cuts applied to the tritium
data with their descriptions and cumulative efficiencies. The OD and Skin veto cuts
simply remove events which produce a coincident energy deposit in any of the veto
systems. The FV cut removes events which occur < 12.8 cm and > 2.2 cm from
the gate and cathode, respectively, and removes events < 4 cm radially from the
wall. The S2 width cut is applied to remove events which occur in the GXe where
the S2 would be narrower and might lose its corresponding S1. The “stinger S1”
cut removes events where S1s arrive after single electrons. The “echo” cut removes
events where multiple S2s occur in quick succession. These events occur when a S2

129



causes an electronic grid to emit an electron via photo-ionisation of the grid wires.
These cuts are a subset of the cuts applied in the SR1 analysis [1] which are shown
in Table 14.

Table 10: List of data analysis cuts with their descriptions and cumulative efficien-
cies.

Cut Description Cut Efficiency
OD Veto Events which are vetoed by the OD 19.3 %
Skin Veto Events which are vetoed by the Skin 10.7 %
FV Events which fall outside of the fiducial volume 93.3 %
S2 Width Removing large width S2s 4.0 %
Stinger S1 Remove S1s that arrive immediately after single electrons 2.1 %
Echo Remove events where a S2 is promptly followed by another 12.1 %

Figure 82 shows the remaining 6137 events which survive the cuts outlined in Table
10. A number of data points exist which are isolated from the main population.
These should not cause issues in FlameNEST as they would just be assigned a low
probability of originating from a tritium event. The number of ER events is left as
a free parameter to allow for some of these final events to have different origins.

Figure 82: Figure showing the tritium events after applying the data analysis cuts
in Table 10.
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5.3.2 FlameNEST simulation comparisons

During SR1, it was found that the S1/S2 relative light yield maps might be
sub-optimal, so the data will be fit using the maps determined from data and maps
determined from simulations — these maps will henceforth be referred to as the
“new” and “old” maps, respectively. The old maps apply a lower correction in
general and assumes all PMTs are fully operational. For the analyses shown in this
section, both correction maps will be used to demonstrate how FlameNEST can
distinguish between models.

The full set of detector parameters determined from SR1 are shown in Table 11
which will be used as default parameters in the subsequent FlameNEST simulations.

Table 11: Table of LZ detector parameters during SR1.

Quantity Value

Drift Field 192 V/cm
Extraction Field 8.42 kV/cm
Extraction Efficiency 80.5 %
Electron Lifetime 6.6 ms
TPC Radius 72.6 cm
Maximum Drift Length 146.1 cm

To compare the FlameNEST models with data, 1 × 106 tritium events were
simulated using both the old and new maps using the parameters in Table 11 and
the g1 and g1gas values from the NEST fits. The resultant ER bands can be seen
in Fig. 83 where the old FLAMEDISX models have been included for comparison.
To quantify the differences further, the difference of the ER band means and widths
between data and simulations are shown in Fig. 84 and 85, respectively. The old
and new maps produce very similar differences with respect to data; whereas, the
old FLAMEDISX models produce a significantly different ER band mean.
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Figure 83: ER band comparison using old and new relative light yield position maps
and the old FLAMEDISX models with the inferred ER band from tritium data.
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Figure 84: Difference of ER band means in log S2 space between FlameNEST sim-
ulations and data. The means and 1σ bands are shown.

Figure 85: Difference of ER band widths in log S2 space between FlameNEST
simulations and data. The means and 1σ bands are shown.
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To further validate that there is a good match between simulations and data,
one can compare the S2 distributions in different S1 slices using parameter values
determined by the NEST fits to data. Two goodness-of-fit (GOF) tests have been
used, namely, the Kolmogorov-Smirnov (KS) test and the Anderson-Darling (AD)
test. The Anderson-Darling test is much more sensitive to the tails of distributions,
whereas the Kolmogorov-Smirnov test is more sensitive of the centre of distributions
[112]. The combination of these metrics allows us to make a clear conclusion about
the differences between data and simulations. For all S1 slices in Fig. 86, the old
FLAMEDISX models fail to describe the data. The new relative light yield maps
better describe the data for all S1 slices using the g1 and g1gas from [1] and the
parameters in Table 11. This can be seen more clearly in the bottom subplots of
Fig. 86 where the ratio of the simulation made using the new maps with the observed
data is closer to unity than the other simulation results. The recommendation for LZ
data is to use the new relative light yield correction maps. LZ performed the same
fits but in corrected S1/S2 space which showed equal agreement between simulations
and data as the GOF tests presented here. To make a more robust conclusion, a
second, longer tritium calibration campaign is needed.

In the next section, the data collected during the tritium calibration campaign
will be fit using FlameNEST to determine g1 and g1gas.
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Figure 86: S2 distributions for different S1 slices. The Kolmogorov–Smirnov (KS)
test and Anderson-Darling (AD) GOF tests have been used. The test statistic (ts)
and the p-value are included. The bottom subplots show the ratio of the simulation
and the data with a reference line at unity.
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5.3.3 Fit results

g1, g1gas, and the number of expected ER events are fit simultaneously using
both the old and new maps. The fit ranges for each parameter is shown in Table 12.
The number of expected ER events does not require a specified range. To determine
the values of the MLEs, FlameNEST uses the scipy [113] optimiser which uses the
gradient and the Hessian for information on how to move in the parameter space.
All 6137 tritium events have been fit and the results are presented in Table 13. The
tension between the FlameNEST fits and the parameter values determined in the
NEST grid search analysis is also included which is defined as the absolute difference
divided by the errors summed in quadrature. No constraint terms were used for any
parameters for this analysis.

Table 12: Free parameter fit ranges and expected values.

Parameter Min Max Expected

g1 [phd/ph] 0.09 0.15 0.1136 ±0.0020
g1gas [phd/e−] 0.07 0.11 0.0921 ±0.0020

Table 13: Table containing the tritium fit results and their errors for g1, g1gas, and
the number of expected ER events. Their tensions with the fit results from NEST
simulations are also included.

Parameter Fit Value Expected Tension [σ]

Old Maps
g1 [phd/ph] 0.1222 ±0.0006 0.1136 ±0.0020 4.12

g1gas [phd/e−] 0.08927 ±0.00009 0.09210 ±0.00200 1.41
Expected ER Events 6135 ±10 6137 0.20

New Maps
g1 [phd/ph] 0.1157 ±0.0006 0.1136 ±0.0020 1.00

g1gas [phd/e−] 0.08939 ±0.00011 0.09210 ±0.00200 1.30
Expected ER Events 6135 ±10 6137 0.20

One can see that the new maps describe the tritium calibration data well with
fit tensions below 1.3 σ. However, the old maps produce a large tension with the
expected value of g1. This result is not surprising as the old maps were produced
using simulations whereas the new maps were produced using real LZ calibration
data and therefore better represent the “true” detector response. These fits show
that the models in FlameNEST are sensitive to these position effects highlighting
their importance in inferring detector parameter values.

FlameNEST is an entirely separate framework that can be used as a cross check
to the mainstream LZ analysis. In this framework, directly fitting detector re-
sponse parameters to tritium data results in a compatible value of g1 and g1gas (and
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therefore, also compatible g2 values) relative to the mainstream analysis. Differ-
ences likely come from the parameter estimation methods. As previously mentioned,
the parameters presented in [1] were determined using a grid search. FlameNEST
however uses the maximum likelihood estimation method which is a more robust
technique. Furthermore, the parameters in [1] were determined in corrected S1/S2
space whereas FlameNEST considers the raw event parameters, i.e S1, S2, x, y, z,
t. FlameNEST considers the full event in 6 dimensions as opposed to 2 dimensions
where the position and time effects are averaged over. The agreement between these
two independent analyses shows the robustness of the conclusions reached by the
calibration in SR1. In the future, increased statistics in the calibration will allow
other parameters to be fit and more precise statistical comparisons to be made.

To further validate the fit results shown in Table 13, the first science run (SR1)
results from LZ will be used to fit the ER background rates from a number of sources
as well as g1 and g1gas.

5.4 Fitting LZ SR1 data

LZ has just completed its first science run which started on December 23rd 2021
and ended on 11th May 2022. The final SR1 dataset after applying the cuts described
in Table 14 is shown in Fig. 87 and contains a total of 335 events. The details of
these cuts are described extensively in [1]. As previously mentioned, the cuts shown
in Table 10 are a subset of the cuts shown in Table 14. In this section, the rate of
different ER backgrounds present in this dataset are fitted as well as other detector
parameters such as g1 and g1gas. FlameNEST provides the ability to float the
rate of every source. For this study, the beta model is used to describe the mono
energetic 37Ar and 127Xe sources [114]. The remaining ER sources which include
136Xe, solar neutrinos (ER), and detector ER backgrounds, are modelled as a single
flat background between 0 and 15 keV. These backgrounds have been simulated
by FlameNEST and are included in Fig. 87 where their 1 and 2 σ contours are
shown. These contours were produced using FlameNEST to ensure that the models
identified the correct locations of all background populations. In the SR1 analysis,
the 127Xe was constrained at the expected rate of 9.2 ± 0.8 and therefore will be
constrained in the same way here. Figure 76 shows that the electron lifetime during
SR1 cannot be modelled as flat. In this analysis, a piece-wise functional form for
the electron lifetime is used where the parameterisation is fixed.

Argon-37 is found in small quantities in the upper atmosphere and can be pro-
duced via cosmic bombardment of atmosphere Ar or through neutron capture of
36Ar [115]. 37Ar decays to the ground state of 37Cl via electron capture with a half
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life of ∼ 35 days [116]. Approximately 90% of these decays occur by the K-shell
capture which results in a total energy deposit of 2.82 keV in the form of Auger
electrons and x rays [117]. In the context of LXe TPC experiments, 37Ar can be
introduced into the xenon via ambient air leaks and activation in the xenon. 37Ar
has been considered to be the source of low-energy excess above other backgrounds
by both XENON-1T and LUX [118, 119]. The 127Xe radioisotope is present in the
LXe due to cosmogenic activation of the Xe before it was brought underground.
The 127Xe decays via electron capture (EC), in which its nucleus absorbs one of the
atomic electrons. This electron capture can occur from either the K, L, M, or N
shell with probabilities of 83.37%, 13.09%, 2.88% and 0.66%, respectively [120]. The
subsequent vacancy is filled by an electron from a higher level shell via the emission
of cascade x rays or Auger electrons with the energies of 32.2 keV, 5.2 keV, 1.1 keV,
and 186 eV, respectively [121]. In this study, only the L-shell is considered as, in
the SR1 WIMP ROI, this decay mode is dominant. The remaining ER backgrounds
shown in Fig. 6 in [1] can be modelled as a flat energy spectrum. In this study,
these are considered as a single source.

Table 14: Number of events remaining after each selection criteria in SR1.

Selection Description Events after selection

All triggers Remove events during periods with anomalous trigger rates 1.1 × 108

Analysis time hold-offs Remove data taken after large S2s
and after cosmic-ray muons traversing the TPC

6.0 × 107

Single scatter Remove events with multiple interaction sites 1.0 × 107

Region-of-interest Keep events with: S1c in the range 3 - 80 phd
and uncorrected S2 between 600 - 105 phd

1.8 × 105

Analysis cuts for accidentals
Remove events where an isolated S1

and an isolated S2 are accidentally paired to mimic
a physical single-scatter event

3.1 × 104

Fiducial volume
Vertically, events < 12.8 cm and > 2.2 cm from
the gate and cathode, respectively, are removed.

Events < 4 cm radially from the walls are also removed
416

OD and Skin vetoes Remove events coincident with energy
deposits in the veto systems

335
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Figure 87: The final SR1 dataset after cuts. The 37Ar and 127Xe L-shell 1 and 2 σ
contours are shown in red and blue, respectively. The flat ER 1 and 2 σ band is
shown in grey which was simulated between 0 - 15 keV.

Table 15 shows the comparison between the SR1 and FlameNEST fit results
for the Flat ER, 37Ar, and 127Xe rates as well as g1 and g1gas assuming W = 13.7
eV. A lower value of W would lead to a larger g1 and g1gas and vice versa. The
fits which use the new maps show good agreement with the largest tension coming
from g1; however, these results are consistent with the fits to tritium data. Using
the old maps, a large tension in g1 is seen which supports the findings shown in
Table 13. The rates of the different ER background sources agree strongly with the
results in [1]. This result is significant as this is a totally independent validation of
the ER background rates fit in LZ’s SR1 results. In particular, the 37Ar rate in [1]
was constrained using a uniform distribution between 0 and 291. Despite the large
uncertainty on the predicted number of 37Ar events, FlameNEST fits a rate which is
consistent with the SR1 result while simultaneously fitting other rates and detector
parameters.

In all fits it is clear that g1 and g1gas are slightly higher and lower than the
values presented in [1], respectively. However, as previously mentioned, the NEST
grid search only considered the goodness of fit to the ER band mean. More recent
analyses using the 220Rn calibration data consider both the ER band mean and
the width when tuning g1 and g1gas. These fits give g1 = 0.115 ± 0.002 and g1gas

= 0.0906 ± 0.0020 which are more consistent with the FlameNEST fits presented
here [122]. Furthermore, maximum likelihood estimation is a much more robust and
accurate method to parameter estimation than a simple grid search.
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Table 15: Comparison of the SR1 fit results with FlameNEST fits. The Flat ER,
37Ar, and 127Xe rates have been fit as well as g1 and g1gas using both the old and
new S1/S2 relative light collection efficiency maps.

Parameter Fit Value SR1 Result Tension [σ]

Old Maps

g1 0.1217 ± 0.0020 0.1136 ± 0.0020 4.05
g1gas 0.08924 ± 0.00032 0.09210 ± 0.00200 1.41

Flat ER rate 271.4 ± 17.7 271.8 ± 16.0 0.02
37Ar rate 48.41 ± 9.11 52.10±9.6

8.9 0.29
127Xe rate 9.361 ± 0.794 9.300 ± 0.800 0.05

New Maps

g1 0.1171 ± 0.0021 0.1136 ± 0.0020 1.2
g1gas 0.08959 ± 0.00047 0.09210 ± 0.00200 1.22

Flat ER rate 261.5 ± 17.1 271.8 ± 16.0 0.44
37Ar rate 51.44 ± 9.20 52.10±9.6

8.9 0.05
127Xe rate 9.370 ± 0.794 9.300 ± 0.800 0.06

5.5 Summary and Outlook

FlameNEST is capable of fitting multiple underlying detector parameters using
a single calibration source. The results using the data-driven S1/S2 relative light
collection efficiency maps produce MLEs within 1.3 σ from the expected values de-
termined from fits to NEST simulations and from the Doke plot. Recent independent
fits of the 220Rn calibration data which extends to 600 phd gives g1 = 0.115 ± 0.002
and g1gas = 0.0906±0.0020 which is more consistent with the fits using FlameNEST
[122]. The fit results using FlameNEST provide a better measurement of g1 and
g1gas to the values determined from the NEST simulations. This is because the
maximum likelihood estimation method is much more robust than a coarse grid
search.

FlameNEST has also been used to fit the ER background rates from 37Ar, 127Xe,
and flat ER backgrounds while also floating g1 and g1gas. The fit results show
little tension with LZ’s SR1 fit results. FlameNEST shows that it is capable of
fitting multiple parameters at once and obtaining accurate fit results. FlameNEST
does not need dedicated calibration campaigns to determine fundamental detector
parameters such as g1 and g1gas. Therefore, FlameNEST provides a cheap, robust,
and less invasive way to determine underlying detector parameters from data.
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6 Conclusion

Despite many years of searching, dark matter remains elusive. The Standard
Model of particle physics contains no suitable dark matter candidates, forcing sci-
entists to look beyond the Standard Model. In Chapter 1, the production of one
such candidate has been discussed; namely, WIMPs. These particles are particularly
attractive as any particle which weakly interacts could be thermally produced in the
early Universe with the correct relic abundance.

This work completed in this thesis has been focused on LUX-ZEPLIN - the
current world-leading LXe TPC experiment searching for WIMPs. LZ has completed
its first science run this year (2022) and the results with ∼ 1 tonne-year exposure will
have been published at a similar time as this thesis [1]. Chapter 2 provided a detailed
overview of dual-phase TPC technologies with emphasis on the LZ experiment. The
current best WIMP sensitivities have been discussed showing the most recent results
from LZ. LZ plans to start its second science run soon which will last 400 live days
in total.

In order for LZ’s first science run to take place on time and with confidence,
the lowest level data taking procedures needed to be validated. The sensitivity
of the experiment relies heavily on the detector’s capability of detecting a single
photon and storing it to disk. Chapter 3 outlines the steps taken to ensure that
LZ met its requirement even when the operating parameters of the PMTs were
changed. Providing real-time feedback on the SPE detection efficiency and the low-
level algorithms allowed LZ to operate efficiently with confidence. The effect of the
SPE efficiency on the final WIMP search was explored to give LZ a benchmark on
what SPE efficiencies can and can’t be accepted. It was found that the TPC PMT
SPE efficiency exceeded the 90% requirement at their current operating conditions
and not much gain in sensitivity is achieved at higher SPE efficiencies. To improve
this study further, an accurate model of the undersized pulses would need to be
developed which can be included in the Gaussian SPE fit. In order to achieve this, a
dedicated experimental setup would need to be deployed where either the electronics
were operated at very low temperatures to reduce electronic noise or a PMT with
the capability of switching off individual resistors in the bases was developed.

The next generation of LXe dark matter experiments will need to be comprised of
multiple collaborations all working together. An experiment of this magnitude and
sensitivity will need a software to compliment it which is generic enough and which
uses models that all collaborations can agree on. In Chapter 4, FlameNEST has been
introduced which is a statistical inference framework which evaluates likelihoods
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explicitly for every event without the need for large-scale Monte Carlo simulations.
FlameNEST will allow for high-dimensional likelihood evaluation, increasing the
physics reach of LXe dual phase TPC experiments. Furthermore, the incorporation
of the NEST models will reduce the need for involved modifications of the models
to fit real experimental data, as NEST models have been built to provide global fits
to many existing datasets across multiple experimental setups. Inter-collaboration
analyses have in the past been difficult due to software differences and the ways
different experiments handle their nuisance parameters. FlameNEST will make
future inter-collaboration efforts much simpler by providing a robust framework
which can be straightforwardly adapted to each experiment. Such collaborative
efforts will greatly facilitate the development of the next generation of noble element
detection experiments, which in the case of LXe experiments will likely consist of a
single, unified effort focused on one detector.

In Chapter 5 the tritium calibration dataset has been fit with FlameNEST.
Using a single calibration dataset, FlameNEST has been able to determine g1, g1gas,
and the electron lifetime with values that agree with independent measurements to
within 1 σ. To produce a Doke plot and to determine g1 and g2, an experiment
must undergo a large calibration campaign. FlameNEST can do the same thing with
O(1000) tritium calibration events. To strengthen this analysis, the ER background
rates were fit using LZ’s SR1 dataset of 335 events while floating g1 and g1gas.
The fit results show strong agreement with the independent fits presented in [1]
with a preference to the new S1/S2 relative light collection efficiency maps. To
improve these studies further, FlameNEST will undergo further development to
provide the ability to float underlying NEST parameters in the yield models, such
as W . This would allow us to make better inferences on the fundamental models
of LXe dual-phase TPC experiments which are essential for the search for dark
matter. FlameNEST has shown that it is capable of reproducing independent fits
to real physics data taken by the LZ experiment. Furthermore, FlameNEST can
achieve this without the need of dedicated calibration campaigns with a low number
of statistics.
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A NEST Models

In this section, the form of the NEST models in Fig.68 will be written in more
detail to support the main text.

Pre-quanta models

Equations 86-88 and 89-91 show the full description of the ER and NR pre-quanta
models taken from NEST and implemented in FlameNEST, respectively.

The terms in all distributions take their standard meanings. For the normal
distribution, the first term is the mean and the second is the sigma. For the bino-
mial distribution, the first term is the number of successes and the second is the
probability of a success. The skew normal distribution consists of 3 terms; namely,
the mean, sigma, and skew, respectively.
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Post-quanta models

Equations 92-95 and 96-100 show the full description of the processes to go from
photons to a S1 signal and electrons to a S2 signal, respectively. These models are
independent of the interaction type (ER/NR) and attempt to describe the detector



response to the production of quanta in the detector.
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